In dem auf die Forschungsdaten sprach- und textbasierter Diszi-
plinen ausgerichteten NFDI-Konsortium Text+ spielen Normdaten
eine zentrale Rolle fiir die interoperable Beschreibung und seman-
tische Verkntipfung von verteilten Datenquellen. Insbesondere
die Gemeinsame Normdatei (GND) ist ein bedeutender Hub im
Zentrum eines im Entstehen begriffenen, doménenibergreifenden
Wissensgraphen. Diese Funktion soll im Rahmen von Text+ durch
den Aufbau einer GND-Agentur fuir sprach- und textbasierte
Forschungsdaten weiterentwickelt und ausgebaut werden. Ziel

ist es, niedrigschwellige, qualitatsgesicherte Beteiligungsmaoglich-
keiten fur Forschende zu schaffen und zugleich den Vernetzungs-
grad der GND auch durch Terminologie-Mappings zu erweitern.
Spezifische Anforderungen und Nutzungspraktiken werden
hierbei anhand der Datendoménen von Text+ exemplifiziert.

A.thority data play a central role in the interoperable description
and semantic linking of distributed data sources in the NFDI Text+
consortium, which is dedicated to the research data of language
and text-based disciplines. The Integrated Authority File (GND)

in particular is a key hub at the centre of a nascent cross-domain
knowledge graph. This function is to be developed and expanded
within Text+ through the establishment of a GND agency for
language and text-based research data. The aim is to create
low-threshold, quality-assured ways in which researchers can
participate. A further aim is to expand the level of networking
within the GND, including through terminology mapping.

The specific requirements and use practices are exemplified by the
data domains of Text+.
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Einfiihrung

n einer Nationalen Forschungsdateninfrastruk-
I tur (NFDI), die zum Ziel hat, das gesamte Wis-

senschaftssystem zu adressieren, vertreten die
komplementir aufgestellten geistes- und kulturwis-
senschaftlichen Konsortien die Bedarfe einer langen
wissenschaftlichen Tradition mit grofler Facherviel-
falt, hohen Studierenden- und Forschendenzahlen und
einem umfanglichen bis in die 1940er-Jahre zuruckrei-
chenden digitalen Methodenkoffer. Eine NFDI muss
die Entwicklung, die diese Disziplinen getrieben durch
den digitalen Wandel vollziehen, durch Infrastruktur-
komponenten und Dienste unterstutzen. Zugleich ist
das kulturelle Erbe, mit dem sich die Geistes- und Kul-
turwissenschaften insbesondere befassen, auch jenseits
des Wissenschaftssystems von allgemeiner Bedeutung.
Gegenstand der Geistes- und Kulturwissenschaften sind
alle kulturellen Erzeugnisse des Menschen in der gesam-
ten Breite von Sprache, Kunst, Geschichte, Religion und
Gesellschaft. Sprache, Sprachen und Texte spielen dabei
in vielen Bereichen eine zentrale Rolle, auch uber die
Geistes- und Kulturwissenschaften hinaus. Ziel des seit
Oktober 2021 geforderten NFDI-Konsortiums Text+!
ist der Aufbau einer Forschungsdateninfrastruktur, de-
ren Konzepte, Tools und Services fur alle auf Sprach-
und Textdaten basierenden Fragestellungen und An-

wendungen interessant sind. Text+ ist daher interdiszip-
linar und fachubergreifend an zentralen Datendomanen
ausgerichtet.

Fur die geistes- und kulturwissenschaftlichen Diszi-
plinen, an die sich das Konsortium prioritar richtet, legt
Text+ den Fokus zunachst auf Text- und Sprachdaten-
Sammlungen, lexikalische Ressourcen und Editionen.
Diese drei Datendomanen haben eine lange Forschungs-
tradition und sind mit ausgereiften methodologischen
Paradigmen verknupft, die charakteristische, aber auch
bereichsuibergreifende Praktiken der Erzeugung, Kura-
tierung und des Managements von Daten erfordern. Sie
sind unabdingbar fur eine breite Palette von Fachdiszip-
linen, u.a. fur die Klassische Philologie, die Sprach- und
Literaturwissenschaft, Sozial- und Kulturanthropologie,
Auflereuropaische Kulturen, Judaistik und Religions-
wissenschaften, Philosophie sowie fur die sprach- und
textbasierte Forschung in den Sozial- und Politikwis-
senschaften.

Diese fachliche Breite und Ausdifferenzierung spie-
gelt sich in den Institutionen, Verbanden und Person-
lichkeiten, die sich fur Text+ engagieren und dessen
Ziele unterstutzen. Fundiert wird Text+ Uber einen
Kooperationsvertrag von 34 Institutionen aus der ge-
samten Palette geisteswissenschaftlicher Einrichtungen:
Hochschulen, wissenschaftliche Bibliotheken, Daten-
zentren der Digital Humanities, Mitglieder der Deut-
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schen Akademienunion und der Leibniz-Gemeinschaft
sowie fuhrende Rechenzentren, die einen robusten und
persistenten Betrieb der Dienste fur eine distribuierte
Forschungsdateninfrastruktur absichern. Hinzu kom-
men Fachverbande und weitere Partner wie Fachinfor-
mationsdienste, die bereits im Rahmen der Antragstel-
lung ihre Unterstutzung zugesagt haben? und im Text+
Plenum sowie seinen wissenschaftlichen Arbeits- und
Beratungsgremien aktiv mitwirken. Zusatzlich zur
Einbindung all dieser Partner von Beginn der NFDI-
Entwicklungen und der Antragskonzeption® an werden
offene Calls for User Stories sowie Calls for Data an
die Communitys gerichtet. Der hohe Bedarf und da-
mit auch das hohe Interesse an Text+ wird durch uber
120 forschungsgeleitete User Stories dokumentiert, die
publiziert und fur die Ausgestaltung des Arbeitspro-
gramms ausgewertet wurden (RifYler-Pipka et al. 2021).*

Auch organisatorisch ist das Community-Engage-
ment integrativer Bestandteil der Lenkungsstruktur von
Text+: Im Zentrum stehen drei wissenschaftliche Koor-
dinationskomitees fur die Datendomanen und eines fur
Infrastruktur und Betrieb, die im Rahmen eines jahrlich
stattfindenden Plenums von Text+ Partnern und der
Community gewahlt werden. Initial sind die Koordina-
tionskomitees mit Reprasentant*innen der Fachverban-
de besetzt, um eine breite und ausbalancierte Beteiligung
der Disziplinen zu gewahrleisten. Thre Aufgabe besteht
darin, das Portfolio an Daten, Werkzeugen und Diens-
ten kontinuierlich zu evaluieren und dessen Weiterent-
wicklung nach den Priorititen der beteiligten Fachdis-
ziplinen in Abstimmung mit den Infrastrukturanbietern
voranzutreiben. Diese Gremien haben somit eine hohe
Steuerungsbefugnis und gewahrleisten, dass die Bedarfe
der Fachcommunitys den Aufbau und Betrieb von
Text+ steuern — ganz im Sinne der erklarten Zielsetzung
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der NFDI. Community-Aktivitaten sind in Text+ zen-
tral als Querschnittsthema in allen Arbeitsbereichen
verankert, sie umfassen ein differenziertes und — auch
im Sinne der Datendominen und Fachcommunitys —
passgenaues Angebot von Workshops, Trainings, Be-
ratung sowie curricularen Aktivitaten, das von spezifi-
schen Kompetenznetzen getragen und ausgestaltet wird.

Die Forschungsdatenmanagementstrategie stellt das
entscheidende Instrument dar, um die ubergeordneten
Ziele von Text+ im NFDI-Kontext umzusetzen. Sie eb-
net den Weg fur die Integration von Daten, Werkzeugen
und Diensten in eine Infrastruktur, die ubergreifenden
sowie fachspezifischen Standards genugt und die FAIR-
und CARE-Prinzipien umsetzt. Ein wesentlicher Leit-
gedanke ist dabei ihre Erweiterbarkeit fur weitere Da-
tendomanen, die zugleich die Integration von Text+ in
die gesamte NFDI optimal gewéhrleistet und die Bereit-
stellung von Angeboten, die auch fur andere Konsortien
relevant sind, unterstitzt.

Im Mittelpunkt der Strategie stehen thematische
Cluster, die in einer Datendomane Aktivitaten zu be-
stimmten Unterarten von Daten und Forschungsme-
thoden bundeln. Jedes Cluster besteht aus spezialisier-
ten Daten- und Kompetenzzentren. Die Cluster bieten
Dienste an, die auf den vom Arbeitsbereich Infrastruc-
ture/ Operations bereitgestellten allgemeinen Diensten
aufbauen und auf die clusterspezifischen Anforderun-
gen zugeschnitten werden. Das Arbeitsprogramm ist
dabei in die drei Bereiche Datendienste, Community-
Aktivitaiten und Software-Dienste gegliedert, die uber-
greifend koordiniert werden und gemeinsam zu den
Querschnittsthemen der NFDI beitragen.

Ein Kernelement in Text+ ist der systematische Aus-
bau von Verlinkungen zwischen den Text+ Datendoma-
nen. Sammlungen und Editionen dienen beispielsweise
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als Belegstellen fur Eintrage in »Lexikalische Ressour-
cen«. Lexikalische Ressourcen dienen der strukturierten
Erschliefung von Sammlungen und dem Verweisen auf
normierte Entitaten in Editionen. Durch das Einbringen
dieser Verlinkungen, d.h. die Verknupfung mit persis-
tenten Identifikatoren, werden Suchzuginge zu den
Forschungsdaten erweitert, ihre Integration in Wissens-
basen unterstutzt und Moglichkeiten fur automatisierte
Verfahren wie dem Text und Data Mining ausgebaut.
Eine besondere Rolle spielen dabei Normdaten und
hier insbesondere die Gemeinsame Normdatei (GND).?
Die GND als disziplinubergreifend genutzte und ih-
rerseits mit den Normdateien anderer Nationalbiblio-
theken verlinkte Ressource ist ein wichtiger Hub in der
Linked Open Data Cloud, der im Rahmen von Text+
fur sprach- und textbasierte Forschungsdaten weiterent-
wickelt und ausgebaut werden soll. Die Text+ Akteure
verfolgen damit zugleich fur die NFDI insgesamt und
daruber hinaus relevante Infrastrukturentwicklungen
fur Kultur und Wissenschaft.

Die GND als Hub

In Zeiten der Digitalisierung und Datenvernet-
zung benotigen Forschungs- und Kultureinrichtungen
Normdateien als gemeinsam genutztes und gepflegtes
maschinenlesbares Vokabular, um Bestande, Sammlun-
gen, Forschungsprozesse und -ergebnisse interoperabel
zu beschreiben, um zwischen diesen verteilten Daten-
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quellen auf verlassliche Weise semantische Verknup-
fungen herzustellen und um sie so in einen grofleren
Zusammenhang einzubetten. Normdateien konnen In-
dividualbegriffe (Named Entities, z.B. Personen- oder
Ortseintrage) und Allgemeinbegriffe (z. B. Schlagworte)
enthalten. Sie schaffen zusitzliche Sucheinstiege und
thematische Zugange fur die Recherchierenden, etwa
durch das Anreichern von Suchindices mit Namensva-
rianten oder Synonymen und Entsprechungen in an-
deren Sprachen. Daruber hinaus sind die Angabe von
verwandten Begriffen, alternativen Identifikatoren und
weiteren identifizierenden Informationen fur die Kon-
textualisierung fur die individuelle Forschungsarbeit,
aber beispielsweise auch fur die Nutzung im Text und
Data Mining von groflem Vorteil. Zentral ist dabei die
Bereitstellung eines dauerhaften, weltweit eindeutigen
und maschinenlesbaren Identifikators, also eines persis-
tenten URI, fur jeden Eintrag.

Unter dem Leitmotiv »Brucken fur die Kultur und
Wissenschaft« bietet die GND einer wachsenden Com-
munity von Kultur- und Wissenschaftseinrichtungen des
D-A-CH-Raums einen zentralen Hub fur Normdaten.
Diese Brucken — bestehend aus persistent adressierbaren
Normdaten zu Personen, Korperschaften, Geografika,
Ereignissen, geistigen Schopfungen und Sachbegriffen —
konnen im Zusammenspiel mit der NFDI ein Ruckgrat
eines domanenubergreifenden Wissensgraphen bilden
und z.B. Thesauri und Fachdatenbanken der verschie-
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denen wissenschaftlichen Disziplinen uber Konkordan-
zen miteinander verbinden. Hierbei fungiert die GND
nicht nur direkt als Datenhub, sondern auch als Ver-
mittlerin zwischen den mit der GND verknupften Da-
tensets des Wissensgraphen. Auf diese Weise konnen zu
jeder betrachteten GND-Entitat indirekt je nach Bedarf
z.B. auch Daten aus der Linked Data Cloud wie Wiki-
data, Wikipedia, VIAF, internationalen Thesauri und
Fachdatenbanken hinzugezogen werden.

Integration neuer Communitys ist Teil des
Selbstverstandnisses

Damit die GND ihre Funktion beim Aufbau ei-
ner ubergreifenden Dateninfrastruktur im Rahmen
der NFDI erfullen kann, muss sie sich den Bedarfen
der diversen neu hinzukommenden wissenschaftlichen
Communitys annihern und diese als aktive und gleich-
berechtigte Anwendende integrieren. Mit der Auswei-
tung der GND-Nutzung steigen die Anforderungen an
die Organisation, Kommunikation, Regelwerksarbeit,
Werkzeuge und Infrastruktur. Die GND ist bereits jetzt
ein Gemeinschaftswerk von mehr als 1.000 Einrich-
tungen — Tendenz steigend. Dahinter stehen motivierte
Redakteur*innen, die durch ihre Expertise und thr Qua-
litatsbewusstsein fur ihre hohe Gute, Verlasslichkeit
und Verbreitung sorgen. Bei Veranderungen mussen
daher viele Einrichtungen und Menschen uberzeugt und
gewonnen werden.

Es gilt insbesondere, eine Balance zwischen den In-
teressen der neuen Communitys und den langjahrigen
Partnern zu finden und dabei die wichtigsten Stirken
der GND zu erhalten: Qualitat, Verlasslichkeit und
Universalitat. Die Integration neuer Nutzendengruppen
ist in der GND ein fortlaufender Prozess, der seit der
Verabschiedung des GND-Entwicklungsprogramms®
konsequent verfolgt und im Rahmen von Projekten wie
GND4C’ vorangetrieben wird. Der aktuelle Stand der
Entwicklungen lasst sich nach Handlungsfeldern geglie-
dert wie folgt zusammenfassen:

(1) Gowvernance: Die Governance- und Gremien-
struktur der GND wird schrittweise um Vertretungen
aus den hinzukommenden Communitys erweitert. Ein
wichtiges Element war dabei die Einfuhrung von Fo-
ren und Arbeitsgruppen, um die Bedarfe der jeweiligen
Community zu bundeln.

(2) Kooperative Redaktion: Die Datenpflege verlauft
durch ein kooperatives Zusammenspiel von GND-
Redaktionen. Diese werden durch einen Verbund von
GND-Agenturen koordiniert sowie mit Dienstleistun-
gen und Infrastruktur unterstutzt. Ein zentrales Ele-
ment des Entwicklungsprogramms ist der Aufbau neuer
Agenturen und Redaktionen, die fur die neuen Com-
munitys infrastrukturelle, redaktionelle und beratende
Dienste anbieten.

(3) Regeln und Format: Die Moglichkeit zum Ergan-
zen community-spezifischer Daten wird 2022 in Zu-

sammenarbeit mit den jeweiligen Arbeitsgruppen und
Gremien in die redaktionelle Praxis uberfuhrt. Kern ei-
nes jeden Normdatensatzes bildet weiterhin ein Set an
Elementen, die nach gemeinsamen Regeln erfasst wer-
den (CORE-Bereich). Um besonderen Anforderungen
einer Anwendungsgemeinschaft der GND gerecht zu
werden, kann der CORE-Bereich kunftig um spezifi-
sche Regeln und Elemente mit gesonderter redaktio-
neller Verantwortlichkeit (sogenannte PLUS-Bereiche)
erganzt werden.

(4) Datenbasis: Die Erweiterung der Datenbasis er-
folgt haufig im Rahmen von Kooperationen zwischen
Forschungsvorhaben und GND-Redaktionen. Anhand
von Praxiserfahrungen wurden bereits ein Workflow
und ein Kriterienkatalog fur Einspielungen und Anrei-
cherungen entwickelt.

(5) Datenvernetzung und Analyse: Von zentraler Be-
deutung fur die Funktion als Hub sind die Verknupfun-
gen innerhalb der GND und mit anderen Systemen wie
ORCID und VIAFS, die durch maschinelle Verfahren
und einen Claiming-Dienst ausgebaut werden konnten.
Auch an einer verbesserten Unterstutzung zur koope-
rativen Pflege von Cross-Konkordanzen der GND-
Sachbegriffe zu anderen Thesauri (wie z.B. RAMEAU?)
wird aktuell gearbeitet.

(6) Anwendungen und Schnittstellen: Mit dem GND-
Explorer wird zurzeit eine Anwendung zum Stobern
in den Daten und zur Visualisierung von Hierarchien
und semantischen Zusammenhingen entwickelt. Fur
eine aktive Mit- und Zusammenarbeit uber die GND-
Redaktionen hinaus werden die Eingabemoglichkeiten
uber einfache Webformulare erweitert und eine zusatz-
liche Redaktionsumgebung aufgebaut.

Normdaten als Querschnittsthema der NFDI

Um die Vision eines domanenubergreifenden Wis-
sensgraphen Realitat werden zu lassen, mussen auch im
Umfeld der GND die Rahmenbedingungen weiterent-
wickelt werden. Die NFDI bietet fur solche Entwick-
lungen einen idealen Kontext. Die besondere Bedeutung
des Themas fur die Geistes- und Kulturwissenschaften
spiegelt sich nicht zuletzt darin, dass die NFDI-Initia-
tiven NFDI4Culture, NFDI4Memory, NFDI4Objects
und Text+ bereits in threm Memorandum of Understan-
ding (Brunger-Weilandt et al. 2020) den Komplex »Me-
tadaten, Normdaten, Terminologien« (S. 2, Punkt 7)
als gemeinsam zu bearbeitendes Querschnittsthema
identifiziert haben. Eine mogliche Umsetzung besteht in
einem Netzwerk verteilter Datenbanken, die uber stan-
dardisierte Schnittstellen miteinander kommunizieren.
In einem solchen Okosystem mussen ganz unterschied-
liche Anforderungen in Einklang gebracht werden.
Nicht alles wird sich in einer ubergreifenden Losung
umsetzen lassen. Es gilt, Anforderungen so voneinan-
der abzugrenzen, dass verschiedene Softwarelosungen
und -schichten verteilt umgesetzt werden, aber opti-
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mal miteinander arbeiten. Hier sind eine enge Abstim-
mung zwischen den NFDI-Konsortien und gemeinsame
Aktivitaten erforderlich. Mit der Einrichtung der Sek-
tion »(Meta-)data, terminologies, provenance« (Koepler
et al. 2020) als einer der ersten vier Sektionen im NFDI-
Verein ist das Thema auch ubergreifend in der NFDI
gesetzt.

Die folgenden beiden Abschnitte greifen einige spezi-
fische Anforderungen der im Fokus von Text+ stehen-
den sprach- und textbasierten Disziplinen auf.

Anreicherung von Metadaten und
Forschungsdaten mit Normdaten

Daten, die im Rahmen von Forschungstatigkeiten
gesammelt und genutzt werden, sind sehr divers und
orientieren sich an den Erfordernissen und Moglich-
keiten im jeweiligen Forschungskontext. Aufgrund die-
ser Diversitat erfordert es einen erheblichen fachlichen
Aufwand, um sie angemessen — mittels Metadaten — zu
beschreiben. Forschungsdaten werden, im Gegensatz
zur bibliothekarischen und archivarischen Praxis, in
der Regel noch nicht durch ausgebildete Fachkrafte mit
Metadaten versehen. Stattdessen erfolgt dies im Zusam-
menspiel zwischen den Forschenden, die die Daten be-
reitstellen, und jenen, die spater die Bereitstellung der
Daten unabhangig von den Forschenden gewahrleisten.
Ein prototypisches Beispiel ist der Sonderforschungs-
bereich 833 »Bedeutungskonstitution: Dynamik und
Adaptivitat sprachlicher Strukturen«, in dem unter an-
derem Textkorpora, Word-Embeddings fur das maschi-
nelle Lernen, Videoaufnahmen, Reaktionszeitexperi-
mente und EEG-Untersuchungen verwendet werden.!
Text+ muss in allen drei Datendomanen Sammlungen,
Lexikalische Ressourcen und Editionen, in denen jeweils
eine Vielzahl unterschiedlicher Datentypen auftreten
konnen, damit umgehen, dass Metadaten rein textuell,
also ohne Verknupfungen in andere Wissensbasen, er-
fasst sind oder sogar ganzlich fehlen. Eine Verwendung
der Daten etwa im Umfeld von Linked Data (Dur¢o und
Windhouwer 2014) ist aber vielversprechender, wenn
die Inventare auf Normdaten und andere Verzeichnisse
verweisen.

Named-Entity-Recognition in Metadaten und
Forschungsdaten

Innerhalb der Metadaten fur Forschungsdaten er-
scheinen Named Entities, also Eigennamen, an unter-
schiedlichen Positionen. Auf der einen Seite konnen
sie innerhalb von Beschreibungstexten enthalten sein,
auf der anderen Seite erlauben Metadatenbeschreibun-
gen auch die Definition von bestimmten Elementen, in
denen — zumindest nach einer Qualitatssicherung — nur
Eigennamen vorkommen konnen. In Metadaten sollte
beispielsweise ein Feld fur einen Autorennamen nur
einen Namen enthalten, selbst wenn dieser nicht ein-
deutig ist.

In qualitatsgesicherten Metadaten ist der Aufwand
zur Extraktion von Named Entities (Named-Entity-Re-
gocnition, NER) relativ gering, da bereits bekannt ist, an
welcher Stelle oder in welchen Strukturen sich Eigenna-
men befinden. Mit der Erkennung der Named Entities
konnen die Metadaten mit deren Identifikatoren sowie
weiteren Informationen angereichert und mit anderen
Quellen verknupft werden, wozu die GND sowie ande-
re Normdatensitze verwendet werden konnen. Mittels
Programmierschnittstellen (APIs) geschieht dies auto-
matisch. Dazu extrahiert ein Programm aus den Meta-
daten die Named Entities und startet uber die jeweilige
APIT eine Abfrage in den Normdatenverzeichnissen. Die
Referenz zu den Normdaten kann dann als zusatzliche
Annotation erganzt werden. Bei der automatisierten
Annotation von Named Entities ist aber nicht sicher-
gestellt, dass die richtige Referenz gefunden wird.!" In
der Praxis werden bei der Anreicherung von Named
Entities uber Normdaten alle moglichen Ergebnisse aus
der Normdatenabfrage als Kandidaten einer Verlinkung
angeboten. Im Rahmen von Qualitatssicherungs- und
Disambiguierungsverfahren kann durch menschliche
Expertise die Verknupfung verifiziert werden.!

Named Entities in Textdaten, also sowohl in Meta-
daten als auch in textuellen Forschungsdaten, konnen
mittels NER automatisch erkannt werden. Die Daten
enthalten in aller Regel Referenzen auf (reale oder auch
fiktive) Personen, auf Organisationen und auf Orte.
Giangige NER unterscheiden z.B. Personen von Insti-
tutionen und Orten. Im einfachsten Fall werden dabei
Namen einer Liste in einem Text gesucht. Wird die Zei-
chenkette gefunden, kann sie ganz analog zu den explizit
fur Named Entities definierten Metadaten-Elementen in
Normdaten nachgeschlagen und mit ihnen verknupft
werden. Die Namenslisten konnen dabei sehr umfang-
reich sein, beispielsweise wenn sie aus Normdateien
wie der GND direkt erstellt werden. Im Rahmen eines
Parsings kann daruber hinaus erkannt werden, dass ein
Wort mit hoher Wahrscheinlichkeit ein Name ist, selbst
wenn der Name nicht Teil einer Liste ist. Auf diese
Weise konnen textuelle Daten genutzt werden, um eine
Namensliste zu vervollstandigen und Normdaten zu
erweitern. Die Erkennungsleistungen eines NER sind
allerdings abhangig von Sprachmodellen, die explizit
oder implizit die Trainingsdaten beinhalten, z.B. Infor-
mationen zu Sprache, Gattung, zeitlicher Zuordnung.
Wenn ein Modell beispielsweise auf der Grundlage von
Zeitungstexten einer Sprache erstellt wurde, ist zu er-
warten, dass es nicht genauso gute Ergebnisse fur Ro-
mane erzielen kann und erst recht nicht fur andere Spra-
chen. Bereits andere Sprachstufen oder regionale Varie-
taten konnen einen Einfluss auf die Erkennungsleistung
haben: so konnen Named Entities in Editionstexten
fruherer Jahrhunderte nicht zuverlassig erkannt werden,
wenn ein Sprachmodell fur moderne Zeitungstexte ver-
wendet wird.
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Semantische Anreicherung anhand lexikalischer
Ressourcen

Named Entities sind nur ein Beispiel fur die Moglich-
keit einer semantischen Anreicherung von Texten. Auch
Ontologien, Wortnetze, Terminologien und andere lexi-
kalische Ressourcen konnen genutzt werden, um Wor-
ter in Texten um zusatzliche semantische Informationen
anzureichern. Analog erfordert auch die semantische
Annotation mittels Verknupfung zu lexikalischen Res-
sourcen eine eindeutige Referenzierbarkeit. Fur Wort-
netze wie dem GermaNet (Hamp und Feldweg 1997;
Henrich und Hinrichs 2010) gibt es mit dem Interlin-
gual Index (ILI) einen sprachunabhiangigen eindeutigen
Index, der fur diesen Zweck verwendet werden kann.
Fur die Worter, die in den Wortnetzen reprasentiert
sind, konnen damit auch andere lexikalische Ressourcen
angereichert und verbunden werden. Gleichzeitig wer-
den auch lexikalische Liucken identifiziert, also Worter,
die nicht verknupft werden konnen, wodurch sich ein
Reservoir fur Erganzungen in Worterbuchern ergibt.
Auch bei der Verknupfung zu weiteren lexikalischen
Ressourcen gibt es Ambiguititen, Synonyme etc., die
dazu fuhren, dass nicht jedes Wort mit einer entspre-
chenden Referenz annotiert werden kann, wodurch eine
vollstindige, semantisch interoperable Losung nicht
immer moglich ist. Mit Mitteln des Deep Learning und
korpuslinguistischen Verfahren konnen aber zum Teil
Ruckschlusse auf unbekannte oder ambige Worter ge-
troffen werden, etwa durch Wordembeddings.

Anforderungen an eine Normdateninfrastruktur

Fur die Erschlieffung von textbasierten Forschungs-
daten mit Metadaten und die Anreicherung der Metada-
ten wie auch der Forschungsdaten mit Normdatenrefe-
renzen sind die Verfahren der Named-Entity-Recogni-
tion und der Verknupfung mit lexikalischen Ressourcen
von grofler Bedeutung. Normdateien wie die GND
dienen hier einerseits als Quelle und konnen umgekehrt
selbst mithilfe dieser Verfahren potenziell erweitert wer-
den. Um qualitativ hochwertige Ergebnisse zu erzielen,
ist die richtige Auswahl und Anpassung der konkreten
Verfahren an Fachspezifika der zu verarbeitenden Texte
und die passende Kombination aus automatischer Er-
kennung und intellektueller Prufung entscheidend. Ein
niedrigschwelliger Zugang und eine vereinfachte An-
wendung solcher Verfahren fur Forschungsprojekte
sind daher eine Herausforderung, die in Text+ adres-
siert wird. Damit zu verbinden sind Kriterienkataloge
und Verfahren, nach denen in der GND noch nicht
vorhandene Normdateneintrage angelegt oder separat
vorgehalten und zuganglich gemacht werden sollen. Ein
spezifisches Desiderat ist die Verknupfung lexikalischer
Ressourcen mit den Sachbegriffen der GND, denn da-
mit kann die fachspezifische semantische Anreicherung
von Texten bei gleichzeitiger Vernetzung uber die GND
deutlich verbessert werden.

Nutzung von Normdaten in digitalen
Editionen

Ein weiteres Anwendungsfeld, in dem der Einsatz
von Normdaten erleichtert und ausgebaut werden soll,
sind digitale Editionen. Seit Langem ist es innerhalb der
digitalen Editorik gangige Praxis, Entitaten in den Edi-
tionsdaten Uber eindeutige und persistente Identifikato-
ren mit Datensitzen externer Wissensbasen, insbeson-
dere Normdateien wie der GND, zu verknupfen. Diese
Vorgehensweise hat bislang erst vereinzelt Eingang in
die Empfehlungen von Fachverbanden oder Richtlinien
der Forschungsforderung gefunden. Innerhalb des sich
etablierenden, spezialisierten Rezensionswesens fur Di-
gitale Editionen® ist jedoch bereits deutlich erkennbar,
dass ein Verzicht auf Normdatenverkntuipfungen inner-
halb der Community of practice durchaus negativ auf-

falle.

Aktuelle Nutzungspraxis

Normdaten spielen im Bereich digitaler Editionen auf
mehreren Ebenen eine Rolle: Erstens auf der Ebene der
Erschliefung, hier vor allem in den TEI-XML-Daten.
Zweitens auf den Ebenen der Publikation und Bereit-
stellung, konkret also den Webportalen sowie APIs oder
speziellen Austauschformaten fur die primar maschi-
nelle Verarbeitung.

ErschliefSung

Im Prozess der Erschlieffung werden Verknupfungen
mit Normdateien oder ihnen ahnlichen Wissensbasen
sowohl auf der Ebene der Metadaten (d. h. im TEI-Hea-
der) als auch im annotierten Text der Edition und/oder
etwaigen separaten Registerdokumenten (d. h. primar im
TEI-Body) vorgenommen. Textsortenabhingig konnen
solche Normdatenverknupfungen auch in zusatzlichen
Elementen im TEI-Header zum Einsatz kommen. Ein
sehr pragnantes Beispiel hierfur sind Briefeditionen mit
der strukturierten Erfassung der Metadaten von Briefen
(Stadler 2016)."

Priméare Funktion dieser Verknupfungen ist die ein-
deutige Identifikation von Korperschaften, Personen,
Orten und anderen Named Entities — einschlieflich
hierdurch oft geleisteter Disambiguierung — durch die
Referenz auf eine externe Ressource in Form eines per-
sistenten URIs. Zugleich ist es eine Vorbedingung fur
die automatisierte Generierung von Indices, z.B. Perso-
nen-, Orts- und Werkregistern sowie fur die Durchfuh-
rung komplexerer Verfahren des Information Retrievals
und der Datennachnutzung (Iglesia und Gobel 2014).
Zusatzlich fuhrt diese Anbindung zu einer Entlastung
der Editor*innen bei der Erstellung von Registern und
Stellenkommentaren, da die in externen Wissensbasen
vorgehaltenen Informationen hierfur in unterschiedli-
cher Form nachgenutzt werden konnen (Dumont 2020).
Im D-A-CH-Raum ist der Verweis auf GND-Datensat-

ze die dominante Praxis, fur einzelne Entititen werden
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zudem weitere, zum Teil domanenspezifische Wissens-
basen verknupft."®

TEI-XML-Daten digitaler Editionen sind, auch
wenn sie konform zu den TEI P5 Guidelines sind, auf-
grund ihrer spezifischen Anwendungsprofile nicht ohne
weiteres projektubergreifend interoperabel.!® Dies hat
zur Folge, dass die projekt- bzw. editionsubergreifende
Suche nach identischen Entititen auf Basis der jewei-
ligen Projektdaten nur durch auf die jeweilige Aus-
zeichnungsform speziell zugeschnittene Abfragen z.B.
via XQuery zu bewerkstelligen ist. Im Hinblick auf
Nachnutzungsbedarfe haben sich folglich in bestimmten
Kontexten spezielle Austauschformate herausgebildet.
Ein Beispiel hierfur ist das aus dem Bereich der Brief-
edition stammende Correspondence Metadata Inter-
change Format (CMIF) fur die Erstellung interoperabler
digitaler Briefverzeichnisse. CMIF-Dateien bestehen
aus einem im Vergleich zu projektspezifischen Auspra-
gungen stark reduzierten und zugleich restriktiveren
TEI-Header, der nur solche Metadaten enthilt, die fur
den projekt- bzw. editionsubergreifenden Datenaus-
tausch notwendig sind (Dumont et al. 2019). Der Web-
service correspSearch’” demonstriert das Potenzial sol-
cher in einem einheitlichen Austauschformat vorliegen-
den Briefverzeichnisse beispielsweise in eindrucklicher
Weise. Dieser Dienst aggregiert nach vorheriger einma-
liger Registrierung unter einer freien Lizenz zur Verfu-
gung gestellte CMIF-Dateien und macht ihre Daten in
einem gemeinsamen Suchraum verfugbar.'s

Publikation und Bereitstellung

Auch auf den Ebenen der Publikation und Bereit-
stellung werden die in den Daten vorgenommenen Ver-
knupfungen mit externen Wissensbasen in mehrfacher
Hinsicht genutzt:

(1) Nachnutzung der von verkniipften Datensitzen
angebotenen Informationen: Diese werden zunehmend
dazu verwendet, um die Registeransichten automatisch
(und in der Regel selektiv) anzureichern. Anreicherun-
gen konnen on-the-fly uber eine API innerhalb der
Webportale geschehen oder bereits zuvor erfolgt sein,
indem entsprechende Informationen aus der externen
Wissensbasis (automatisch oder manuell) in die eige-
nen Daten integriert wurden. Haufig findet hierbei eine
Kombination beider Varianten statt.!’

Einen zusatzlichen Mehrwert bieten Dienste wie
der Entity Facts-Dienst der GND, uber den Informa-
tionen aus mehreren Quellen zu einem Identifikator
zuganglich gemacht sind.® Ein anderes Beispiel sind
die diversen Abfragemoglichkeiten von correspSearch
uber die von diesem Dienst bereitgestellte Web-APL?!
Der URI von Friedrich Schleiermacher kann hier zum
Beispiel dazu verwendet werden, eine Liste der Briefe
und Gegenbriefe Schleiermachers zu generieren, die
neben der Darstellung im Portal Uber die API auch in
spezifischen Formaten (z.B. TEI-XML oder CSV) aus-

geliefert werden kann. Vereinzelt konnen URIs exter-
ner Ressourcen zudem bereits dazu verwendet werden,
um granulare Abfragen der originiaren Daten einzelner
Editionen durchzufuhren. So stellt etwa die »Carl Maria
von Weber Gesamtausgabe« eine REST-Schnittstelle?
zur Verfugung, sodass zum Beispiel nach Dokumenten
des Typs Brief angefragt werden kann, die eine spezifi-
sche Person erwahnen oder in denen diese als Absender/
Empfanger im Weber-Briefcorpus auftritt.

(2) Vernetzung digitaler Editionen untereinander
und mit weiteren Ressourcen: Ein sehr niedrigschwel-
liges Format hierfur ist BEACON.? Es ermoglicht es
digitalen Editionen in ihren jeweiligen Webportalen
Links auf externe Ressourcen fur identische Entitaten
weitestgehend automatisch einzubinden. Gleichzeitig
konnen digitale Editionen uber das Anbieten entspre-
chender BEACON-Dateien ihre Inhalte als Ressourcen
fur Dritte eindeutig identifizieren und bereitstellen.

(3) Anbieten von Resolverdiensten fir spezifische ex-
terne URIs innerhalb individueller Editionsportale: Ver-
einzelt bieten Editionsportale bereits die Moglichkeit
(neben der vorgenannten Weber-Edition z. B. die Alfred
Escher-Briefedition?*), GND-Identifikatoren als direk-
ten Einstieg und Link zu spezifischen Registereintragen
zu verwenden, ohne hierbei auf die jeweils projektinter-
nen Identifikatoren zuruckgreifen zu mussen.

(4) Beretstellung der Registerdaten einzelner Edi-
tionen als Linked Open Data: Ein weiteres Anwen-
dungsfeld von Normdaten stellt die noch recht junge
Entwicklung hin zur Bereitstellung der Registerdaten
einzelner Editionen als Linked Open Data dar. So bie-
tet zum Beispiel die Edition »Philipp Hainhofer. Rei-
seberichte & Sammlungsbeschreibungen 15941636«
die Registerinhalte als RDF-Daten zum Download an,?
wobei die Identifikatoren externer Wissensbasen die
Datenintegration erleichtern.

Anforderungen digitaler Editionen an externe
Wissensbasen

Fur die Nutzung externer Wissensbasen durch digi-
tale Editionen ist es unerlasslich, dass die unter einem
URI (idealiter uber content negotiation) bereitgestellten
Informationen sich immer auf die gleiche Entitat bezie-
hen, der Verweis auf den Datensatz zu z. B. einer Person
folglich auch verlasslich Informationen zu exakt dieser
bereitstellt.

Weiterhin werden aber auch Dienste benotigt, wel-
che die Identifikatoren diverser Wissensbasen, hier vor
allem von Normdateien, aggregieren und als Einstiegs-
knoten in diesen Graphen genutzt werden konnen.
Anders als bei bestehenden Diensten wie VIAF sollten
solche aggregierenden Dienste nicht weitere gleicherma-
len redundante und potenziell instabile Identifikatoren
erzeugen, sondern die bereits existierenden Normdaten-
Identifikatoren als Schlussel einsetzen.?
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Eine weitere Anforderung besteht in der Bereitstel-
lung von ausreichend individualisierenden Informatio-
nen in einem Datensatz als Entscheidungsgrundlage fur
eine mogliche Verknupfung in den eigenen Forschungs-
daten. Auch hier bestehen zwischen den Datenbestan-
den externer Wissensbasen erhebliche Unterschiede.
Auch ursprunglich rein bibliothekarische Normdateien
wie die GND enthalten oftmals nicht ausreichend indi-
vidualisierte und damit nicht voneinander unterscheid-
bare Datensiatze zu Personen. Dies kann dazu fuhren,
dass in den Daten digitaler Editionen Verknupfungen zu
einer nicht gemeinten Person hergestellt werden, oder
aber auf eine entsprechende Verknupfung ganzlich ver-
zichtet wird.

Editionsprojekte benotigen zudem Wege, um neue
Datensatze in externen Wissensbasen, insbesondere
der GND, anzulegen wie auch bestehende Datensitze
zu erganzen und/oder zu korrigieren. Gerade Editio-
nen enthalten oft Entititen, die in den originaren Ent-
stehungszusammenhingen externer Wissensbasen, im
Falle der GND also die bibliothekarische Formal- und
Sacherschlieffung, bislang nicht beruicksichtigt oder be-
notigt wurden. Die zum Teil bereits erfolgte und nun
nochmals intensivierte Offnung von Wissensbasen wie
der GND bringt fur beide Seiten grofle Vorteile, da
Editionen fachwissenschaftlich abgesicherte, hochqua-
litative Daten und Verweise beisteuern konnen und im
Gegenzug dringend benotigte URIs fur die Vernetzung

mit weiteren Ressourcen erhalten.

Ausblick

Die vorherigen Abschnitte verdeutlichen, welche As-
pekte fur Text+ an Bedeutung gewinnen werden. In den
ersten Projektmonaten wird es wichtig sein, die vielfal-
tigen Anforderungen der Text+ Community in ein kon-
kretisiertes Arbeitsprogramm zu ubersetzen, in dem die
benotigten Dienstleistungen und Services spezifiziert
sind. Ein wichtiger Baustein besteht im Aufbau einer
GND-Agentur in Text+ in enger Kooperation und Ab-
stimmung mit der GND-Zentrale an der DNB.

Aufbau einer GND-Agentur fiir sprach- und textbasierte
Forschungsdaten

Neue Forschungsanforderungen machen Anpassun-
gen der zentralen Infrastruktur und der gemeinsamen
Regeln der GND notwendig. Gleichzeitig mussen Part-
ner mit engem Kontakt zu den jeweiligen Fachdiszipli-
nen Forschungsprojekte in Fragen der Normdatenarbeit
unterstutzen. Diese Daueraufgabe im Kontext des digi-
talen Wandels auch in den Finanzierungsplanen der In-
stitutionen zu verwirklichen, ist nur ein Baustein neben
vielen weiteren in der Gesamtentwicklung hin zu einer
nachhaltigen Forschungsdateninfrastruktur. In Text+
wird dieser Aufgabenkomplex insbesondere von den

beiden mitantragstellenden Bibliotheken, der Deutschen
Nationalbibliothek (DNB) und der Niedersachsischen

Staats- und Universitatsbibliothek Gottingen (SUB)
getragen. Im Laufe des Projekts implementiert die SUB
in enger Zusammenarbeit mit der DNB eine GND-
Agentur fur sprach- und textbasierte Forschungsdaten
als innovativen Dienst, uber den die GND in Uber-
einstimmung mit der GND-Strategie der DNB sowohl
in ihrem Umfang als auch hinsichtlich der Anforderun-
gen aus der Forschung community-geleitet erweitert
wird.

Niedrigschwellige Beteiligungsmdéglichkeiten
fiir Forschende schaffen

Das wohl wichtigste Ziel liegt darin, Forschungspro-
jekten der Text+ Datendomanen einen moglichst nied-
rigschwelligen Einstieg in die Anwendung von Norm-
daten und eine aktive Beteiligung zu ermoglichen, ohne
den Anspruch an die Verlasslichkeit von Normdaten zu
unterminieren. Hierzu zahlen (1) einsteigerfreundliche
und intuitive Moglichkeiten, fehlende Entitaten, Eigen-
schaften und Fehler zu melden oder unterstutzt durch
geeignete Werkzeuge und Qualititssicherungsmethoden
selbstandig Anderungen vorzunehmen, (2) die systema-
tische Erweiterung der Datenbasis um bislang unterre-
prasentierte Entitatstypen und Eigenschaften sowie (3)
die Verstandigung auf notwendige Anpassungen bzw.
Erweiterungen der gemeinsamen Regeln und des Da-
tenmodells im Rahmen der dafur zustandigen Gremien
und Arbeitsgruppen — z.B. um die Auffindbarkeit, die
Datenprovenienz und die Disambiguierbarkeit von
Normdaten fur Forschungskontexte zu optimieren.
Die GND-Agentur wird die Anforderungen der Text+
Community in den entsprechenden GND-Gremien
vertreten und kann auf diese Weise als eine Verbin-
dungsstelle fur die NFDI in diese Gremien fungieren.
Die Agentur wird daruber hinaus in Zusammenarbeit
mit der GND-Zentrale Forschende und Forschungs-
projekte mit Fortbildungsangeboten und Leitlinien un-
terstutzen, um die Kuratierung ihrer Forschungsdaten
und zugehoriger Metadaten im Datenlebenszyklus vom
ersten Schritt an entsprechend aufzusetzen.

Terminologie-Mappings unterstiitzen

Ab einem gewissen Grad von Fachspezifik ist es in
der Regel sinnvoller, Daten in verschiedenen Wissens-
basen auflerhalb der GND zu verwalten und die GND
dabei als verbindendes und vermittelndes Element — als
Hub und Wegweiser — einzusetzen. Dies gilt sowohl fur
bestehende Fachdatenbanken, Fachthesauri und inter-
nationale Datenhubs, deren vollstandige Integration in
die GND weder sinnvoll noch machbar ist, als auch fur
den Aufbau neuer Wissensbasen durch Text+ und die
anderen Konsortien. Besonders wichtig fur die Inter-
operabilitit zwischen den verschiedenen Disziplinen in
der NFDI wird der Aufbau eines Netzwerks im Bereich
der Terminologien werden. Dafur kann die GND Kno-
tenpunkte in Form genereller Allgemeinbegriffe bieten.
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Auf diese Weise kann ihre Konnektivitait mit Ressour-
cen Uber Text+ hinaus und in die Gesamt-NFDI hinein
ausgebaut werden. Um dieses Ziel zu erreichen, gilt es,
den Vernetzungsgrad der GND mit relevanten Quellen
durch eine deutliche Steigerung der Anzahl wechselsei-
tiger Links auszubauen und leicht nutzbare Services und
Tools zum Melden und Verwalten solcher Mappings an-
zubieten. Dafur mussen Wege der teilweise nachgelager-
ten automatischen und semi-automatischen Verknup-
fung mit der GND weiterentwickelt und vereinfacht
werden.

Ziel von Text+ ist es, hier konkret Konkordanzen
zwischen Terminologien aufzubauen, die fur die text-
und sprachbasierte Forschung von besonderer Relevanz
sind. Um solche Mappings effizient erstellen und leicht
nutzen zu konnen, werden integrierende Schnittstel-
len fur Menschen und Maschinen benotigt, die die ver-
teilt gemanagten Teilgraphen (GND, Fachthesauri,
Fachdatenbanken) als Einheit prasentieren und in einer
Art »One-Stop-Shop« komfortabel zugreifbar machen.
Die foderierte Daten- und Metadateninfrastruktur von
Text+ mit ithren Werkzeugen zum Schema- und Termi-
nologie-Mapping kommt hier ebenso zum Einsatz wie
auch maschinelle Verfahren. Sowohl im Rahmen der
Kooperation der Geistes- und Kulturwissenschaften
als auch im ubergreifenden Kontext der NFDI-Sektion
(Meta-)data, terminologies, provenance wird sich Text+
aktiv einbringen. Text+ versteht sich als Motor fur die
Integration der GND nicht nur als Normdatei, sondern
auch als Infrastrukturkomponente in die Entwicklung
der einen, alle Wissenschaftsdisziplinen umfassenden

NFDI.
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https://www.text-plus.org/
https://www.text-plus.org/ueber-uns/fachverbaende/;
https://www.text-plus.org/ueber-uns/weitere-partner/

Die Diskussion und gemeinsame Vorbereitung auf die NFDI
wurde 2018 mit der Workshopreihe »Wissenschaftsgeleitete
Forschungsinfrastrukturen fur die Geistes- und Kulturwissen-
schaften in Deutschland« eingeleitet und setzt sich fort

in der Organisierung der NFDI-Initiativen NFDI4Culture,
NFDI4Memory, NFDI4Objects und Text+ Uber ein Memoran-
dum of Understanding (Briinger-Weilandt et al. 2020),

auf dessen Grundlage sie aktiv ihre Zusammenarbeit gestalten.
https://www.text-plus.org/forschungsdaten/user-stories/
https://www.dnb.de/DE/Professionell/Standardisierung/
GND/gnd_node.html
https://wiki.dnb.de/display/GND/GND-Entwicklungspro
gramm+2017-2021

https://wiki.dnb.de/x/dIf9Bw

https://orcid.org/; https://viaf.org/

https://rameau.bnf.fr/

Auch wenn zugehorige Metadaten nach 1SO 24622-1
(Component Metadata Infrastructure, CMDI) standardkon-
form und spezifisch fur jeden Datentyp erfasst wurden,

gab es keine ausreichenden Inventare fir eine Verschlag-
wortung und Normdatenreferenzen (Trippel und Zinn 2016).
Im Fall des SFB 833 zeigte sich, dass gerade diejenigen, die
im Rahmen ihrer Promotion oder als studentische Hilfskréfte
an Projekten beteiligt waren, nicht in den Normdaten ver-
zeichnet waren. Auch wurden z.B. namensgleiche Autoren aus
unterschiedlichen Fachern und Jahrhunderten ausgegeben.
Zur Auflésung von Namensgleichheiten war eine Disambiguie-
rung erforderlich, die den weiteren Kontext der Daten ein-
bezog, also etwa das Fachgebiet, die Wirkungsstatte, weitere
Publikationen, die mit dem Namen verknipft sind etc. Fir
Projektleitende wurde so eine Referenz zu einer gleichnamigen
Person aus einem anderen Jahrhundert direkt ausgeschlossen.
Dieses Verfahren wurde im SFB 833 bei der Anreicherung

der Metadaten verwendet, wodurch die Metadaten, in denen
Personen, Institutionen und Orte erscheinen, tiber die Norm-
daten mit anderen Datensétzen, Publikationen und Informa-
tionen verknlipft wurden. Nach Abschluss des SFB 833 steht
ein Named Entity Recognizer (NER) zur Verkntipfung von
Named Entities in CMDI-basierten Metadaten in einer ver-
besserten Version zur Verfligung (siehe https://github.com/
SfS-ASCL/BiodataNER).

Hier vor allem das RIDE — A review journal for digital editions
and resources, aber zum Teil auch Sektionen in den Zeitschrif-
ten editio und Variants.

Das vergleichsweise junge TEI-Element Correspondence
Description mit Unterelementen erlaubt strukturierte Angaben
zu Absender, Empfanger, Schreib- und Empfangsort, Datums-
angabe sowie bibliografischen Informationen, siehe https://
tei-c.org/release/doc/tei-p5-doc/de/html/ref-correspDesc.
html. Deren Erfassbarkeit im TEI-Header und nicht nur in
Form von Elementen des Brieftextes war zuvor lange ein
Desideratum der Special Interest Group Correspondence der
TEI-Community und anderer Gruppen (z.B. Hotson 2019)
gewesen.

Verwendung finden vielfach ORCID- und VIAF-URIs, aber
auch ISNI (https://isni.org/) und die Getty Union List of
Artist Names (ULAN, https://www.getty.edu/research/tools/
vocabularies/ulan/). Geografika werden inzwischen haufig
mit Geonames (www.geonames.org/) und/oder dem Getty
Thesaurus of Geographic Names (TGN, https://www.getty.
edu/research/tools/vocabularies/tgn/) verkniipft. Zu VIAF
beachte die Erlduterung in Endnote 26.
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So lasst etwa auch das Correspondence Description-Element
fur die Verkntipfung von Entitdten eine ganze Reihe von Aus-
zeichnungsvarianten zu.

https://correspsearch.bbaw.de

Dies erméglicht zum einen die projekt- und editionstibergrei-
fende Recherche nach Briefen einer einzelnen Person und zum
anderen die tempordre Erzeugung »virtueller' Briefeditionen
auch fur solche Personen, fur die bislang keine eigenstiandigen
Editionen vorliegen. Dabei ist es nicht zwingend erforderlich,
dass CMIF-Dateien mit denselben Wissensbasen arbeiten,
solange diese miteinander verkntipft sind. Dies ist bei den
verbreiteten Normdateien durch integrierende Dienste wie
VIAF relativ gut gewdhrleistet (Dumont 2016).

Im Falle von Eintrdgen in Personenregistern ist z. B. zu beob-
achten, dass Teile der in den jeweiligen GND-Datensétzen
enthaltenen Informationen, insbesondere zu Geburts- und
Sterbeort sowie -datum, in die eigenen Daten integriert
werden und um Informationen aus anderen Quellen manuell
angereichert bzw. kuratiert werden. Gleichzeitig werden
andere Bestandteile, wie z. B. alternative Namensformen,
on-the-fly in die Registeransichten eingebunden. Vergleich-
bares ist fur Ortsregister zu beobachten: So werden z.B. die
Geokoordinaten fur die im Register verzeichneten Orte
direkt aus Geonames in die eigenen Daten integriert, alter-
native Namensformen hingegen tiber Nutzung der Geo-
-names-API in die Registeransichten des Portals eingebunden.
Innerhalb der Webportale werden die Geokoordinaten

dabei z.B. dazu verwendet, um rdumliche Visualisierungen
der im edierten Text erwdhnten Geografika anzubieten

(z.B. https://architrave.eu/itinerary.html?lang=de#?tab-id=
ParisMap).

Entity Facts aggregiert Links, die auf externe Ressourcen fur
den angegebenen GND-Identifikator verweisen, und stellt
die angereicherten Datensdtze tber eine APl zur Verfligung.
Aggregationsquellen sind dabei 6ffentlich verfiigbare Wis-
sensbasen und automatisch ausgewertete BEACON-Dateien
Dritter. Siehe https://www.dnb.de/entityfacts
https://correspsearch.net/de/api.html
https://weber-gesamtausgabe.de/api/v1/
http://gbv.github.io/beaconspec/beacon.html BEACON ist
sehr einfach gestaltet und setzt auf flache, UTF-8 kodierte
Dateien. Deren Herstellung ist unter Ruickgriff auf die
TEI-XML-Daten digitaler Editionen auch mit vergleichsweise
geringer technischer Kenntnis z. B. einfach tber XSLT reali-
sierbar.
https://www.briefedition.alfred-escher.ch/uber-die-edition/
technische-grundlagen/, Abschnitt »Schnittstellen«.

Siehe https://hainhofer.hab.de/informationen-zur-edition/
downloads

VIAF setzt derzeit bereits tiber 50 Wissensbasen durch
Clustering-Verfahren automatisch miteinander in Verbindung.
Von Nutzenden wird VIAF oftmals als eine weitere Norm-
datei verstanden: So werden VIAF-Identifikatoren in DH-
Projekten hdufig zum gleichen Zweck und mit den gleichen
Erwartungen (vor allem hinsichtlich Persistenz) eingesetzt
wie z.B. GND-URIs, obwohl VIAF eine andere Zielsetzung hat
und die Identifikatoren durch das regelmaRige Re-Clustering
semantisch instabil sind. Gleichzeitig unterstreicht die weit
verbreitete Nutzung von VIAF-URIs innerhalb dieser Com-
munity of practice jedoch die Bedarfe nach solchen Diensten.
Hier ist ein verstdrkter Dialog notwendig, um die Potenziale
und Limitierungen etwa von VIAF deutlicher zu artikulieren
und Best practices der Dienstnutzung zu vermitteln.
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