Stoppt die Killerroboter!

In der Terminator-Filmreihe entwickelt die Firma Cyberdyne in einer
nicht allzu fernen Zukunft neben Kampfmaschinen auch ein superin-
telligentes Computerprogramm namens Skynet. Dieses merkt schnell,
dass die Menschen eine potenzielle Bedrohung darstellen und be-
schliefdt daher, eine Armee von Killerrobotern aufzustellen und die
Menschheit zu unterjochen. (Ich nehme an, ganz vernichten kam nicht
infrage, weil ja irgendjemand fiir die Maschinen noch den Olwechsel
machen muss.) Doch eine kleine Gruppe von Menschen leistet erbit-
terten Widerstand. Um den tapferen Anfithrer des Widerstandes zu
vernichten, entwickelt Skynet mal eben eine Zeitmaschine und schickt
seinen schlauesten und stirksten Killerroboter, gespielt von Arnold
Schwarzenegger, zuriick in die Gegenwart. Dort soll er die Mutter des
Anfithrers terminierens, noch bevor dieser itberhaupt geboren ist.

Neben Skynet finden sich in der Filmgeschichte so diistere KI-Pro-
gramme wie HAL 9000 aus Space Odyssey 2001 mit seinem rot blinken-
den Auge, das herrische Master Control Program aus Tron oder WOPR
aus War Games. Kinstliche Intelligenz, die auler Kontrolle gerit, ist
eine beliebte Erzihlung in modernen Science-Fiction-Filmen. Die glei-
che Erzihlung findet sich in der Literaturgeschichte aber schon lange
bevor Science-Fiction-Autoren angefangen haben, von KI zu triumen.
Vom Zauberlehrling bis zu Frankenstein verloren viele tragische Hel-
den die Kontrolle iiber ihre Schopfungen. Und nicht alle Geschopfe hat-
ten, so wie der Golem, einen Notausschalter.

Angesichts des momentanen Hypes um die Fortschritte der KI und
ihrer literarischen Vorbelastung ist es vielleicht an dieser Stelle an-
gebracht, kurz Entwarnung zu geben: Ein Terminator-Szenario mit
einem vollstindigen Kontrollverlust, der zum Untergang der Mensch-
heit fithrt, steht uns nicht unmittelbar bevor. Denken Sie an die philo-
sophisch schwierige Frage, ob Maschinen die Zeichen, die sie verarbei-
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ten, wirklich verstehen konnen! Denken Sie an all die grundlegenden
Schwierigkeiten, die Alexa, Siri, Watson und auch ChatGPT immer
noch haben! Dass sie uns trotzdem oft intelligent erscheinen, liegt we-
niger daran, dass sie es wirklich sind, sondern dass wir ihnen vorschnell
Intelligenz zuschreiben - genauso wie sich manche Menschen im 18.
Jahrhundert von Wolfgang von Kempelens Schachautomaten tiuschen
liefRen. Ich mache mir zumindest bisher keine Sorgen dariiber, dass ein
aufler Kontrolle geratenes KI-Programm Killerroboter einsetzen kénn-
te, um gegen die Menschheit Krieg zu fithren. Es besorgt mich aber
durchaus, dass Menschen im Krieg immer hiufiger Waffensysteme
mit KI-Unterstiitzung gegen andere Menschen einsetzen.

Das amerikanische Verteidigungsministerium ist durch seine
Forschungsagentur DARPA, die >Defense Advanced Research Projects
Agencys, schon immer ein grofRer Forderer von KI-Forschung.! So hat
zum Beispiel erst durch einen von der DARPA organisierten Wettbe-
werb zum autonomen Fahren die Forschung zu selbstfahrenden Autos
richtig Fahrt aufgenommen. Viele andere Staaten und deren Riistungs-
unternehmen arbeiten ebenso an Systemen, die signifikante Teile der
Kriegsfithrung automatisieren sollen.

Das ist keine Neuigkeit. Die Entwicklung moderner Computer
wurde im Zweiten Weltkrieg mafigeblich vom Militir geférdert, um
Codes zu knacken oder die Berechnungen fir die Entwicklung der
Atombombe zu unterstiitzen. Auch KI-Methoden werden schon lange
in militdrischen Kontexten eingesetzt, zum Beispiel zur automatischen
Planung des Nachschubs.? Bilderkennung beschleunigt die Aufklirung
aus Satellitenbildern, die frither mithselig von Analysten gemacht wer-
den musste. Raketenabwehrsysteme sind dazu da, gegnerische Ra-
keten schnell zu erkennen und automatisch abzufangen. Schon jetzt
konnen Angriffe dank Drohnen und teilautomatischer Fernsteue-
rung aus sicherer Entfernung gefithrt werden. Die ukrainische Armee
setzte zur Verteidigung gegen Russland schon zu Beginn des Krieges
hunderte verschiedener Drohnen ein, insbesondere auch kleine und
billige Hobbygerite. Diese dienen der Aufklirung, kénnen aber auch

1 Siehe z.B. Kapitel1in der KI-Kritik von Katz (2020).

2 Kapitel 2im Buch von Erickson et al. (2013) beschreibt die automatisierten Planungs-
methoden fiir die Berliner Luftbriicke. Das Feld der >Operations Research« ist eng
verwandt mit KI-Forschung und teilt mitihr nicht nur viele Methoden, sondern auch
eine Fokussierung auf Rationalitdt und Optimierung.
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Angriffe fliegen. Die groflen Mengen an Aufklirungsdaten werden
mit KI-Unterstiitzung ausgewertet, aulerdem vereinfacht KI auch die
Steuerung der Drohnen, zum Beispiel, wenn Start, Landung oder Ziel-
verfolgung automatisiert werden.?

Die gleichen Technologien, die es Autos ermdglichen Fufiginger
und Straflenschilder zu erkennen, versetzen Drohnen in die Lage, geg-
nerische Panzer oder Flugzeuge auszumachen. Und genauso, wie das
Auto von alleine bremst, kénnte eine Drohne eigenstindig schiefRen.
Warum wohl sonst férdert die DARPA Forschung zum autonomen Fah-
ren? Autonome Kampfroboter héren sich doch wie der Traum aller Mi-
litars an. Aber was genau bedeutet es, dass technische Systeme, seien
es Autos oder Waffensysteme, autonom werden?

Autonomie braucht Intelligenz

Zwischen einfacher Automatisierung und vollstindiger Autonomie
gibt es viele Zwischenstufen.* Frither waren Autos vollstindig unter
der Kontrolle des Fahrers. Beispielsweise blockierten die Rider un-
mittelbar bei Betitigung des Bremspedals — und auch nur dann. Heu-
te werden Fahrer standardmiflig mit automatischen Systemen, vom
Antiblockiersystem zur Antischlupfregelung, unterstiitzt. Mittlerweile
messen Bremsassistenten mittels Radar den Abstand zu vorausfahren-
den Autos und bremsen bei einem drohenden Auffahrunfall sogar selb-
stindig.

Die Bremsassistenz ist nicht das einzige Fahrerassistenzsystem in
einem Wagen der Oberklasse. Da gibt es auch den Spurhalteassistenten
und den Abstandsregeltempomaten, die beide das Fahren auf der Auto-
bahn entspannter machen. Vollautomatisch sind solche Systeme aber
nicht. Der Fahrer muss immer noch selbst aufpassen und von Zeit zu
Zeit intervenieren. Seridse Autobauer sprechen daher vorsichtshalber
lieber vom hochautomatisierten Fahren, weil sie wissen, dass wirklich
autonomes Fahren technologisch immer noch eine extrem grofe Her-

3 Franke & Séderstrom (2023) geben einen Uberblick iiber den Einsatz von Drohnen,
Kl und anderen Technologien im russischen Angriffskrieg gegen die Ukraine.

4 Die folgenden Uberlegungen basieren auf Gutmann, Rathgeber & Syed (2013), auch
wenn dort eine viel prazisere Klassifikation vorgenommen wird.
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ausforderung darstellt. (Auflerdem werden einige Kunden in Deutsch-
land wohl die Freude am Fahren vermissen.)

Eine der zentralen Schwierigkeiten beim autonomen Fahren ist,
dass die Aufgaben hierarchisch organisiert sind. Wenn ich von Berlin
nach Miinchen fahren will, ist das mein oberstes Ziel. Um das zu errei-
chen, muss ich mir iiberlegen, welche Autobahnen ich nehme. Auf der
Autobahn muss ich eine Spur wihlen und entscheiden, wann ich die
Spur wechsle. Vorher muss ich blinken und entscheiden, wann ich wie
viel Gas gebe und bremse, und so weiter. Die Autonomie eines Autos
bemisst sich daran, auf welcher Ebene dieser Aufgabenhierarchie das
Fahrzeug selbstindig agieren kann. Ein Auto, das auf der Autobahn
selbstindig tiberholen kann, ist weniger autonom als ein Auto, dem ich
lediglich das Fahrziel vorgeben muss.

Ein Auto ist umso autonomer, desto mehr Entscheidungen es selber
trifft. All diese Entscheidungen hingen von sich stindig dndernden
Bedingungen ab. Wenn das Ziel darin besteht, méglichst schnell und
sicher anzukommen, muss das Auto seine Aufgabe in Abhingigkeit
von der aktuellen Situation anpassen. Wenn auf der Autobahn Stau
ist, muss das Auto entscheiden, ob es sich lohnt die Umleitung zu neh-
men. Wenn der vorausfahrende Laster zu langsam fihrt, ist eine neue
Teilaufgabe ein Uberholvorgang. Wenn es aber schneit oder regnet,
muss das Auto wissen, dass Sicherheit vor Schnelligkeit geht und die
momentane Teilaufgabe heifst dann langsames Hinterherfahren. Eine
groflere Autonomie erfordert zwangsliufig eine grofRere Intelligenz.
Ein autonomes Fahrzeug muss in der Lage sein, eine grofie Zahl an
verschiedenen Teilaufgaben, vom Schalten und Uberholen bis zum Ein-
parken, zuverldssig und vollautomatisch zu erledigen. Fiir den eigentli-
chen iibergeordneten Auftrag, den Passagier von Berlin nach Miinchen
zu bringen, muss eine eingebaute KI diese Aufgabe eigenstindig und
laufend in kleinere, zielfithrende Teilaufgaben zerlegen konnen.

Der Vorteil von intelligenten autonomen Systemen ist, dass man
sehr viel Kontrolle abgeben kann. Dieser Vorteil kann aber zugleich
auch ein Nachteil sein: Es herrscht ein freiwillig herbeigefithrter Kon-
trollverlust. Jeder kennt schlechte Beifahrer, die damit nicht klarkom-
men. Momentan ist es beim hochautomatisierten Fahren noch so, dass
der >Fahrer<jederzeit eingreifen konnen muss und die volle Verantwor-
tung trigt. Man kann also nicht so einfach nebenbei ein Buch lesen
oder gar schlafen. Man muss immer noch die ganze Zeit aufpassen,
dass das Fahrzeug keinen Unfall baut. Unter diesen Bedingungen bin
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ich ein noch schlechterer Beifahrer, als wenn mein Bruder fihrt. Diese
neue Maschinenautonomie, die erst durch KI moglich wird, wirft die
Frage auf, wer eigentlich die Verantwortung trigt. Der Mensch oder
die Maschine?

Jemand muss die Verantwortung tragen

Verantwortung geht mit Haftung Hand in Hand. In Deutschland muss
jeder Fahrzeughalter eine Kfz-Haftpflichtversicherung abschlief3en,
die bei Unfillen zahlt. Wessen Versicherung fiir welchen Schaden
aufkommt, hingt selbstverstindlich davon ab, welche (Teil-)Schuld
die jeweiligen Unfallteilnehmer haben. Solange immer noch der sFah-
rer< eines automatisierten Fahrzeugs die Verantwortung trigt, gibt
es keinen Grund, das gut funktionierende Recht zu dndern. Fiir die
Autohersteller hat das den Vorteil, dass die Haftung bei einem Unfall
hauptsichlich beim Fahrzeughalter und seiner Pflichtversicherung
liegt. Aber natiirlich brauchen die Hersteller fiir ihre Fahrzeuge trotz-
dem eine Zulassung und stehen in der Verantwortung, falls Systeme
nicht so wie versprochen funktionieren. Umso autonomer die Fahrzeu-
ge werden, desto mehr Verantwortung tragen die Hersteller und desto
wichtiger sollte die Produkthaftung werden. Ein Autohersteller, der
verspricht, dass ein Auto autonom fahren kann, sollte auch fiir Unfille
haften. Denn ein >Fahrer, der gar nicht mehr fihrt, kann auch nicht an
einem Unfall schuld gewesen sein. Das muss nicht unbedingt ein Prob-
lem fiir die Hersteller sein, denn die Hoffnung ist natiirlich, dass durch
das automatisierte Fahren die Hauptursache fiir Verkehrsunfille weg-
fallt: menschliche Fehler.®

Im militdrischen Kontext stellen sich Fragen zum Verhiltnis von
Autonomie, Kontrolle und Verantwortung noch dringender als im
Strafenverkehr. Welches Mafd an Autonomie sollen wir Waffensyste-
men erlauben? Aus militirischer Sicht ist es fantastisch, dass man nur
noch das Ziel markieren muss und die Rakete berechnet von alleine die
optimale Flugkurve und passt diese auch noch an, sollte sich das Ziel
in der Zwischenzeit wegbewegen. Im nichsten Schritt werden die Zie-
le automatisch erkannt und beschossen. Bei Raketenabwehrsystemen

5 Der 61. Deutsche Verkehrsgerichtstag hat entsprechende Empfehlungen abgege-
ben (Deutscher Verkehrsgerichtstag, 2023).
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ist das schon lange der Fall. Ein bekanntes Beispiel dafiir ist der >Iron
Domec« in Israel. Ein anderes ist die nach dem russischen Angriff auf
die Ukraine begonnene >European Sky Shield Initiatives, die die Luft-
verteidigung tiber Europa verbessern soll. Beide basieren auf recht al-
ten Waffensystemen aus den 1980ern, wie dem Patriot-System. Auto-
nome Waffen zur Verteidigung sind also weder neu, noch hat diese Art
von automatischer Verteidigung bisher grofie Bedenken hervorgerufen.
Wie ist das aber bei bewaffneten autonomen Drohnen, die Panzer oder
gegnerische Stellungen erkennen und vollautomatisch unter Beschuss
nehmen?

Bei allen offensichtlichen Vorteilen des automatisierten Krieges
fragt sich selbst das Militdr, ob nicht eine Grenze iiberschritten wird,
wenn Maschinen iiber Leben und Tod entscheiden. Es besteht die gro-
Re Gefahr, dass Regierungen Kriege leichtfertiger beginnen kénnten,
wenn keine eigenen Soldaten gefihrdet sind. Da keine Feinderkennung
perfekt funktioniert, wird es verletzte und getdtete Zivilisten geben.
Wie stellt man sicher, dass autonome Waffensysteme keine Kriegsver-
brechen begehen? Wir wollen bestimmt nicht, dass niemand mehr fiir
das Toten im Krieg die Verantwortung triagt. Daher versucht eine breite
Initiative von Nichtregierungsorganisationen mit dem trefflichen Na-
men>Campaign to Stop Killer Robots, eine internationale Achtung von
vollstindig autonomen Waffensystemen herbeizufithren. Ihr Haupt-
anliegen ist, die entscheidende Kontrolle iiber eine Waffe immer bei
einem Menschen zu belassen. Genauso wie bei Landminen und Che-
miewaffen sollten Gesetze und internationale Vertrige die Entwick-
lung, die Verbreitung und den Einsatz von autonomen Waffen verbie-
ten. Zwar gibt es schon eine erste UN-Resolution, die die internationale
Gemeinschaft dazu aufruft, sich diesen Fragen zu stellen, aber es wire
gut, wenn eine Achtung passierte, bevor solche Waffen auf breiter
Front eingesetzt werden. Leider scheint es dafiir schon zu spit zu sein.’

6 Sauer (2018) hat fiir die Bundesakademie fiir Sicherheitspolitik ein kurzes und le-
senswertes Arbeitspapier zu Waffenautonomie verdffentlicht und auch darauf hin-
gewiesen, dass es das Patriot-System schon lange gibt.

7 Mehr Informationen finden sich unter https://www.stopkillerrobots.org/. Die erste
UN-Resolution zu dem Thema (Resolution 78/241) istaus demJahr 2023. Wie Kl jetzt
schon im Krieg eingesetzt wird, beschreibt z.B. Adam (2024).
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Ist Kl ein Sicherheitsrisiko?

Egal ob die Kampagne gegen Killerroboter Erfolg hat oder nicht, ein
Terminator-Szenario, in dem die Maschinen aufder Kontrolle geraten
und gegen die Menschheit Krieg fithren, steht uns, wie gesagt, nicht
unmittelbar bevor. Solange KI-Waffen nur recht eng umrissene Auf-
gaben auf Befehl erledigen konnen, droht kein Kontrollverlust. Keiner,
der Waffen entwickelt oder kauft, will die Kontrolle iiber seine Waf-
fen verlieren. Das gilt insbesondere fiir Nuklearwaffen. Es fillt mir
schwer zu glauben, dass ein Staat das Risiko eingehen konnte, einem
KI-Programm die Kontrolle iiber Nuklearwaffen anzuvertrauen. Auf
den ersten Blick scheint ein KI-Programm, das eigenstindig einen Ver-
geltungsschlag veriibt, vielleicht ein gutes Mittel zur Abschreckung
zu sein, aber wie auch schon im Kalten Krieg wiirden Fehlalarme das
Risiko fiir einen Atomkrieg stark erhohen. Realistischer scheint es mir
daher, dass KI-Programme auf absehbare Zeit nur als strategische Be-
rater eingesetzt werden und am Ende immer noch ein Mensch die Ent-
scheidung zum Einsatz von Nuklearwaffen trifft. Allerdings kénnen
auch KI-Programme, die nur beraten, fehlerhaft programmiert sein,
Fehler machen oder durch Fehlinformationen manipuliert werden. KI-
Technologien miissen aufierdem nicht direkt einen Nuklearschlag aus-
16sen, um Auswirkungen auf die gegenseitige Abschreckung zu haben.
Eine KI-gestiitzte Aufklirung von mobilen Startrampen und der Besitz
von autonomen Waffensystemen, die auch bewegliche Ziele treffen,
konnten die Fahigkeit des Gegners, einen nuklearen Vergeltungsschlag
auszufithren, beeintrichtigen. In der Logik der Abschreckung kann al-
leine schon die Befiirchtung, dass der Gegner durch KI einen Vorteil
erringen konnte, zu mehr Misstrauen fithren und damit die Welt unsi-
cherer machen. Ristungskontrolle ist zwar kein Thema, das erst durch
KIwichtig gewordenist, aber es gewinnt an zusitzlicher Dringlichkeit.?

Im Film War Games aus dem Jahr 1983 hackt sich ein Teenager zufil-
ligin das KI-Programm WOPR, das das amerikanische Nukleararsenal
kontrolliert, und l6st so aus Versehen fast den Dritten Weltkrieg aus.
Computersysteme, die Nuklearwaffen kontrollieren, sind hoffentlich
nur in alten Hollywood-Filmen an das Internet angeschlossen. Aber
nicht nur KI-Systeme, die einen Atomkrieg auslosen konnen, sind si-
cherheitskritisch. Denken Sie an KI-Systeme, die zukiinftig vielleicht

8 Die Beispiele sind aus einem Bericht von Geist & Lohn (2018).
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die Energieversorgung kontrollieren, ganze Autoflotten steuern oder
Thre Arztin bei Diagnose und Behandlung beraten! Generell gilt, dass
KI-Systeme — wie alle Computersysteme — gehackt werden kénnen und
entsprechend geschiitzt werden miissen.

KI-Systeme sind aber nicht nur Angriffsziele fiir Hackerinnen und
Hacker. Sie sind auch Werkzeuge. Es gibt immer mehr KI-Systeme, die
das Hacken automatisieren. Computerviren und Trojaner, die immer
intelligenter werden, kénnen nicht gut sein. Schon heute ist Cybersi-
cherheit ein riesiges Problem. Computerviren befallen Computer und
Firmen miissen riesige Summen Losegeld an Cyberkriminelle zahlen,
weil Ransomware ihre wichtigen Firmendaten verschliisselt hat. Com-
puterviren und Trojaner lassen sich auch zur Spionage einsetzen. In-
fizierte Computer kénnen ferngesteuert werden und als sogenanntes
Bot-Netz durch eine Flut von Anfragen Webseiten lahmlegen. Es ist
schon ofters passiert, dass die IT von Behérden, Universititen oder
Krankenhidusern durch Cyberattacken iiber lingere Zeit ausgefallen
ist. Die meisten von uns merken erst, wie stark wir im Alltag von IT
abhingig sind, sobald sie mal nicht funktioniert. Wenn kritische Inf-
rastrukturen wie Telefonnetze, Stromversorger oder Wasserwerke ge-
hackt werden, kann dies riesigen Schaden anrichten. Daher befinden
wir uns inmitten eines Wettriistens zwischen KI-Programmen zum
Cyberangriff und KI-Programmen zur Cyberabwehr.

Selbst wenn wir autonome KI-Systeme von einem direkten Zu-
griff auf Nuklearwaffen fern halten, die Entwicklung von autonomen
Waffensystemen bedeutet immer, dass Computer in irgendeiner Form
Zugriff auf Waffen bekommen. Militirische Computersysteme sind
miteinander vernetzt und Waffensysteme werden tiber Computer
ferngesteuert. Diese Systeme sind hoffentlich extrem gut gegen Cy-
berangriffe geschiitzt. Aber KI-Programme konnten sich in Zukunft
selber programmieren und weiterentwickeln und dadurch immer in-
telligenter werden. Daher warnen manche KI-Expertinnen und Exper-
ten lautstark vor der theoretischen Moglichkeit, dass ein zukiinftiges
superintelligentes Computerprogramm uns die Kontrolle iiber unsere
Waffen entreiflen konnte. Selbst wenn wir einen Notausschalter ein-
bauen, so argumentieren sie, kénnte das KI-Programm uns austrick-
sen und alle unsere Sicherheitsvorkehrungen umgehen.

Aus dieser viel beschworenen theoretischen Moglichkeit eines voll-
kommenen Kontrollverlustes folgt aber keineswegs, dass er eine wirk-
liche — oder gar die grofRte — Gefahr darstellt, die von KI ausgeht. Ich
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halte KI fiir ein Sicherheitsrisiko, ich glaube aber nicht, dass ein Termi-
nator-Szenario in absehbarer Zukunft eintreten wird. Trotz aller Fort-
schritte in der KI-Entwicklung bleibt Skynet momentan reine Science-
Fiction. Ohne Skynet kein Terminator-Szenario. Warum warnen einige
Kolleginnen und Kollegen also vor einer Ausléschung der Menschheit
durch KI? Im Gegensatz zu mir, glauben sie nicht, dass wir uns itber die
Intelligenz der Maschinen tiuschen. Sie denken stattdessen, es ist un-
ausweichlich, dass superintelligente Computerprogramme uns schon
bald iberfliigeln. Aber was soll das iitberhaupt heif3en?
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