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Nomenclature

A distinction is made in scalars, vectors, tensors, and matrices and the following
notation is introduced: scalars are written in italic letters A, vectors in the Eu-
clidean space are indicated by arrows �a, second-order tensors are written with
an under-tilde ∼S. This holds also for Greek letters. For high-order tensors calli-
graphic letters with an under-tilde ∼C are used. Matrices are written in bold letters.
The combination of an italic and bold letter indicates local finite element matrices
A, whereas standard bold letters A refer to global matrices. In addition, lower-
case letters a or a are used for column matrices. This notation is used throughout
this thesis except where it is explicitly mentioned in the text.

Some frequently used tensor operations are also summarized in the following.
Further reading on tensor-algebra and tensor-analysis for continuum mechanics
is provided in [84, 13] for instance.

Tensors

A Scalar value
�a = ai �gi First-order tensor (vector)

∼S = Sij �gi ⊗ �gj Second-order tensor

∼C = Ci1...in �gi1 ⊗ �gi2 ⊗ ...⊗ �gin Tensors of higher order

Matrices / column matrices

a Global column matrix
A Global matrix
a Local finite element column matrix
A Local finite element matrix

https://doi.org/10.51202/9783186345189 - Generiert durch IP 216.73.216.36, am 18.01.2026, 21:45:10. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186345189


IX

Mathematical operators

�u⊗ �v = ui vj �gi ⊗ �gj Dyadic product

∼S · ∼F = Sij Fij Inner, scalar or dot product

∼S ∼F = Sij Fjk �gi ⊗ �gk Tensor product

∼S
T = Sij �gj ⊗ �gi Transposed tensor

∼S
−1 Inverse of a tensor

tr ∼S = Sii Trace of a tensor (first invariant IS)
det ∼S Determinant of a tensor (third invariant IIIS)
div, Div Divergence operator
grad, Grad Gradient operator
∇ Nabla operator
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X

List of symbols

A list of the main symbols is given in the following. Subordinate variables of
minor importance – typically appearing only once in the text – are not listed and
are explicitly mentioned. Due to the multitude of different variables, a double
seizure of some symbols cannot be avoided. This is also mentioned in the text.

Scalars

α Absorptance
αΘ Thermal expansion coefficient
αϕ Linear temperature coefficient
β Extinction coefficient
γ Thermo-elastic coupling term
ε Tolerance
ε Emissivity or emittance
η Wave-number
ϑ Thermal stretch-ratio
θ Angle of colatitude
Θ Temperature
κ Absorption coefficient
κ Wave-length
Λ Iteration residual
λ First Lamé constant
λΘ Heat conduction coefficient
λϕ Electric conduction coefficient
μ Second Lamé constant / Shear modulus
ν Viscosity
ξ Entropy per unit volume
� Number of solver calls
ρ Mass density
ρc Charge density
� Reflectance
ς Coupling iterations per time-step
σsb Stefan-Boltzmann constant
σS Scatter coefficient
Σ Entropy
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XI

τ Transmittance
υ Wave-frequency
Υ Solid angle
ϕ Electric potential
φ Angle of latitude
Φ Scatter phase function
ψ Angle of longitude
Ψ Helmholtz free-energy
ω Relaxation coefficient
Ω Domain / Configuration
Ωe Element volume
a, A Area
c0 Speed of light in vacuum
cp Heat capacity / specific heat
d, D Dissipation
e Specific internal energy
E Emissive power
f (Angular) Frequency
F View factor
G Incident radiation
h Electric charge
H Irradiation
I Radiative intensity
J Determinant of the deformation gradient
K Bulk modulus
l, L Length
m, M Mass
N Shape function
p (Polynomial) Order
pf Fluid pressure
P Point
q, Q Heat flux
r, R Heat source
s Path
S Distance
t Time
T Time interval
U Volumetric part of the strain-energy density function
v, V Volume
w Weights / weight function
w̄ Isochoric part of strain-energy density function
W Strain-energy density function
x, X Coordinates
Y Surface radiosity
E Internal energy
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XII

K Kinetic energy
Q Thermal work
W Mechanical work

Vectors

�η Test function
�χ Mapping function
�a, �A Surface element vector
�b Body force density vector per unit mass
�d Domain displacement vector / boundary displacements
�e, �E Electric field intensity
�f, �F Force vector
�g Basis vector in current configuration
�G Basis vector in reference configuration
�h Rotational or angular momentum vector
�j, �J Electric current density vector
�k Gravitation vector
�l Linear or translational momentum vector
�m Moment vector
�n, �N Normal vector
�q, �Q Heat flux vector
�qr, �Qr Radiative heat flux vector
�r Location or distance vector
�s Direction vector
�t, �T Traction vector
�u, �U Displacement vector
�v Velocity vector
�x, �X Coordinate vector

Tensors

∼ε Linear strain tensor
∼λΘ

, ∼ΛΘ
Heat conductivity tensor

∼λϕ
, ∼Λϕ

Electric conductivity tensor

∼σ Cauchy stress tensor
∼b Left Cauchy-Green tensor
∼C Right Cauchy-Green tensor
∼d Rate of deformation tensor
∼e Euler-Almansi strain tensor
∼E Green-Lagrange strain tensor
∼F Deformation gradient tensor
∼H Displacement gradient tensor
∼I Unit tensor
∼l Velocity gradient tensor
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XIII

∼P Piola-Kirchhoff stress tensor
∼R Rotation tensor
∼S 2nd Piola-Kirchhoff stress tensor
∼U Right stretch tensor
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Abstract

With increasing computational capacity, simulations of multi-physically coupled
problems become of more interest in many industrial applications. The numerical
treatment of multi-field interactions calls for flexible and robust solution strate-
gies. A partitioned coupling strategy has the advantage of high flexibility and al-
lows for combinations of different software and specialized solvers for the phys-
ical fields involved. It divides the coupled system into iterations of subproblems
with repetitive data exchange.

As a multi-field example, the electro-thermo-mechanical process of the field as-
sisted sintering technology (FAST) is taken under consideration. FAST is an innova-
tive technique for the compaction of powder materials. It offers short production
cycles by simultaneously applying a uniaxial pressure and an electric current in
order to generate high heating rates and hot temperatures by means of Joule heat-
ing. During processing, the temperature development is an important feature to
obtain optimal process conditions. For high temperatures, the most prominent
mechanism to transfer thermal energy is thermal radiation, which is why a com-
prehensive simulation of FAST should comprise the effects of radiating surfaces.
This can be accomplished by treating the environment of the FAST machine tools
as an additional individual field, denoted as the radiation field. It is coupled to
the temperature and allows to model intricate interactions such as reflection or
irradiation with other surfaces. This finally leads to a numerically challenging
four-field problem that describes the FAST process. The electric, thermal and me-
chanical subproblems are solved using the finite element method (FEM) while
the finite volume method is applied for the radiation field. Different numerical
models are discussed to approximate the radiative transfer in vacuum and also
in participating media.

Regarding the partitioned coupling strategy, the flexibility attribute comes at
the expense of algorithmic stability. It is known that particularly strongly cou-
pled problems can be unstable even if an implicit time stepping method is cho-
sen for the subproblems. Here, external stabilization methods serve to increase
the chances of stability. Typically, methods like this are known from the field
of fluid-structure interaction (FSI), and they can be applied in connection with
black-box solvers. Further, they can be used to improve the convergence and to
reduce the computation time, as they accelerate the coupling iterations. In this
thesis, several stabilization procedures are discussed. Based on sequential solver
calls, a concept to design partitioned solution strategies for an arbitrary number
of physical fields is proposed and applied to several numerical examples.
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1

CHAPTER1
Introduction

The ambition of realistically simulating complex physical and engineering prob-
lems often requires a solution of coupled multi-field systems. Nowadays, com-
mercial solvers can be used to carry out coupled simulations for a large number
of different problems. However, these solvers are often limited to applications
of minor complexity: the physical fields either have to be solved on a common
domain, or they need to be discretized by the same procedure, or they are re-
stricted to weak coupling between the fields. In order to consider more compli-
cated multi-physics approaches, additional effort has to be spent on the numerical
solution procedure. It is mandatory to determine a suitable coupling algorithm
for the problem under consideration. In this thesis, robust partitioned solution
strategies are proposed that ensure high flexibility and that allow stable and effi-
cient simulations. Their applicability is demonstrated on the example of the field
assisted sintering technology (FAST), simulations of which are numerically chal-
lenging since it involves an interaction of electric, thermal and mechanical fields.

1.1 Motivation and state of the art

To begin with, the electro-thermo-mechanical process of the field assisted sin-
tering technology is briefly reviewed. Emphasis is placed on the multi-physical
modeling and on the thermal energy transfer during processing. Further aspects
are the motivation to employ partitioned coupling strategies as well as a sum-
mary of the current state-of-the-art.

1.1.1 Multi-physical simulation of FAST

The field assisted sintering technology1 [125] is an innovative process to man-
ufacture sintering materials by means of high pressure and high temperatures.
During processing, a powder material is consolidated by simultaneously apply-
ing a uniaxial pressure and an electric current to induce Joule heating. This leads

1In literature, the FAST process is also known as spark plasma sintering or pulsed electric
current sintering, see [163] for instance.
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2 1. Introduction

to high heating rates and, thus, to short production cycles. The main tool-system
of a FAST-machine is depicted in Figures 1.1(a) and 1.1(b). It typically consists of
a die, a punch, a cone, and electrodes. All these tools are made of graphite, which
is why the entire setup is referred to as graphite tool-system. The reason for choos-
ing graphite can be seen in the good electric conductivity. Further, it is resistant
to very high temperatures [146].

The pressing force acts on the top of the system where the electric current is
applied as well. The powder material is placed inside the die and between the
punches, as illustrated in Figure 1.1(a). The whole graphite tool-system is em-
bedded in a vacuum chamber.

Chamber

Powder

Electrode Cone

Die

Punch

Force

Pulsed DC

(a) Schematic sketch of the graphite tools.

CCCCCCCCCCCCCCCC

(b) Graphite tools inside the vacuum
chamber, from [146].

Figure 1.1: The FAST process: graphite tool-system and vacuum chamber.

In a multi-physical context, the FAST process is governed by an electric, a ther-
mal and a mechanical field which are depending on each other. Thus, a coupled
electro-thermo-mechanical problem needs to be solved to obtain a realistic pre-
diction of the process. For this reason, the coupling effects between the involved
fields shall be outlined briefly. Since Joule heating is used to achieve high heat-
ing rates, the electric field is connected to the thermal field. The thermal field
is coupled to the stress field as temperature changes lead to thermal strains that
cause thermal stresses. Due to the temperature dependency of several material
parameters, concerning both graphite and the powder material, the thermal field
is coupled to the electric and the mechanical field. Moreover, the thermal and the
electric conductivity depend on the powder density and are therefore coupled
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1.1. Motivation and state of the art 3

to the mechanical field.In case of large deformations, the geometric changes also
influence the thermal and the electric field.

As reported in [176], the temperature evaluation inside the tool-system is im-
portant for attempts to optimize the process. To this end, all possible modes to
transfer thermal energy are taken into consideration. Forced convection is used
to cool the machine tools [163, 76], as the vacuum chamber and the electrodes
typically feature a water-cooling system. Natural convection inside the cham-
ber can be neglected due to nearly vacuum conditions [176]. Additionally, ther-
mal radiation is of particular interest as the FAST process involves high tempera-
tures at the tool surfaces. As thermal radiation is – simply spoken – proportional
to the temperature to the power of four, it can be considered as the dominat-
ing mode of transferring thermal energy at high temperatures. In many articles,
see [176, 163, 129, 76] for instance, thermal radiation is approximated as a bound-
ary condition in the thermal field by using

qr = ε σsb(Θ
4
s −Θ4

∞) (1.1)

to prescribe the radiative heat flux across the radiating surfaces. In this relation, ε
denotes the emissivity, σsb the Stefan-Boltzmann constant, Θs the surface temper-
ature of the punch/die system, and Θ∞ is the ambient temperature. A slightly
more complex approximation is proposed by SONG ET AL. [155] who relate the
radiative heat loss to the chamber wall temperatures and the exposed surfaces of
the tool-system. However, a comprehensive investigation how the temperature
evolution is affected by the strongly radiating tool surfaces is – to the author’s
knowledge – not documented in literature.

1.1.2 Solution of coupled problems

In order to simulate the FAST process, a multi-physically coupled problem needs
to be solved. Coupled electric-thermal computations to gain knowledge of the
temperature evolution during processing were carried out in [176, 163], for in-
stance. In the literature, there are also approaches that take the whole electro-
thermo-mechanically coupled multi-field problem into consideration, see [114,
155, 129] for instance. In HARTMAN ET AL. [76], the temperature and stress dis-
tribution in the graphite tools and for fully compacted powder is computed and
compared to experiments.

Aspects regarding the numerical solution procedure of the electro-thermo-mech-
anical system have been investigated by ROTHE ET AL. [149]. A temperature-
dependent constitutive powder material model was proposed by ROTHE [146].
Therein, fully coupled electro-thermo-mechanical simulations using the commer-
cial finite element solver Abaqus were carried out and also compared to experi-
ments. Further reading can also be found in the literature listed in the references.

In the following, numerical procedures and coupling algorithms for the so-
lution of multi-field problems are brought into focus. Generally, two different
strategies are distinguished: a monolithic scheme that solves the entire problem
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simultaneously or a partitioned scheme that divides the physical fields into an it-
eration of subproblems. In the scope of the latter, the subfields can be treated as
separated – thus allowing the use of specialized solvers. During the computation
of one field, the variables of the other fields are kept constant. In order to balance
the fields, several coupling iterations are required with repetitive data exchange.
Under the assumption that balance is achieved within one iteration, with a suf-
ficient accuracy, the problem is said to be weakly coupled, leading to so-called
staggered schemes. In the literature, it is often not clearly defined if the term stag-
gered involves iterating between the fields or not. This is why a clear definition
is introduced here: A scheme that requires more than one iteration is denoted as
implicit or as multiple staggered, whereas the other case is referred to as an explicit
or single staggered scheme.

For the more obvious monolithic approach, balance between the fields in a con-
vergent computation is simultaneously achieved in one time-step. For an uncon-
ditional stable time-stepping method, this property can also be achieved by the
monolithic scheme, whereas the partitioned approach cannot guarantee stabil-
ity even if the solution of the subfields is stable. Further, the iterative character
can lead to poor convergence rates and, moreover, data need to be transferred
in every iteration. On the other hand, the partitioned approach has the great
advantage of being very flexible as it allows in many cases to combine differ-
ent software, black box solvers and also discretization schemes. In this thesis,
a partitioned strategy is followed for flexibility reasons. Such strategies have a
long tradition in the numerical treatment of coupled problems, as the works of
PARK & FELIPPA [132] and FELIPPA & GEERS [59] from the 1980s demonstrate.
The interaction between structure and thermal fields [58] and between fluid and
structure [60] were taken into consideration right from the beginning. Based on
these two examples, a simple classification can be made: the former is a typical
example for volume-coupled problems, whereas the latter is typical for surface-
coupled systems.

With respect to partitioned coupling approaches, important contributions to the
field of volumetrically coupled thermomechanics were made by SIMO & MIEHE
[153] who introduced the so-called isothermal split, where the heat conduction
problem is solved following the mechanical field. This split is only conditionally
stable – which is why ARMERO & SIMO [3] proposed the so-called adiabatic split
for problems of nonlinear thermoelasticity. In this split, the mechanical phase at
isothermal conditions is replaced by a mechanical phase at adiabatic conditions.
An extension to nonlinear coupled thermoplasticity can be found in [4].

Regarding surface-coupled fluid-structure interaction (FSI), a lot of research has
been conducted to retain algorithmic stability by means of special algorithms.
Such algorithms serve to increase the stability itself, and they also improve the
convergence properties of the partitioned approach. A prominent example is the
so-called Aitken method in a formulation given by KÜTTLER & WALL [106] to
solve strongly coupled FSI problems. Another promising method applied to
FSI was proposed by DEGROOTE ET AL. [36] who developed an interface quasi-
Newton method. Extensions to this method were made in [37, 38, 39]. In ERBTS &
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DÜSTER [50], it was shown, for nonlinear thermoelasticity, that both algorithms
can be used to achieve nearly unconditional stability when applying the isother-
mal split. There are several other numerical procedures to stabilize partitioned
solution approaches for FSI problems: For example, in [49] the Broyden method is
applied, whereas [107] utilizes so-called extrapolation methods . Further, Jacobian-
free Newton-Krylow methods are investigated in [116]. Special interface GMRES
solvers using subiteration were applied in [117, 118]. A performance study, in-
cluding a comparison of different methods with regard to FSI-application, can be
found in [119, 37].

1.2 Purpose and scope of the thesis

The purpose of the thesis is to propose a robust and efficient solution strategy for
multi-physically coupled problems based on a partitioned coupling approach.
In particular, this includes a framework for the class of coupled problems that
involve more than two physical fields and that include volume and also surface
coupling. The applicability of the coupling strategy is demonstrated in several
numerical investigations. Besides academic examples, the simulation of the FAST
process serves as an industrial application.

A further aspect to be addressed is the temperature evolution of the FAST pro-
cess. Apart from conduction and convection, emphasis is devoted to the energy
transfer by means of thermal radiation. In order to capture effects such as self-
irradiation due to the geometry of the FAST tools or reflection by the chamber
walls, radiation is considered as an individual physical field. This consequently
means that the FAST process in this thesis involves four fields: the mechanical,
thermal, electric and the radiation field, as shown in Figure 1.2.

Thanks to its flexibility, the proposed coupling strategy can be extended to sim-
ulate the complex four-field problem. To this end, special solvers for the solu-
tion of the thermal radiation field are integrated into the coupling procedure.
With regard to the mathematical formulation, a Dirichlet-Neumann coupling de-
composition between the thermal and the radiation field is proposed. This is
done for the case of vacuum and also for the more general case of a participating
medium. Further, a Dirichlet coupling between the radiation and the mechani-
cal field is provided. Since the thermal and the mechanical field are connected
to the radiation field by a common boundary, this coupling falls into the class
of surface-coupled problems. Finally, simulations of the FAST process based on
the Dirichlet-Neumann coupling formulation of the radiation field are compared
to those of minor complexity, i.e. when applying Eq. (1.1). It is shown that the
Dirichlet-Neumann coupling formulation can be used to approach experimental
data with higher accuracy.

Another objective of this thesis is to improve the performance and the stability
of partitioned coupling strategies. In order to improve the convergence and to re-
tain algorithmic stability, a wide range of external stabilization and acceleration
methods is investigated and studied with numerical examples. Some improve-
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Radiation Field

Mechanical Field

Thermal Field

Electric Field

Figure 1.2: Coupled multi-field problem of the FAST process.

ments to these methods are proposed, and their importance is demonstrated for
both volume- and surface-coupled problems. In the context of coupled three- or
four-field problems, the question arises what might be the "best" sequence for
the fields to be called in. Moreover, the point of application of the convergence
acceleration methods during the coupling sequence is of principle interest. Be-
sides these two points, there are further characteristics that might be of interest to
devise a well-suited and problem-oriented partitioned coupling procedure. An-
other purpose of this thesis is to try and find answers to these questions.

1.3 Outline of the thesis

The thesis is organized in six main chapters. This first chapter focuses on the
motivation to rely on partitioned coupling strategies to simulate the FAST pro-
cess and serves to outline the state-of-the-art of numerical solution procedures
for multi-physically coupled problems.

Chapter 2 serves to introduce the theoretical background and to briefly sum-
marize the governing equations to describe the mechanical, thermal, electric and
radiation fields. This is done in a strictly decoupled fashion to underline of the
specific use of a partitioned coupling strategy. Particular attention is placed on
the thermal radiation field, as the corresponding equations differ from the con-
ventional continuum approach used to formulate the mechanical or the thermal
field. For the coupling of the radiation field with the mechanical and the thermal
field, a Dirichlet-Neumann coupling formulation is proposed at the end of this
chapter.

In Chapter 3, numerical methods to approximate the solution of the subfields
are described. Aspects concerning the spatial and temporal discretization are
discussed and different models to tackle thermal radiation are provided. Further
objectives in this chapter are the introduction of the finite element method (FEM)
for the mechanical, thermal and electric fields with regard to spatial discretiza-
tion as well as a summary of the finite volume method (FVM) regarding the aspect
of radiation in a participating medium.
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1.3. Outline of the thesis 7

Chapter 4 can be considered as the core of the thesis. In this chapter, par-
titioned solution strategies for an arbitrary number of coupled fields are pro-
posed. Different ways to solve multi-physics problems are recapitulated and
methods to improve the convergence properties are discussed. Since partitioned
coupling strategies allow to combine different solvers, software and discretiza-
tion schemes, methods to assure a consistent field transfer are required. Further,
this chapter includes recommendations to set up an appropriate partitioned so-
lution strategy.

Numerical examples for coupled four-field problems are given in Chapter 5.
Apart from serving as an academic example for electro-thermo-mechanical ra-
diative coupling, the proposed partitioned solution strategy is used to simulate
the FAST process. In this simulation, the temperature development during pro-
cessing of the tools and the chamber is computed and the results are compared to
experiments.

Finally, Chapter 6 summarizes the achievements of the thesis and offers an out-
look regarding future tasks, open questions and further research possibilities.
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8 2. Governing equations

CHAPTER2
Governing equations

Descriptions of multi-physically coupled engineering problems require a math-
ematical formulation of the process and a substantiated background in the me-
chanics of solids and fluids. To this end, a deep understanding in the field of
continuum mechanics is mandatory. The continuum theory of the mechanics
of solids and fluids is well documented in many textbooks and lecture notes;
see [77, 84, 172, 161, 5, 8, 13, 26] as a few selected examples. For this reason, only
a brief introduction into the theory will be given in this chapter. In addition to the
formulation of the mechanical field, which describes the behavior of solid bodies
under loads, special attention is placed on the formulation of the thermal and the
electric fields. If all dependencies between the three fields are taken into account,
this leads to a fully coupled electro-thermo-mechanical problem that substanti-
ates the underlying mathematical description of the FAST process.

As previously mentioned, thermal radiation can be the dominating mode of
heat transfer in many industrial applications. Unfortunately, the existence of
thermal radiation may increase the complexity of a simulation significantly, es-
pecially if the interaction between the thermal field and its environment is to be
studied in detail. This is due to the fact that the radiative transfer equation (RTE)
needs to be solved, which is coupled with the energy equation of the surrounding
fluid. This equation cannot be solved with the same procedures as used for the
mechanical, the thermal and the electric field. As a consequence, thermal radia-
tion is finally considered as a new additional field. Its theoretical formulation is
discussed in this chapter as well.

2.1 Basic continuum mechanics

In the classical theory of continuum mechanics, the body under investigation is
idealized as continuously distributed and homogeneous. In other words, smaller
scales of the material are ignored, and the existence of grains in solid materials or
particles in fluids are neglected. This idealization allows for an adequate descrip-
tion of the body which is subjected to loads and deformations. To begin with, this
section addresses the basic kinematics that describe the motion of a solid, contin-
uous body, followed by the stresses and balance equations. Finally, constitutive
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relations to formulate the behavior of materials are given.

2.1.1 Kinematics

2.1.1.1 Configuration, motion and deformation

Descriptions of kinematic relations can be seen as one of the core aspect of con-
tinuum mechanics. Starting point is the mathematical formulation of the motion
and deformation of a continuum body in the three-dimensional Euclidean space.
To this end, a fixed Cartesian coordinate system is introduced in which all points
P of a body B0 ⊂ R3 can be identified by a unique vector �X = XI

�GI ∈ B0,
where the XI are the reference coordinates and the �GI are the unit base vectors
referring to a Cartesian coordinate system. This configuration is called reference
or initial configuration, denoted by Ω0 and defined at time t = t0. If the body starts
to move or to deform, see also Figure 2.1, a new configuration Ωt is introduced at
time tt > t0. This configuration is called current configuration. As shown in Fig-
ure 2.1, the point P is mapped by a nonlinear invertible mapping function �χ( �X, t)

to the point Pt at �x = �χ( �X, t) in the current configuration. The unique vector
�x( �X, t) = xi �gi ∈ Bt of the deformed body Bt ⊂ R3 is now given as a function of
the reference coordinates �X and the time t.

B0

Bt

X1

X3

X2

P ( �X)

Pt(�x)

�X
�x( �X, t)

�u( �X, t) = �x( �X, t)− �X

�χ( �X, t)

�χ−1(�x, t)

x1

x3

x2

Figure 2.1: Basic kinematic relations: coordinates, configurations and displacement vec-
tor.
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10 2. Governing equations

Thanks to the two configurations, there are two possible ways to formulate
the further equations. In this thesis, the method of choice is the material or La-
grangian formulation, which refers to the reference configuration. The other ap-
proach formulates all equations in the current configuration and is known as spa-
tial or Eulerian description [84]. In the scope of solid and structural mechanics,
the Lagrangian description has some advantages – which is why this approach is
used in the following.

The displacement vector �u( �X, t) follows directly from Figure 2.1 and is the dif-
ference between the position vector of the spatial point Pt and its material coun-
terpart P

�u( �X, t) = �x( �X, t)− �X = �χ( �X, t)− �X . (2.1)

Apart from the displacements, it is the change in deformation that is of interest
here. It can be computed by means of the so-called deformation gradient tensor ∼F,
which reads

∼F =
∂�x

∂ �X
= Grad �χ( �X, t) =

∂xi

∂XJ

�gi ⊗ �GJ . (2.2)

Therein, the vectors �gi and �GJ are the Cartesian basis vectors referring to the
current or the reference configuration. Moreover, the deformation gradient has
a large significance since it can be used to map material line d �X , surface d �A1 or
volume elements dV of the reference configuration to the current configuration:

d�x = ∼Fd �X , (2.3)

d�a = (det ∼F) ∼F
−T d �A , (2.4)

dv = (det ∼F) dV (2.5)

Henceforth, the determinant of the deformation gradient is abbreviated with J =
det ∼F > 0, which has to be larger than zero for any admissible deformation. The
gradient of the displacement vector ∼H is related to the deformation gradient by
means of

∼H = Grad �u( �X, t) = ∼F−∼I . (2.6)

Following [84, 77], the deformation gradient can be multiplicatively split into two
parts

∼F = ∼R∼U = ∼V∼R , (2.7)

where ∼R is the rotation tensor, ∼U the right stretch tensor related to the undeformed
reference configuration, and ∼V is the left stretch tensor defined in the current con-
figuration. Generally, the rotation tensor describes rigid body rotations. Both
stretch tensors are symmetric and contain the stretches that are responsible for

1The mapping of infinitesimal surface elements from the reference to the current configuration
is also known as Nanson’s formula.
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2.1. Basic continuum mechanics 11

the deformation of the body, which will lead to stress and strain. This splitting
procedure of the deformation gradient is known as polar decomposition. The rela-
tion between both tensors can be determined by using the rotation tensor

∼U = ∼R
T

∼V∼R , ∼V = ∼R∼U∼R
T . (2.8)

The rotation tensor ∼R has the special property of being orthogonal, which means
that ∼R

T = ∼R
−1 holds [84].

2.1.1.2 Strain tensors

In order to describe a stress state of a deformable body, it is necessary to intro-
duce strain measures that are independent of rations and rigid body motions.
Therefore, rigid body rotations can be excluded by means of

∼F
T

∼F =
(

∼R∼U
)T (

∼R∼U
)
= ∼U

2 = ∼C , (2.9)

where ∼C is denoted as the right Cauchy-Green tensor. The next tensor to be intro-
duced is

∼E =
1

2

(
∼C−∼I

)
=

1

2

(
∼H+ ∼H

T + ∼H
T

∼H
)
, (2.10)

which is known as the Green-Lagrange strain tensor2 referring to the reference con-
figuration. As shown in the equation above, see Eq. (2.10), the tensor ∼E can also
be expressed in terms of the displacement gradient ∼H. In the small strain case,
the quadratic terms are neglected – which leads to the linear or infinitesimal strain
tensor

∼ε =
1

2

(
∼H+ ∼H

T
)
. (2.11)

Further, a strain measure acting in the current configuration is known as the
Euler-Almansi strain tensor which reads [84]

∼e =
1

2

(
∼I− ∼b

−1) . (2.12)

In this equation, the tensor ∼b = ∼V
2 = ∼F∼F

T is denoted as the left Cauchy-Green
tensor. In analogy to ∼C, rigid body motions have also been excluded by this tensor.

For many material models, it is beneficial to decompose the deformation into
a volume-changing and a volume-preserving (isochoric) part. To this end, the
deformation gradient is multiplicatively split into

∼F = ˆ
∼F
¯
∼F , (2.13)

2
∼E can also be derived by considering the change in the squared lengths of the line elements d �X

in the reference and d�x in the current configuration, see Holzapfel [84], p. 79. With d�x = ∼Fd �X
follows

dl2 − dL2 = d�x · d�x− d �X · d �X = 2d �X · ∼Ed �X → 2 ∼E = ∼F
T

∼F−∼I = ∼C−∼I .
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12 2. Governing equations

where ˆ
∼F is related to the volumetric deformation and ¯

∼F to the isochoric part of
the deformation. Thus, the determinant can also be split into J = Ĵ J̄ such that
J̄ = 1 holds. This multiplicative split, which was introduced by FLORY [63],
finally leads to

ˆ
∼F = J1/3

∼I and ¯
∼F = J−1/3∼F . (2.14)

Based on this split, the right Cauchy-Green tensor can be split into

ˆ
∼C = J2/3

∼I and ¯
∼C = J−2/3∼C . (2.15)

Accordingly, it is also possible to split the left Cauchy-Green tensor in the current
configuration as

ˆ
∼b = J2/3

∼I and ¯
∼b = J−2/3∼b . (2.16)

2.1.1.3 Time dependency of motion and deformation

In order to describe the motion of points of a continuum body in time, the time
rates of many field variables are of particular interest. To begin with, the time
derivative of the displacement vector �x = �χ( �X, t) is taken into consideration,
which leads to the velocity vector

�v( �X, t) = lim
Δt→0

Δ�x

Δt
=

d�x

dt
=

∂

∂ t
�χ( �X, t) = �̇x( �X, t) . (2.17)

Here, the vector �v( �X, t) is a spatial vector in the current configuration, yet formu-
lated in terms of reference coordinates �X . It is identical with the velocity vector
expressed in spatial coordinates �v(�x, t).

To compute the time derivative of an arbitrary vector-valued physical quan-
tity �a, the so-called material time derivative is introduced. In Lagrangian descrip-
tion, this derivative is straightforward. It reads

D

Dt
�a( �X, t) =

∂

∂ t
�a( �X, t) = �̇a( �X, t) . (2.18)

In spatial coordinates, the material derivative can be calculated with the aid of
the chain rule, leading to

D

Dt
�a(�x, t) =

∂

∂ t
�a(�χ( �X, t), t) =

∂ �a

∂ �x

∂ �χ( �X, t)

∂ t
+
∂ �a

∂ t
= grad �a(�x, t)�v+

∂ �a

∂ t
. (2.19)

Here, the material derivative consists of two parts, where the first part is known
as the convective derivative and the second part as the local derivative. As a physical
interpretation, the local part describes the change in time for an observer with
a fixed position, whereas the convective part incorporates the change in time if
the observer’s position is not fixed. The absence of the convective part in the
Lagrangian description might have some advantages and can simplify the nu-
merical solution process. More specifically, this part does not fulfil the material
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objectivity requirement, which is why it is not suitable for further numerical treat-
ment with finite elements [84].

To find the rate of deformation, the time derivative of the deformation gradient
is considered

˙
∼F =

∂ �̇x

∂ �X
= Grad�v(�x, t) =

∂ �v

∂ �x

∂ �x

∂ �X
= grad�v(�x, t) ∼F , (2.20)

in which ∼l = grad�v is known as the spatial velocity gradient tensor. This measure
can be decomposed in a symmetric and an anti-symmetric part

∼l = grad�v(�x, t) = ˙
∼F∼F

−1 =
1

2

(
∼l +∼l

T
)
+

1

2

(
∼l−∼l

T
)
= ∼d + ∼w , (2.21)

where ∼d is the deformation rate tensor and ∼w the so-called spin-tensor. Moreover,
the rate of strain measures is of interest. With the rate of the right Cauchy-Green
tensor Ċ = ˙

∼F
T

∼F + ∼F
T ˙

∼F, the rate of the Green-Lagrange strain tensor reads [13]

˙
∼E =

1

2

(
˙
∼F
T

∼F + ∼F
T ˙

∼F
)
=

1

2∼F
T
(
∼l
T +∼l

)
∼F = ∼F

T
∼d ∼F , (2.22)

leading to an expression for the deformation rate tensor:

∼d = ∼F
−T ˙

∼E∼F
−1 . (2.23)

Another useful quantity is the material derivative of the determinant of the de-
formation gradient. According to [13], this can be expressed as

J̇ = J tr ∼d = div�v = J tr (∼C
−1 ˙

∼E) = J ∼C
−1 · ˙∼E =

J

2 ∼C
−1 · ˙∼C . (2.24)

Further, this relation can be used to obtain the rate of volume change by means
of

dv̇ = div�v dv = J̇ dV . (2.25)

2.1.1.4 Mass density and equation of continuity

The conventional theory of continuum mechanics postulates that the mass of a
body B is constant over time. In order to make a statement about the mass of a
body, the mass density ρ(�x, t) is introduced to the current configuration, relating
a current infinitesimal volume element dv to its infinitesimal mass element dm by

ρ(�x, t) = lim
Δv→0

Δm

Δv
=

dm

dv
. (2.26)

Since the mass is assumed to be constant, leading to

m =

∫
v

ρ(�x, t) dv =

∫
V

ρ0( �X) dV , (2.27)
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14 2. Governing equations

the mass density in the reference configuration can be related to current configu-
ration by using dv = det ∼FdV to

dm(�x, t) = ρ(�x, t) dv = ρ0( �X) dV → ρ0( �X) = det ∼F ρ(�x, t) . (2.28)

Mass conservation implies that ṁ = 0 holds. Thus, the local form of the equation
of continuity in spatial description can be derived using Eq. (2.25) to

D

Dt
m(�x, t) = ρ̇ dv + ρ dv̇ = ρ̇ dv + ρ div�v dv = 0 → ρ̇+ ρ div�v = 0 . (2.29)

In material description, one can conclude that the density ρ0( �X) > 0 is indepen-
dent of time and thus ρ̇0 = 0.

2.1.2 Force, stress and balance equations

Following the description of the kinematic relations, the concept of stress and the
conservation laws of continuum mechanics are introduced.

2.1.2.1 Forces and stress tensor

Applying forces to a body B leads to stress – which can be seen as the intensity
of a force. Stress relates the applied force to a surface element and is responsible
for the deformation of the body. To begin with, the two most common forces –
the body force and the surface force – are introduced. The body forces (gravity
forces, for instance) act on the volume of the body, while surface stress results
from applied forces acting on a certain surface element of the boundary. Well-
known candidates are external loads, contact, friction or reaction forces.

Bt

x1

x3

x2

Pt(�x)

�x(
�X,

t)

ρ�b
da

d�f

Figure 2.2: Surface and volume loads acting on a body in the current configuration.

To describe a stress state, it is possible to employ the force vector �f acting in the
current configuration on an arbitrary surface element a of the bodies’ boundary,
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as depicted in Figure 2.2. In the infinitesimal case, there follows

�t = lim
Δa→0

Δ�f

Δa
=

d�f

da
, (2.30)

where �t is known as surface traction vector or simply stress vector. This relation is
also valid if internal forces are considered, where it is used to describe the internal
stress state inside the body on an arbitrary surface. Cauchy’s theorem postulates
that

�t = ∼σ �n (2.31)

holds in the spatial description – with ∼σ being the symmetric3 Cauchy stress tensor4

and �n being the unit normal vector to the spatial surface element da = d�a · �n. The
traction vector depends upon the orientation of the surface element �t = �t(�n) and
has to fulfil Newton’s third law of action and reaction �t(�n) = −�t(−�n), as illustrated in
Figure 2.3.

Bt

x1

x3

x2

Pt(�x)

�x

da

�n

�t

�t
�n

Figure 2.3: Stress state of a body in the current configuration.

If the material surface element of the reference configuration d �A = �NdA is re-
lated to a force acting in the current configuration d�f by using Eq. (2.4), the so-
called first Piola-Kirchhoff stress tensor ∼P is obtained:

d�f = J ∼σ ∼F
−Td �A = ∼Pd �A . (2.32)

The stress tensor ∼P has several special characteristics [13]: Generally, it is not
symmetric ∼P �= ∼P

T , i.e. it has nine independent components. Moreover, it is
a so called two-point tensor because it relates the current force in the deformed
configuration to the undeformed surface element of the reference configuration.

3In Section 2.1.2.2 , it is shown that ∼σ = ∼σ
T holds.

4Cauchy stresses are also known as true stresses as they deliver the current stress state.
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16 2. Governing equations

In order to find a stress tensor that is completely related to the reference config-
uration, the infinitesimal force vector d�f is transformed into material coordinates
by d�F = ∼F

−1d�f . Relating this vector to the reference surface element dA leads to
the second Piola-Kirchhoff stress tensor ∼S

d�F = J ∼F
−1

∼σ ∼F
−Td �A = ∼F

−1
∼Pd �A = ∼S d

�A . (2.33)

The second Piola-Kirchhoff stress tensor is a symmetric stress tensor in material
coordinates of the reference configuration. Due to the fact that it correlates ma-
terial forces to material surface elements, there is no specific physical interpreta-
tion. Nevertheless, this stress tensor is used to describe the nonlinear mechanical
field, since a Lagrangian formulation of the coupled problem will be used in the
subsequent sections.

2.1.2.2 Equations of motion

In the following, two fundamental equations are introduced to constitute the ba-
sic laws of motion in continuum mechanics. The first law postulates the balance
momentum of the body Bt. To begin with, all equations are formulated in spatial
description. The first law is also known as the conservation of linear momentum in
the global form, relating the sum of all forces �fBt(t) – surface and volume forces
– acting on Bt to the temporal change in translational momentum �lBt(t). The mo-
mentum is defined by the product of the mass density and the velocity, see [84]
for instance, and one can deduce for equilibrium that

D

Dt
�lBt(t) =

∫
Ωt

D

Dt
ρ�v dv =

∫
Ωt

ρ �̇v dv = �fBt(t) , (2.34)

holds, with the sum of all forces:

�fBt(t) =

∫
∂Ωt

�t da+

∫
Ωt

ρ�b dv =

∫
Ωt

div ∼σ dv +

∫
Ωt

ρ�b dv (2.35)

From this equation, the local form of linear momentum (known as Cauchy’s first
law of motion) can easily be derived to

ρ �̇v = div ∼σ + ρ�b , (2.36)

where �b represents the body force vector per unit mass. It is also possible to find
a material description in which the translational momentum is formulated with
respect to the reference configuration. In that case, the local form of balance of
linear momentum reads [84]

ρ0 �̇v = Div ∼P + ρ0�b = Div ∼F∼S + ρ0�b , (2.37)

which can either be written in terms of the first or the second Piola-Kirchhoff
stress tensor. In the stationary case – for quasi-static processes where mass and
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inertia effects can be neglected – the assumption that for the acceleration �̇v ≈ �0
holds, leads to the quasi-static balance of linear momentum

�0 = Div ∼P + ρ0�b = Div ∼F∼S + ρ0�b . (2.38)

The second law of motion considers the rotational equilibrium and takes the
temporal change of the angular momentum into account. This leads to the con-
servation of moment of momentum. It postulates that the temporal change in the
angular momentum �hB(t) with respect to a given position �x0 is equivalent to the
moments �mBt(t) acting on the body Bt

D

Dt
�hBt(t) =

D

Dt

∫
Ωt

�r × (ρ�v) dv = �mBt(t) . (2.39)

Therein, �r = �x( �X, t)−�x0 can be viewed as the position vector of the force. Further,
the moment is furnished by

�mBt(t) =

∫
∂Ωt

�r × �t da+

∫
Ωt

�r × (ρ�b) dv . (2.40)

In the literature, this law is often referred to as Cauchy’s second equation of motion.
It can be shown, see [84] for instance, that the local form of the balance of angular
momentum leads to the requirement of a symmetric stress tensor ∼σ = ∼σ

T or ∼S =

∼S
T .

2.1.2.3 Balance of energy and laws of thermodynamics

In order to model multi-physical problems that involve changes in the temper-
ature, a thermodynamically consistent framework is required. To this end, the
balance of energy and the entropy inequality of the thermodynamic continuum
body shall be outlined briefly. To begin with, the first law of thermodynamics is
introduced. This law postulates the conservation of energy and that energy can
be transformed from one type to another. In other words, the balance of energy
applied to a body Bt states that the temporal change of the total energy equals the
external mechanical work plus the thermal work. According to [77], this can be
expressed by

D

Dt
KBt(t) +

D

Dt
EBt(t) = Wext(t) +Q(t) , (2.41)

where the first term accounts for the kinetic energy KBt(t), which reads

KBt(t) =

∫
Ωt

1

2
ρ�v · �v dv and

D

Dt
KBt(t) =

∫
Ωt

ρ�v · �̇v dv . (2.42)
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18 2. Governing equations

Together with the second term on the left-hand side of Eq. (2.41), the rate of the
internal energy E – the sum of thermal and elastic strain-energy – given by

D

Dt
EBt(t) =

∫
Ωt

ρ ė dv , (2.43)

represents the total energy of a continuum body [84]. The quantity ė is the rate of
internal energy for a unit control-volume. Further, according to [77] for instance,
the external mechanical work can be written as

Wext(t) =

∫
∂Ωt

�v · �t da+
∫
Ωt

ρ�v ·�b dv =

∫
Ωt

ρ�v · �̇v + ∼σ · ∼d dv . (2.44)

The second part on the right-hand side of the energy balance (2.41) is related to
the thermal work and reads

Q(t) =

∫
∂Ωt

−�q · �n ds+

∫
Ωt

ρ r dv =

∫
Ωt

(ρ r − div �q) dv . (2.45)

Using these definitions, the local form of the balance of energy in spatial descrip-
tion (which holds for any arbitrary volume) element can be expressed as

ρ ė = ∼σ · ∼d− div �q + ρ r . (2.46)

Therein, �q is the Cauchy heat flux vector and the scalar r denotes an external heat
source. In material description, the first law of thermodynamics reads

ρ0 ė = ∼P · ˙∼F−Div �Q+ ρ0 r = ∼S · ˙∼E−Div �Q+ ρ0 r . (2.47)

Next, the second law of thermodynamics is introduced. This law allows to make
statements about the direction of energy transfer. It is related to the entropy in-
equality concept which will also be outlined briefly. To begin with, another funda-
mental physical quantity conjugated to the temperature is introduced. In order
to describe the thermodynamic state of the continuum body Bt, the entropy

Σ(t) =

∫
Ωt

ρ ξ(�x, t) dv (2.48)

is introduced, where ξ is referred to as the specific entropy per unit mass. The
second law of thermodynamics postulates that the rate of the entropy is greater
or equal to the rate of externally induced entropy. In mathematical formulation,
this postulate reads, see e.g. [8],

Σ̇(t) =
D

Dt

∫
Ωt

ξ ρ dv ≥
∫
Ωt

r

Θ
ρ dv −

∫
∂ Ωt

1

Θ
�q · �n da (2.49)
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which can be rearranged by means of the divergence theorem to∫
Ωt

(
ρ ξ̇ − ρ

r

Θ
+ div

�q

Θ

)
dv ≥ 0 . (2.50)

Since this must also hold in local form for an arbitrary volume element, one can
deduce that

ρ ξ̇ − ρ
r

Θ
+ div

�q

Θ
≥ 0 . (2.51)

For all reversible processes, Eq. (2.51) is zero. The other case is an irreversible
process – for which the inequality (2.51) is greater zero. This equation can be
recast using the energy equation given by Eq. (2.46), which eventually leads to

∼σ · ∼d− ρ
(
ė−Θ ξ̇

)
− 1

Θ
�q · gradΘ ≥ 0 . (2.52)

Introducing the thermodynamic function

Ψ = e−Θ ξ with Ψ̇ = ė− Θ̇ξ −Θξ̇ (2.53)

which is known as the Helmholtz free-energy, and following [77], the so-called
Clausius-Duhem inequality can finally be obtained

∼σ · ∼d− ρ
(
Ψ̇ + Θ̇ ξ

)
︸ ︷︷ ︸

dint

− 1

Θ
�q · gradΘ︸ ︷︷ ︸

dΘ

≥ 0 . (2.54)

What can be concluded from this fundamental inequality is that the dissipation
d = dint + dΘ ≥ 0 is non-negative. This must hold for the internal dissipation
dint ≥ 0 as well as for the thermal dissipation dΘ ≥ 0 [84]. From the latter part,
a fundamental physical observation can be derived: Since −1/Θ �q · gradΘ ≥ 0
must hold, there is a heat flow from the warmer to the colder region because
the absolute temperature given in Kelvin cannot be negative Θ ≥ 0. This conse-
quently means that heat flows against the temperature gradient, which leads to
an important restriction of the heat flux vector. For a detailed introduction into
the concepts of continuum thermodynamics, the interested reader is referred to
the textbooks of [77, 169, 159]. Indeed, the Clausius-Duhem inequality can also
be formulated in material description resulting in

∼S · ˙∼E− ρ0

(
Ψ̇ + Θ̇ ξ

)
− 1

Θ
�Q ·GradΘ ≥ 0 . (2.55)

2.1.3 Constitutive relations and material models

Subsequent to the description of the kinematic relations and the balance equa-
tions, there is still a lack of information to determine the deformation or temper-
ature of the body B. This is due to the fact that the mathematical problem is in-
determinate, meaning that the number of unknowns is higher than the available
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20 2. Governing equations

number of equations. Obviously, information regarding the material behavior is
missing. To close this gap, constitutive relations need to be formulated to account
for the dependencies between the stress tensor and the deformation or between
the temperature and the heat flux, for instance. These relations characterize the
material and form the remaining equations in such a way that the mathematical
problem becomes determinate.

2.1.3.1 Mechanical behavior of materials

To begin with, the mechanical behavior of materials under isothermal conditions
is described. To this end, the so-called strain-energy density function W defined as

W = ρ0Ψ(∼E) (2.56)

is introduced, where Ψ denotes the Helmholtz free-energy function. The explana-
tions in this section are limited to hyper-elastic materials. Inserting W = ρ0Ψ(∼E)
in the Clausius-Duhem inequality, see Eq. (2.55), the relation

∼S =
∂ W

∂ ∼E
= 2

∂ W

∂ ∼C
(2.57)

is achieved for the second Piola-Kirchhoff stress tensor, see also [84, 77] for in-
stance, and further

∼C = 2
∂ ∼S

∂ ∼C
= 4

∂ 2W

∂ ∼C∂ ∼C
(2.58)

which leads to the fourth-order material tensor ∼C. The strain-energy function W
stores the information about how stress in a material is related to the deforma-
tion. There are several different expressions for W , of which only two selected
examples will be considered here. The very simplest elastic material model is the
Saint Venant-Kirchhoff model, represented by the following function

W (∼E) =
λ

2

(
tr ∼E
)2

+ μ ∼E · ∼E . (2.59)

Therein, λ and μ are material constants known as Lamé parameters. Applying
Eq. (2.57) and (2.58) to this function delivers the stress and elasticity tensor

∼S = λ tr ∼E∼I + 2μ ∼E , (2.60)

∼C = λ∼I⊗∼I + 2μ ∼I . (2.61)

In the latter equation, the tensor ∼I is referred to as the first fourth-order fundamental
tensor5.

The Saint Venant-Kirchhoff material model is often used to describe the me-
chanical behavior of metals. However, it has some drawbacks. In particular,

5The first fourth-order fundamental tensor is also known as the fourth-order identity tensor
since ∼I∼E = ∼E.
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2.1. Basic continuum mechanics 21

large compressive deformations can lead to material instabilities and physically
wrong stress states. Several material models to avoid these effects can be found
in the literature. For a (weak) compressible hyper-elastic material, it is often as-
sumed that the strain-energy function W is additively split in an isochoric w̄ and
a volumetric part U(J):

W (¯∼C, J) = w̄(¯∼C) + U(J) (2.62)

For the isochoric part, a classical polynomial expression can be chosen [72]

w̄(¯∼C) =
n∑

i,j=0

cij(I ¯
∼C
− 3)i(II ¯

∼C
− 3)j . (2.63)

Therein, I ¯
∼C

and II ¯
∼C

are the first and second invariant with respect to the isochoric

part of the right Cauchy-Green tensor, as introduced in Eq. (2.15). The parameter
cij denotes material constants, and choosing i = 1 and j = 06 leads to a compress-
ible Neo-Hookean7 type material

W (¯∼C, J) = c10
(
tr ¯

∼C− 3
)
+ U(J) . (2.64)

For more details and for a comprehensive introduction into modeling the me-
chanical behavior of materials, the textbooks of [77, 172, 5] are recommended. A
detailed survey focusing on different types of strain-energy functions for hyper-
elastic materials can be found in [72], for instance.

2.1.3.2 Thermodynamic behavior of materials

With regard to the mechanical behavior of materials, a constitutive relation for the
heat flux and the entropy is needed. The heat flux outward through the surface
da of a control-volume is given as q = �q · �n, with �q being the heat flux vector. In
order to relate the heat flux to the temperature, Fourier’s law of heat conduction is
introduced

�q = −∼λΘ
grad Θ(�x, t) . (2.65)

This guarantees a heat flux in the direction from the warmer to the colder re-
gion. The tensor ∼λΘ

is the heat conductivity tensor that takes the form ∼λΘ
= λΘ∼I

for isotropic heat conduction. The material parameter λΘ is denoted as the heat
conduction coefficient. The expression for the heat flux can be transformed into
the reference configuration by using grad Θ = ∼F

−T GradΘ and Nanson’s formula
�n da = J ∼F

−T · �N dA such that∫
a

�q ·�n da =

∫
A

−J
(
∼F
−1

∼λΘ ∼F
−T GradΘ

)
· �N dA =

∫
A

−∼ΛΘ
GradΘ · �N dA . (2.66)

6With i = 1 and j = 0, one obtains c10 – which can be related to the shear modulus by μ = 2 c10.
7The classical Neo-Hooke material holds for incompressible materials with W (¯∼C) =

c10
(
tr ∼C− 3

)
, see [72] p. 70.
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22 2. Governing equations

Thus, the heat flux vector in material description reads

�Q = −∼ΛΘ
GradΘ(�x, t) , (2.67)

where ∼ΛΘ
is the material conductivity tensor related to the reference configura-

tion.
Another physical quantity for which a constitutive relation is required is the en-

tropy. It is assumed that the Helmholtz free-energy function Ψ = Ψ(∼E,Θ) is given
in terms of the strain tensor and the temperature. Inserting the time derivative
of the Helmholtz free-energy function into the first part of the Clausius-Duhem
inequatlity, see Eq. (2.55), leads to

∼S · ˙∼E− ρ0

(
Ψ̇ + Θ̇ ξ

)
= ∼S · ˙∼E− ρ0

(
∂Ψ

∂ ∼E
· ˙∼E +

∂Ψ

∂Θ
Θ̇ + Θ̇ ξ

)
≥ 0 . (2.68)

Thus, it can be concluded from this inequality that

ξ = −∂Ψ

∂Θ
. (2.69)

As a conclusion, relations (2.69) and (2.65) define the constitutive laws for the
temperature and for the entropy. They are mandatory ingredients for the deriva-
tion of the governing equations of the thermal field discussed in Section 2.2.2.

2.2 Governing equations for electro-thermo-mechanical
coupling

This section serves to introduce the governing equations for electro-thermo-mech-
anically coupled problems. This leads to a coupled initial boundary value prob-
lem of a system of partial differential equations. The descriptive equation for
the mechanical field is the balance of linear momentum, whereas the equations
for the thermal and the electric field have not yet been introduced in detail. The
equation of heat conduction is used for the thermal field, and the electric field is de-
scribed by the conservation of electric charge in the stationary case. In addition, the
relevant constitutive relations are recapitulated, and the corresponding bound-
ary conditions are defined to obtain a mathematical determination of the coupled
problem.

2.2.1 Mechanical field

The governing equations for the mechanical field are the balance of linear mo-
mentum, see Eq. (2.38), and the constitutive model for the stress tensor (elastic-
ity), see Eq. (2.57). In this work, it is assumed that the electric field does not
cause any deformations or stresses. Further, the Helmholtz free-energy is a func-
tion of deformation-dependent variables and the temperature. For instance, if
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2.2. Governing equations for electro-thermo-mechanical coupling 23

Ψ = Ψ(∼E,Θ) is chosen, the stress tensor reads

∼S(∼E,Θ) = ρ0
∂Ψ

∂ ∼E
. (2.70)

In order to complete the mathematical description of the mechanical field, the
boundary surface ∂ Ω0 of the considered body is decomposed to

∂ Ω0 = ∂ Ωu
0 ∪ ∂ Ωσ

0 with ∂ Ωu
0 ∩ ∂ Ωσ

0 = ∅ . (2.71)

To this end, two different types of boundary conditions are introduced. The
boundary displacements

�u = �̄u( �X, t) with �X ∈ ∂Ωu
0 (2.72)

which are prescribed on the so-called Dirichlet boundary ∂Ωu
0 and further, the trac-

tion vector

∼P
�N = �̄T ( �X, t) with �X ∈ ∂Ωσ

0 (2.73)

which is prescribed on the so-called Neumann boundary ∂Ωσ
0 . Together with the

balance equation, the nonlinear boundary value problem for the mechanical field
reads

�0 = Div ∼P + ρ0�b in Ω0 × [0, T ] (2.74)
�u = �̄u on ∂Ωu

0 (2.75)

∼P
�N = �̄T on ∂Ωu

0 (2.76)

in the reference configuration and

�0 = div ∼σ + ρ�b in Ωt × [0, T ] (2.77)
�u = �̄u on ∂Ωu

t (2.78)

∼σ�n = �̄t on ∂Ωu
t (2.79)

in the current configuration.

2.2.2 Thermal field: the heat equation

The primary variable of the thermal field shall be the temperature. Thus, it is
desirable to find an equation out of which evolution of the temperature Θ can be
calculated promptly. This has some practical reasons. Since the mechanical field
is directly coupled to the temperature by thermal stresses due to thermal strains,
and since, moreover, some material parameters can be explicitly dependent on
Θ, the balance of energy (2.46) might not be the most appropriate formulation to
describe the thermal part. However, Eq. (2.46) is used to derive the heat equation
or the equation of heat conduction in which the temperature is the primary variable.
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24 2. Governing equations

To begin with, the definition of the Helmholtz free-energy is recapitulated, see
Eq. (2.53), and the time-derivative of Ψ is calculated to

Ψ̇ = ė− Θ̇ ξ −Θ ξ̇ . (2.80)

Substituting the rate of the internal energy ė from the previous equation in Eq.
(2.46) leads– after a few mathematical rearrangements – to

∼σ · ∼d− ρ
(
Ψ̇ + Θ̇ ξ

)
︸ ︷︷ ︸

dint

−ρΘ ξ̇ − div �q + ρ r = 0 . (2.81)

Therein, dint represents the internal entropy increase due to dissipative mechan-
ical work. For inelastic deformations, this term would be larger than zero –
whereas the internal dissipation for pure elastic processes is zero, which is why
they are thermodynamic reversible. Rearranging Eq. (2.81) to

ρ ξ̇Θ = dint − div �q + ρ r (2.82)

and using the constitutive relation for the entropy, see Eq. (2.69), yields

ρ
D

Dt

(
−∂Ψ

∂Θ

)
Θ = dint − div �q + ρ r (2.83)

in spatial description and

ρ0
∂

∂ t

(
−∂Ψ

∂Θ

)
Θ = Dint −Div �Q+ ρ0 R (2.84)

In material description – where Dint is the internal dissipation and �Q the heat
flux vector, both related to the reference configuration. In order to complete the
heat equation, the derivative of the Helmholtz free-energy function Ψ(∼E,Θ) with
respect to the temperature and the time is calculated, leading to

∂

∂ t

(
−∂Ψ

∂Θ

)
= −∂ 2Ψ

∂Θ2
Θ̇− ∂ 2Ψ

∂Θ∂ ∼E
· ˙∼E . (2.85)

Inserting the expression into Eq. (2.84) results in

ρ0

(
−∂ 2Ψ

∂Θ2
Θ̇− ∂ 2Ψ

∂Θ∂ ∼E
· ˙∼E
)

Θ = Dint −Div �Q+ ρ0 R . (2.86)

This equation can be simplified by introducing the heat capacity or specific heat8 [77]

cΘ(Θ) :=
∂ ξ

∂Θ
Θ = −∂ 2Ψ

∂Θ2
Θ , (2.87)

8The heat capacity is also known as specific heat at constant deformation, see [77] for instance.
This means that cΘ can be viewed as the amount of energy required for a unit increase in temper-
ature related to a unit volume at a constant deformation.
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such that one finally obtains the heat equation

ρ0 cΘ(Θ) Θ̇ = ρ0 Θ
∂ 2Ψ

∂Θ∂ ∼E
· ˙∼E +Dint −Div �Q+ ρ0 R . (2.88)

In practical applications, the heat capacity strongly depends on the material un-
der investigation and is often determined by means of experimental data.

The first term in Eq. (2.88) on the right hand side given by

γ(Θ, ˙∼E) = ρ0 Θ
∂ 2Ψ

∂Θ∂ ∼E
· ˙∼E (2.89)

is known as the thermo-elastic coupling term9 due to elastic deformations. How-
ever, the influence of this effect can be neglected in many cases. Compared to
other heat sources, it is usually quite small.

In view of the electro-thermo-mechanical problem, the thermal field described
by the heat equation is coupled to the mechanical field through the internal dis-
sipation term, the thermo-elastic coupling effect and geometrical changes which
are reflected in the constitutive equation for the heat flux vector. The coupling to
the electric field is due to Joule heating that occurs as a heat source rϕ in the heat
equation, see the following Section 2.2.3 for more details.

To complete the description of the thermal field, boundary and initial condi-
tions are required. In analogy to the mechanical part, the boundary of the body
B is split into

∂ Ω0 = ∂ ΩΘ
0 ∪ ∂ Ωq

0 with ∂ ΩΘ
0 ∩ ∂ Ωq

0 = ∅ . (2.90)

The term

Θ = Θ̄( �X, t) with �X ∈ ∂ ΩΘ
0 (2.91)

denotes the prescribed temperature on the Dirichlet boundary ∂ ΩΘ
0 , and

�Q · �N = Q̄( �X, t) with �X ∈ ∂ Ωq
0 (2.92)

is the prescribed heat flux on the Neumann boundary ∂ Ωq
0. Moreover, the initial

condition of the thermal field Θ( �X, 0) = Θ0 at t = 0 is introduced. In material for-
mulation, the summarized initial boundary value problem for the thermal field
reads

ρ0 cΘ(Θ) Θ̇ = γ +Dint −Div �Q+ ρ0 rϕ in Ω0 × [0, T ] (2.93)
Θ = Θ̄ on ∂ ΩΘ

0 (2.94)

− �Q · �N = Q̄ on ∂ Ωq
0 (2.95)

Θ = Θ0 at t = 0 (2.96)

9Thermo-elastic coupling is also known as the Gough-Joule effect, see [84] p. 326 for instance,
which leads to structural heating (typically for rubber) or cooling (typically for metals).
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26 2. Governing equations

and in the spatial formulation:

ρ cΘ(Θ) Θ̇ = γ + dint − div �q + ρ rϕ in Ωt × [0, T ] (2.97)
Θ = Θ̄ on ∂ ΩΘ

t (2.98)
−�q · �n = q̄ on ∂ Ωq

t (2.99)
Θ = Θ0 at t = 0 (2.100)

The heat flux q̄ that enters a control-volume over the boundary ∂ Ωq
t approaches

thermal interactions with the environment and the surfaces of other bodies. In
the following, it is assumed that the heat flux can be composed of five parts

q̄ = qn + qr + qh + qc + qec , (2.101)

where qn denotes the prescribed heat flux, qr the radiative heat flux, qh the gap
conductive heat flux, qc the convective heat flux and qec the heat flux due to an
electric current.

A frequently used approximation of radiative heat transfer in thermal analysis
reads

qr = ε σsb

(
Θ4 −Θ4

∞
)
. (2.102)

For most applications, this is quite a strong idealization since the formula de-
scribes radiation from an infinitely long and wide plate in vacuum 10, see Sec-
tion 2.3 for more information about thermal radiation.

The gap conductance describes the heat transfer between two surfaces and can
be approached by

qh = λgc (Θs −Θ) , (2.103)

where λgc denotes the thermal gap conductance coefficient and Θs the tempera-
ture of the opposite surface.

Convective heat transfer can be idealized drawing on

qc = hc(Θ) (Θ−Θf) (2.104)

with hc being the heat convection or film coefficient and Θf being the temperature
of the surrounding fluid.

Heat transfer between two surfaces that exhibit different electric potential due
to an electric current11 – ϕ1 and ϕ2 – can be approximated by

qec = λec (ϕ2 − ϕ1)
2 , (2.105)

where λec denotes the electric gap conductance coefficient.
10The radiative heat flux is approximated by qr = ε σsb F1−2

(
Θ4 −Θ4

∞
)
, where F1−2 is known

as the view factor. For two infinitely long plates, that face each other directly, with h representing
the distance and w the plate width, this factor reads F1−2 =

√
1− (h/w)2 −h/w, see [121] p. 842

for instance. If w ≈ ∞ is assumed, one obtains

lim
w→∞F1−2 = 1 and qr = ε σsb

(
Θ4 −Θ4

∞
)
.

The concept of view factor radiation is discussed in detail in Section 2.3.2.1.
11See Quach et al. [140], p. 260, for more details
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2.2.3 Electric field: the charge equation

The electric field in the FAST process is used to generate high heating rates and
high temperatures in the material by means of Joule heating. In order to describe
this process mathematically, it is necessary to formulate the equation of conser-
vation of charge, following from the Maxwell equations. Here, "conservation of
charge" indicates that the rate of charge in a control-volume is equal to the electric
current density entering this volume across a surface.

The charge of a control-volume reads

h =

∫
Ωt

ρc(�x, t) dv , (2.106)

where ρc denotes the electric charge density. The electric current across a surface
can be formulated using Gauss’ law to obtain

jc = −
∫

∂ Ωt

�j · �n da = −
∫
Ωt

div�j dv . (2.107)

Therein, �j(�x, t) defines the electric current density.
Similar to the heat flux, a constitutive law for the flow of electric current is

needed. This thesis employs Ohm’s law, which relates the gradient of the electric
potential to the current density

�j = −∼λϕ
(Θ)�e = −∼λϕ

(Θ) grad ϕ(�x, t) , (2.108)

with �e = grad ϕ as the electric field intensity, ϕ as the electric potential and
∼λϕ

= λϕ∼I representing the isotropic electric conductivity tensor. Here, the electric
conductivity coefficient λϕ(Θ) is typically temperature-dependent. This relation
can also be transformed into material coordinates in the same manner as the heat
flux vector, in such a way that

�J = −J ∼F
−1

∼λϕ
(Θ) ∼F

−T Gradϕ = −∼Λϕ
(Θ)Gradϕ (2.109)

holds. For the global volume, the aspect of conservation of charge requires that

D

Dt
h =

∫
Ωt

ρ̇c(�x, t) dv = jc →
∫
Ωt

(
ρ̇c + div�j

)
dv = 0 (2.110)

holds, which must also be valid for the local form at every material point:

ρ̇c + div�j = 0 (2.111)

Assuming that the rate of charge density is zero, which is a common assumption12

in the modeling of FAST, see [155, 129, 76] for instance, it is possible to obtain

12A detailed discussion on this topic can be found in [146], for instance.
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the stationary conservation of charge to describe the electric field in the coupled
problem

div�j = 0 . (2.112)

This equation is formulated in the current configuration. It can also be trans-
formed into material coordinates so that

Div �J = 0 . (2.113)

Next, the Joule heating term in the heat equation rϕ shall be discussed. Joule’s
law delivers the rate of electric energy which is dissipated by an electric current
flowing through a conducting material as

rϕ = −1

ρ
�e ·�j = 1

ρ
grad ϕ · ∼λϕ

(Θ) grad ϕ . (2.114)

With respect to the reference configuration, one can conclude that

rϕ = − 1

ρ0
�E · �J =

1

ρ0
Gradϕ · ∼Λϕ

(Θ)Gradϕ (2.115)

holds. In the frame of a multi-physical context, the conservation of charge is cou-
pled to the thermal field via the temperature-dependent electric conductivity and
to the mechanical field by changes in the configuration expressed by the defor-
mation gradient ∼F.

In order to finalize the mathematical description of the electric field, the surface
of the body needs to be described. To this end, the boundary is decomposed into

∂ Ω0 = ∂ ΩΘ
0 ∪ ∂ Ωj

0 with ∂ Ωϕ
0 ∩ ∂ Ωq

0 = ∅ , (2.116)

where

ϕ = ϕ̄( �X, t) with �X ∈ ∂ Ωϕ
0 (2.117)

denotes the prescribed electric potential on the Dirichlet boundary ∂ Ωϕ
0 . More-

over, the term

− �J · �N = J̄( �X, t) with �X ∈ ∂ Ωj
0 (2.118)

is the prescribed current density at the Neumann boundary ∂ Ωj
0. The final bound-

ary value problem for the electric field ends up in

0 = Div �J in Ω0 × [0, T ] (2.119)
ϕ = ϕ̄ on ∂ Ωϕ

0 (2.120)

− �J · �N = J̄ on ∂ Ωj
0 (2.121)
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related to the material description and

0 = div�j in Ωt × [0, T ] (2.122)
ϕ = ϕ̄ on ∂ Ωϕ

t (2.123)

−�j · �n = j̄ on ∂ Ωj
t (2.124)

in spatial description. The current density j̄ at the boundary ∂ Ωj
t of a body may

have two different contributions

j̄ = jn + jc , (2.125)

where jn is the prescribed current density and jc the electric current between the
interface of two bodies. This can be approximated by means of the following
linear relation [140]

jc = λec (ϕs − ϕ) , (2.126)

where λec denotes the electric gap conduction coefficient and ϕs the electric po-
tential on the surface of the other body.

2.2.4 Summary of the coupled initial boundary value problem

For the sake of clarity, the governing equations from the previous sections which
describe the electro-thermo-mechanically coupled problem are summarized in
Table 2.1. Further, the coupling effects between the fields are recapitulated. More-
over, the interactions of the fields involved are illustrated in Figure 2.4.

Table 2.1: Overview of the electro-thermo-mechanically coupled problem (Lagrangian for-
mulation).

Init. bound.
value prob. Constitutive Equations Field coupling

Mechanical
field
(Elasticity)

Eq. (2.74) –
(2.76)

Stress tensor

∼S (∼E,Θ) = ρ0
∂Ψ

∂ ∼E
Thermal field

Thermal
field

Eq. (2.93) –
(2.96)

Heat flux
�Q(∼F,Θ) = −∼ΛΘ

GradΘ( �X, t)
Entropy

ξ(∼F,Θ) = −∂Ψ

∂Θ

Mechanical field
Electric field

Electric
field

Eq. (2.119) –
(2.121)

Current density
�J(∼F,Θ) = −∼Λϕ

Gradϕ( �X, t)
Mechanical field
Thermal field
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Mechanical Field
Div ∼F∼S + ρ0 �B = �0

Thermal Field
cΘΘ̇ = γ − 1

ρ0
Div �Q+Rϕ

Electric Field
Div �J = 0

∼F,
˙
∼F

Θ

∼F

Θ

ϕ

Figure 2.4: Interactions of the mechanical, thermal and electric field.

A statement regarding the coupling strength between the fields is a difficult is-
sue, and it strongly depends on the problem under consideration. For instance,
the thermo-elastic coupling effect γ in the heat equation is often neglected, and
compared to the internal mechanical dissipation dint in inelastic analysis it is usu-
ally small. On the other hand, with respect to the field assisted sintering process,
the energy dissipated as heat from dint is small compared to the energy dissipation
of the Joule heating term rϕ. That is why the mechanical dissipation term is usu-
ally not taken into account in the FAST process [146]. Thus, it can be concluded
that different coupling effects may have a strong or weak impact. Basically, this
is a problem-dependent issue that cannot be stated universally.

2.3 Thermal radiation

Apart from convection and conduction, radiation is the third mode to transfer
thermal energy. The influence of thermal radiation is often neglected or only
treated approximately in numerical analysis. With increasing temperature, how-
ever, radiative effects become more important and can be the dominating mech-
anism to transfer thermal energy. This is due to the fact that the heat flux is
generally proportional to the fourth power in the temperature

q ∝ Θ4 −Θ4
∞ . (2.127)

High temperature changes occur in many engineering applications, combustion
or manufacturing processes, to name a few, and a realistic simulation of such
problems should contain the physics of thermal radiation. Compared to the two
other mechanisms to transfer thermal energy – convection and conduction – ra-
diation does not require the presence of a medium. In other words, it is the only
mode of heat transfer in vacuum. There are several other distinguishing features
that are relevant to compare the modes of heat transfer which are summarized in
Table 2.2.
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Table 2.2: Comparison of the three main mechanisms to transfer thermal energy

Radiation Conduction Convection

Physical nature
of heat transfer

Emitted electro-
magnetic waves by
temperature

Interactions and
collisions of parti-
cles

Energy of particles
carried away by
material carrier

Participating
media Not required Required Required

Control-volume Entire Infinitesimal Infinitesimal

Heat flux corre-
lation q ∝ Θ4 −Θ4

∞ q = −λΘ
∂Θ

∂ x
q = hc (Θ−Θf)

Type of balance
equation

Differential-
integral Partial differential Partial differential

Independent
variables

Up to 7 (space,
time, direction,
wavelength )

4 (space and time) 4 (space and time)

An important difference is the fact that conduction and convection are so-called
short-range phenomena whereas radiation is, in this context, a long-range phe-
nomenon [121]. This means that an energy balance for a thermal radiation anal-
ysis must be applied to the entire volume, so the complete path through which
a ray travels must be taken into account instead. Thus, the mathematical model
to describe radiation leads to an integral equation since conduction and convec-
tion are described by partial differential equations. These facts make the thermal
radiation analysis a complicated and difficult issue13 with significant differences
compared to the "conventional" analysis of conduction and convection. To this
end, the basics and fundamentals of radiative heat transfer are briefly outlined in
the following section, and the governing equations are introduced. The nature of
thermal radiation is well documented in the literature. For a deep introduction
into the mathematical formulation, the textbooks of MODEST [121] and HOW-
ELL [86] are recommended.

13In addition, thermal radiation typically depends on three coordinates in space (x, y, z), two
angular directions (θ, ψ) and the radiation wavelength (κ). That is why modeling radiation is
numerically challenging and computation-intensive.
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2.3.1 Basics of thermal radiation

To begin with, the fundamentals of radiative heat transfer are considered, and
the essential terms and definitions are established. The phenomenon of thermal
radiation is caused by electro-magnetic waves that travel at the speed of light14 c
and electro-magnetic waves are able to propagate through almost any medium.
Each wave can be described by its frequency υ, the wave-length κ, the wave-
number η or the angular frequency f . These properties identify a wave and can
be related to each other via the following formula

υ =
f

2π
=

c

κ
= cη . (2.128)

The waves that effectuate thermal radiation are emitted by a medium due to
its temperature and typically fall in a range of wavelengths between 0.1μm and
100μm [121].

Whenever an electro-magnetic wave of thermal radiation impinges a surface
of another medium, one part can be reflected whereas the other part can pene-
trate into the medium. In a transparent medium, all penetrating waves can pass
through. In the opposite case, if the waves cannot penetrate through at all, the
medium is called opaque. A measure for transparency of media is the so-called
optical thickness or optical depth. This measure depends on the material under con-
sideration – metals for instance are nearly always opaque15. Surfaces that are
opaque and that do not reflect any radiation are denoted as perfect absorber or
simply as black. The described phenomena of a wave striking the surface of an-
other medium can be concluded by the following four fundamental properties of
thermal radiation [121]:

Reflectance : � ≡ reflected part of incoming radiation
total incoming radiation

(2.129)

Absorptance : α ≡ absorbed part of incoming radiation
total incoming radiation

(2.130)

Transmittance : τ ≡ transmitted part of incoming radiation
total incoming radiation

(2.131)

Emittance : ε ≡ energy emitted from a surface
energy emitted by a black surface

(2.132)

The first three properties are related to the total incoming radiation so that

�+ α + τ = 1 (2.133)

must hold. Opaque media consequently means τ = 0 so that �+α = 1 holds. For
gray, diffuse surfaces, one also obtains that α = ε holds. For black surfaces, one
obtains α = 1 and therefore � = τ = 0, whereas the emittance16 takes ε = 1.

14The speed of light in vacuum is c0 = 2.998× 108 m/s
15Apart from the material dependency, the optical thickness also depends on the thickness of

the medium itself.
16The emittance relates the heat flux emitted by a surface to that of a black-body. This is not to

be mistaken with the emissivity, which is a material property. Both are in the range of 0 < ε < 1
and are indicated with same symbol.
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2.3.1.1 Emissive power

The emissive power E is the emitted radiative heat flux of a radiating surface.
The total emissive power is the integral over the whole frequency spectrum and
reads

E(Θ) =

∞∫
0

Eυ(Θ, υ) dυ . (2.134)

By this relation, the total black-body emissive power Eb can be derived. For the
sake of clarity, all measures related to a black-body are henceforth denoted with
the subscript b. Using Planck’s Law 17 for the black-body emissive power spec-
trum Eb,υ an expression for Eb finally leads to

Eb(Θ) =

∞∫
0

Eb,υ(Θ, υ) dυ = n2σsbΘ
4 , (2.135)

where n = 1 is taken for the refractive index18 and σsb the Stefan-Boltzmann con-
stant19. Equation Eq. (2.135) emphasizes the nonlinear nature of thermal radia-
tion. For a black surface, the emitted heat flux depends on the temperature to the
power of four.

2.3.1.2 Solid angles

In order to describe thermal radiation of a surface that radiates into another
medium, any possible direction has to be considered. To this end, the direction
vector �s is introduced, stating that rays can travel through a medium in an infinite
number of possible directions. This vector is formulated using spherical or polar
coordinates in terms of the so-called solid angle denoted by Υ.

A solid angle is basically the three-dimensional counterpart of the standard
angle in the two-dimensional plane, as depicted in Figure 2.5. The (infinitesimal)
solid angle is defined as

dΥ = sin θ dθ dψ → Υ =

∫ ∫
sin θ dθ dψ . (2.136)

17Named after Max Planck (German physicist, 1858-1947). He found that the spectrum for the
black-body emissive power reads

Eb,υ(Θ, υ) =
2π hυ3 n2

c20 [exp(hυ/kΘ)− 1]
.

18The refractive index is a dimensionless parameter that describes how radiation is refracted
while propagating through a medium. It is defined as the ratio of the speed of light in vacuum to
the speed of light in the medium n = c0/cm. For air, this index is n = 1.00027 ≈ 1 and for water
(also ice) n = 1.3325 [121].

19The Stefan-Boltzmann constant in SI units is σsb = 5.670367× 10−8 W m−2 K−4.
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�n

�r

�s
dθ

θ

dψ

ψ

P (�r)

dA

θ
dΥ

x1

x3

x2

Figure 2.5: Definition of the solid angle dΥ = sin θ dθ dψ, the normal vector �n, the direc-
tion vector �s and the location vector �r.

Here, θ is the colatitude and ψ the longitude and dΥ can be viewed as an in-
finitesimal area projected on a unit sphere. Special angles are the total solid angle
above the surface Υh which defines the corresponding solid angle to a unit hemi-
sphere. From Figure 2.5 follows that, in this case, ψ ∈ {R | 0 ≤ ψ ≤ 2π } and
θ ∈ {R | 0 ≤ θ ≤ π/2 } holds so that the solid angle for a unit hemisphere is
calculated to

Υh =

2π∫
0

π/2∫
0

sin θ dθ dψ = 2π . (2.137)

This is an important measure as it describes all possible directions of a radiating
surface from a given point P . According to Υh, the total solid angle represents a
unit sphere and reads

Υs =

2π∫
0

π∫
0

sin θ dθ dψ = 4π . (2.138)

Typically, solid angles are measured in steradians (sr) which is a dimensionless
unit.

From Figure 2.5 it can further be concluded that the scalar product between the
direction vector and the normal vector reads

�s · �n = cos θ (2.139)

and moreover, that the solid angle of unit hemisphere is a geometric projection
onto the surface leading to the relation

dΥ =
cos θ

S2
dA , (2.140)
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where S denotes the distance between the point P and dA. The distance, how-
ever, for a unit hemisphere is one and therefore S2 = 1.

2.3.1.3 Radiative heat flux and radiative intensity

As stated in previous sections, the physics of thermal radiation imply a strong di-
rectional dependence. In order to describe the radiation field, a variable is needed
that takes these directional dependencies into account. As the emissive power E
is independent of the direction, it cannot be used as the primary field variable.
Instead, a new measure is introduced – the radiative intensity I with the unit Watt
per steradians (W/sr) – which incorporates the directional dependence and which
can be viewed as the most appropriate variable to describe the energy transfer by
means of thermal radiation [121]. It is defined as the transferred radiative energy
per unit solid angle normal and per unit area normal to a pencil of rays at a given
point P (�r). The vector �r is denoted as location vector. The total intensity I is the
integral over all spectral intensities Iκ – the radiative intensity per wavelength –
and reads

I(�s, �r) =

∞∫
0

Iκ(�s, �r,κ) dκ . (2.141)

The emissive power, which can be seen as the total amount of emitted energy of a
surface element d �A, can be calculated by integrating the radiative intensity I over
all possible directions

E(�r) =

2π∫
0

π/2∫
0

I(�r, θ, ψ) cos θ sin θ dθ dψ =

∫
2π

I(�r, �s)�n · �s dΥ . (2.142)

As the primary variable, the computation of the radiative intensity is of major
importance for the thermal radiation analysis. An expression for I can be found
by an energy balance on a small pencil of rays propagating through a medium.
For a detailed discussion, see Section 2.3.3.

Assuming that the radiative intensity is known, it is possible to calculate the
radiative heat flux at a certain point on a surface dA. The net radiative heat flux
qr per unit wavelength is the difference

�qr · �n = qr = qi − qo (2.143)

of the incident heat flux qi, which is also known as irradiation, and the outgoing
heat flux qo. Following MODEST [121], the infinitesimal heat fluxes read

dqi = I(�si) cos θi dΥi and dqo = I(�so) cos θo dΥo . (2.144)

In order to obtain the net heat flux, it is necessary to perform an integration over
the intensity, which is known to be direction-dependent. As a consequence, all
possible ray directions of the surface point need to be taken into consideration.
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Accordingly, this leads to an integration over a unit hemisphere, or, in other
words, over the total solid angle above the surface that is 2π. The incident ra-
diative heat flux reads

qi =

2π∫
0

π/2∫
0

I(�si) cos θi sinψi dθi dψi =

2π∫
0

I(�si) cos θi dΥi , (2.145)

and the outgoing heat flux results to

qo =

2π∫
0

π∫
π/2

I(�so) cos θo sinψo dθo dψo =

2π∫
0

I(�so) cos θo dΥo . (2.146)

It was shown by MODEST [121] that the net radiative heat flux can be calculated
by means of only one direction vector �s, substituting �si and �so. Then, the integra-
tion is carried out over the total range of solid angles – that is 4π for a unit sphere
– and by using cos θ = �s · �n, one obtains the net radiative heat flux

�qr · �n = qi − qo =

4π∫
0

I(�s)�s · �n dΥ . (2.147)

In a thermal radiation analysis within a participating medium, Eq. (2.147) is the
term that appears in the energy balance equation of the fluid. In a vacuum, the
radiative heat flux qr has to be computed too, which is slightly less complicated
due to the absence of a medium. Both issues will be discussed in the following
sections.

2.3.2 Radiation in vacuum

As mentioned above, thermal radiation is the only heat transfer mode that allows
to transfer thermal energy in a vacuum. Here, "vacuum" means that there are
no other media involved, so the radiative intensity along a certain path s is not
affected. This insight leads to the conclusion that the intensity for any wave-
number η is constant in every direction �s:

Iη(�s ) = const and
dIη
ds

= 0 (2.148)

Radiation in the absence of a participating medium is considered as pure surface
radiation transport. The energy transport between surfaces is carried out on ide-
alized enclosures which can be described by means of geometric properties, the so-
called view factors. The calculation of these factors is discussed in Section 2.3.2.1.
Apart from the geometry, the surface properties influence the thermal radiation
analysis. A simplification deals with ideal surfaces which are known as gray sur-
faces, see Section 2.3.2.2 for more details.
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2.3.2.1 View factors in thermal radiation

In a vacuum, every radiating surface Ai exchanges energy with all other surfaces
Aj that lie in the view field of Ai. Apart from the surface conditions, the amount
of energy transfer between two surfaces also depends on the size of the surfaces,
the distance S between them and the orientation �n. These dependencies can be
described by geometric functions which are known as view factors. This means
that a view factor is a pure geometric quantity that follows from an energy bal-
ance between two surfaces.

Real
surface

Idealized
surface

A1 A2
A3

A4

A5

A6

A7
A8A9

A10

A11

A12

A13

A14

A15

x3 x2

x1

Aj

Ai

dAj

dAi

S

�ri
�r j

θj

�nj

�ni

θi

Figure 2.6: View factor in thermal radiation: idealized surface and geometric relations.

In this thesis, the definition introduced by MODEST [121] is used. It states that
the infinitesimal view factor dFdAi−dAj

between two infinitesimal surfaces dAi

and dAj is defined as

dFdAi−dAj
=

energy leaving dAi directly toward and intercepted by dAj

total energy leaving dAi into the hemispehere

=
I(�ri) cos θi cos θj dAi dAj/S

2

π I(�ri) dAi

.

(2.149)

Under the assumption that the intensity I(�r) = I is constant across the surfaces,
this equation can be simplified in such a way that the infinitesimal view factor
reads

dFdAi−dAj
=

cos θi cos θj dAj

π S2
=

(�n ·Δ�r)2

π S4
dAj . (2.150)

A more descriptive vector form can be obtained from Figure 2.6, using the geo-
metrical relations Δ�r = �rj −�ri and cos θi = �ni ·Δ�r/S with S = |Δ�r|. However, the
factor defined by Eq. (2.150) holds for infinitesimal surfaces. To make this appli-
cable for the finite case, it is necessary to integrate Eq. (2.149) over the surfaces,
leading to the general definition of a view factor:

FAi−Aj
=

∫
Ai

∫
Aj

I(�ri) cos θi cos θj dAi dAj/S
2∫

Ai
π I(�r)i dAi

=
1

Ai

∫
Ai

∫
Aj

cos θi cos θj
π S2

dAi dAj
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(2.151)

For evaluating the view factors, one can take advantage of the following three
rules [86]:

Reciprocity Rule: Ai Fi−j = Aj Fj−i (2.152)

Summation Rule in enclosures:
N∑
j=1

Fi−j = 1 (2.153)

Subsurface summation: Fi−j =
K∑
k=1

Fi−(j,k) with Aj =
K∑
k=1

Aj,k (2.154)

In the Appendix A.1, the interested reader can find a comprehensive example for
calculating view factors between different surfaces. There exist several methods
that deal with the calculation of view factors; the crossed-strings method [85], the
inside and the unit sphere method [121] to name a few. An overview of analytic,
numerical and also statistical methods can be found in the textbooks of MOD-
EST [121] and HOWELL [86]. These textbooks also contain a view factor catalogue
for various surface geometries.

2.3.2.2 Black and gray surface radiation

In order to conclude the thermal radiation analysis in a vacuum, ideal surface
conditions shall be taken into account. To begin with, the simplest case of black
surface conditions is considered. Assuming that the surface temperature is known,
the heat flux balance on this infinitesimal surface element dA reads

q(�r) = Eb(�r)−H(�r) (2.155)

where Eb = σsb Θ
4 is the black-body emissive power and H the irradiation onto

dA. The latter part incorporates the heat flux irradiating from all other surfaces Hs

at locations �rs plus contributions from outside of the enclosure H0. In accordance
with [121] the irradiation can be written as

H(�r) = Hs(�r, �rs) +H0(�r) =

∫
A

Eb(�rs) dFdA−dAs +H0(�r) . (2.156)

Introducing Eq. (2.156) into Eq. (2.155) gives the energy balance of an enclosure
with a smoothly distributed surface contour. For the discrete case with N finite
surfaces, an average heat flux on each Ai can be calculated, where Eq. (2.155) is
recast following [121] as

qi =
1

Ai

∫
Ai

qi(�ri) dAi = Eb,i −
N∑
j=1

Eb,jFi−j −H0i =
N∑
j=1

Fi−j (Eb,i − Eb,j)−H0i .

(2.157)
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Based on [86], an extension to gray diffuse surfaces with ε = α reads

q(�r) = ε(�r)Eb(�r)−ε(�r)H(�r) = ε(�r)

⎡
⎣Eb(�r)−

∫
A

Y (�rs) dFdA−dAs +H0(�r)

⎤
⎦ , (2.158)

which is again the heat flux balance on a surface element dA. Here, Y (�r) denotes
the surface radiosity which can be related to the intensity as Y (�r) = π I(�r). Ac-
cording to [121], one can derive an equation that eliminates Y and that relates the
temperature to the heat flux of an surface element dA as

q(�r)

ε(�r)
= Eb(�r) +

∫
A

(
1

ε(�rs)
− 1

)
q(�rs)− Eb(�rs) dFdA−dAs −H0(�r) . (2.159)

Similar to black surface contours, one can deduce a discrete formulation for N
subsurfaces Ai so that Eq. (2.159) becomes

qi
εi

=
N∑
j=1

[(
1

εj
− 1

)
Fi−j qj + Fi−j (Eb,i − Eb,j)

]
−H0i . (2.160)

In this equation, either the surface temperatures Θi or the heat flux qi are un-
known. In engineering applications, it is usually the surface temperature that is
known – so that the radiative heat flux is the sought variable.

2.3.3 Radiation in participating media

After the radiation in vacuum, the presence of a participating medium shall be
considered. If a participating medium is involved, this means that the space be-
tween the surfaces where thermal energy is exchanged is filled with a fluid. In
many applications, this would be a compressible gas such as air. In this case, the
interaction between the surfaces and the surrounding gas needs to be taken into
account. Due to the fact that the thermal energy transfer by radiation shows a
strong temperature-dependence, the radiation field is accordingly coupled with
the thermal field of the participating medium. This has significant consequences:
The temperature evolution in the participating medium, which is affected by ra-
diation, needs to be calculated. This is done using the general form of the energy
conservation equation for a moving fluid particle in the Eulerian description. Fol-
lowing [121], the balance of energy reads

cpf ρf
D

Dt
Θ = cpf ρf

(
∂Θ

∂ t
+ �v · grad Θ

)
= div (λΘf grad Θ)− div �qr , (2.161)

where �v is the fluid particle velocity vector, Θ the fluid temperature and �qr is the
heat flux due to thermal radiation. This equation also accounts for the two other
mechanisms of thermal energy transfer – heat conduction and convection. The
term of interest in (2.161) is div �qr and in particular the calculation of the radiative
heat flux vector �qr. This issue is addressed in the following.
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As discussed in Section 2.3.1.3, the radiative heat flux is a function of the ra-
diative intensity. In contrast to radiation in vacuum, the intensity I along a path
s is not constant, which is due to the fact that the propagating electro-magnetic
waves are affected by the media through which they are travelling. To be more
specific, radiation in participating media is influenced by emission, absorption
and by scattering phenomena. In order to find a mathematical description that
covers these effects, the change in the intensity I of a small pencil of rays along
its way through a medium needs to be taken into consideration. This is equiva-
lent with formulating an energy balance of the radiative transport, finally lead-
ing to the so-called radiative transfer equation, henceforth abbreviated by RTE. This
equation incorporates all possible affections and reads in a general, in-stationary
form [121, 86]

1

c

∂ Iη
∂ t

+ �s · ∇Iη = κηIb,η − βηIη +
σS

4π

∫
4π

Iη(si)Φ(si, s) dΥi , (2.162)

where κη is the absorption coefficient, βη the extinction coefficient, σS the scatter-
ing coefficient, and Φ is known as the scattering phase function. Before the terms
on the right hand side are discussed in detail, a first simplification of (2.162) can
be obtained by assuming that the in-stationary term is small and by consider-
ing only a certain wave-length or wave-number, i.e. η = const that defines gray
media:

dI

ds
= �s · ∇I = κ Ib − β I +

σS

4π

∫
4π

I(si)Φ(si, s) dΥi with
1

c

∂ I

∂ t
≈ 0 (2.163)

This assumption is reasonable since the electro-magnetic waves of thermal radia-
tion travel almost at the speed of light. For the vast majority of engineering prob-
lems, this means that space between the radiating surfaces is passed so quickly
that any temporal changes are negligible. Simply spoken, most engineering ap-
plications are stationary when compared to the speed of light.

The RTE is given by Eq. (2.163), and the first term on the right hand side

dI = κ Ib ds (2.164)

is related to the emitted intensity. This can be viewed as the rate of emitted energy
which is proportional to the path length ds. This part incorporates the amount
of energy that a small pencil of rays gains due to emission while travelling in the
direction �s. As shown by Modest [121], the black-body intensity Ib can be used
here. The second term in (2.163) accounts for the energy loss due to attenuation
by absorption and scattering. This can be approximated by the linear relation

dI = −β I ds (2.165)

where the extinction coefficient β is the sum of two parts β = κ+σS. The part that
incorporates the decrease in the intensity in a pencil of rays due to attenuation by
absorption reads dI = −κ I ds and by scattering dI = −σS I ds. Attenuation
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by absorption means energy conservation when photons of a light beam collide
with particles or molecules of the medium. The other phenomena – attenuation
by scattering – is known as out-scattering as it considers the amount of energy
of a light beam that is redirected and not converted. These two effects lead to a
decrease in the intensity, indicated by the negative sign. However, within a pencil
of rays, out-scattering will occur in any direction – thus leading to in-scattering
effects for pencils nearby. Following Modest [121], the amount of energy which
is scattered into a pencil of rays in the direction �s reads

dI(�s) =
σS

4π

∫
4π

I(�si)Φ(�si, �s) dΥi ds , (2.166)

where �si denotes all possible incoming directions. The phase function Φ has a
probabilistic character, accounting for the probability that rays from incoming di-
rections are scattered into other directions. Two special cases for Φ are mentioned:
for simple isotropic scattering, the phase function yields Ψ = 1. In-scattering ef-
fects are often approached as linear-anisotropic scattering resulting in

Φ(�si, �s) = 1 + A1 �si · �s , (2.167)

where the coefficient A1 is known as the first scattering phase function coefficient.
Summing up all contributions from Eqns. (2.164)–(2.166) finally leads to the

radiative transfer equation. An illustration is given in Figure 2.7.

ds

out-scattering

emission

in-scattering

absorption
�s

�s

Incident Intensity

Transmitted
intensity

Figure 2.7: Effects that affect the intensity along its path ds: in- and out-scattering,
absorption and emission.

2.3.4 Coupling to other fields

There are different possibilities to approximate the phenomenon of thermal radia-
tion in a coupled multi-physics analysis; as a boundary condition by Eq. (2.102) in
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the heat equation that describes the thermal field, for example, or as an additional
individual field. The first method gives an approximation of minor accuracy, yet
it might be sufficient in many applications. The latter option, however, allows to
take the interaction of a radiating body with its environment into account. This is
of special interest if thermal radiation dominates the energy transfer and the ra-
diating surfaces consist of complex geometries or if the impact of a surrounding
fluid needs to be investigated. On the other hand, a full radiation analysis will
definitely increase the complexity of the multi-physical problem under consider-
ation.

If radiation is incorporated as an additional field, it is coupled to the thermal
as well as to the mechanical field. To this end, a surface Dirichlet-Neumann cou-
pling formulation is proposed, similar to fluid-structure interaction. In order to
describe the coupling, the body Bt ⊂ R3 with the domain ΩBt is considered in the
current configuration. These domains hold for the thermal as well as for the me-
chanical field. Further, the environment of Bt – that is the fluid region including
the radiation field Σt ⊂ R3 – is defined by the fluid domain ΩΣ

t . As depicted in
Figure 2.8, the coupling interface ∂ Ωc

t ⊂ ∂ ΩBt and ∂ Ωc
t ⊂ ∂ ΩΣ is the common

boundary between these domains and is termed as follows: In general, the cou-
pling domain is composed as ∂ Ωc

t = ∂ ΩBt ∩ ∂ ΩΣ
t . However, if the body is fully

enclosed by Σt, which can be viewed as the standard case, one can conclude that
∂ ΩBt ⊆ ∂ ΩΣ

t must hold and, thus, ∂ Ωc
t ⊆ ∂ ΩΣ

t and also ∂ Ωc
t ⊆ ∂ ΩBt respectively.

In order to formulate the coupling between the fields, the equilibrium conditions

x3

x2

x1

ΩBt ∂ ΩBt

�xc

ΩΣ
t

∂ ΩΣ
t

∂ ΩΣ,o
t

Figure 2.8: Surface boundary description of a radiating body ΩBt that is fully enclosed by
its environment (radiation field) Σt.

at the interfaces are taken into consideration. On the coupling interface ∂Ωc
t the

equilibrium condition for the temperature is

Θ̄∂ΩB
t
(�xc, t) = Θ̄∂ΩΣ

t
(�xc, t) , (2.168)
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where Θ̄(�xc, t) is the surface temperature on the boundary and �xc ∈ ∂Ωc
t . The

second equilibrium condition is the heat flux condition

�n∂ΩB
t
· �q∂ΩB

t
(�xc) = −�n∂ΩΣ

t
· �q∂ΩΣ

t
(�xc) , (2.169)

where �n represents the unit normal vector that is pointing outwards of the do-
main boundary and �q(�xc) is the heat flux vector on ∂Ωc

t . The equilibrium con-
ditions clearly state that the thermal field is coupled to the radiation over the
Neumann- and also over the Dirichlet-boundary. This is similar to FSI problems
where Dirichlet-Neumann coupling occurs too.

Indeed, there is also a coupling interface between the mechanical and the ra-
diation field. It is known as the kinematic condition. To fulfil the condition, the
displacements �d(�xc) for �xc ∈ ∂Ωc

t at the interface must be equal. Here, �d is used to
distinguish between interface displacements and the displacements of the whole
body denoted by �u. Accordingly, this leads to the following condition

�d∂ΩB
t
(�xc) = �d∂ΩΣ

t
(�xc) . (2.170)

A dynamic condition that claims the equilibrium between the stresses on the
boundary is neglected. This is a reasonable assumption since the mechanical
problem is to be considered as a quasi-static field and the stresses due to the
pressure onto the boundary, which results from the fluid flow of the participating
medium, are not very high compared to the stresses from external forces applied
to the body Bt. However, due to the kinematic change of the region of the solid,
the fluid domain of the radiation field must be updated constantly. This means
that the radiation problem needs to be solved on a moving configuration.

Thermal Field
cΘΘ̇ = γ − 1

ρ0
Div �Q+Rϕ

Electric Field
Div �J = 0

Θ

∼F

Θ

ϕ

∼F

qr

Θ

Radiation Field
∇ · �qr = κ

[
4πIb −

∫
IdΥ

]

∼F,
˙
∼F

Mechanical Field
Div ∼F∼S + ρ0 �B = �0

Figure 2.9: Dependencies of the radiation field with the mechanical, thermal and electric
fields.
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So far, the coupling of the radiation field is formulated within the frame of a
participating medium. Since thermal radiation allows to transfer energy in a vac-
uum, this special case has to be discussed too. In vacuum, radiation reduces to
a geometric problem, and the interaction takes place between the boundary of
the body ∂ΩBt and the outer boundary that describes the environment ∂ ΩΣ,o

t . Be-
tween these two boundaries, the temperatures and heat fluxes can be computed
by means of Eq. (2.159). This is the coupling of the radiation field in vacuum to
the thermal field of the body. However, the view factors which cover the geom-
etry need to be calculated between the infinitesimal surface elements dABt ∈ ∂ΩBt
and dAΣ,o

t ∈ ∂ΩΣ,o
t . Since the surface elements of the body Bt are not constant,

the view factors need to be calculated with respect to the current surface dis-
placement �d(�xc). Hence, the definition for the view factor given by Eq. (2.150) is
reformulated in dependence of the displacement vector to

dFdAB
t −dAΣ,o

t
=

cos θBt (�d(�x
c)) cos θΣ,o

t dAΣ,o
t

π S2(�d(�xc))
. (2.171)

As a consequence, it can be concluded that in both cases, for vacuum as well
as for a participating medium, the radiation field is coupled to the thermal and
the mechanical field. With regard to the electro-thermo-mechanical problem in
Section 2.2.4, the interactions between the four fields are illustrated in Figure 2.9.
In this figure, all dependencies between the fields are depicted on an abstract
level, ultimately representing a volume- and surface-coupled problem.
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CHAPTER3
Numerical methods

The third chapter is concerned with numerical methods to find an approximate
solution to the coupled problem with the aid of computers. Special attention is
placed on numerical solution procedures for the governing equations of the me-
chanical, thermal, electrical and radiation field that were derived in the previous
chapter. Due to the fact that the descriptive field equations are of a differential
or integral type, both in space or time, a discrete formulation is desired for the
further solution process. To begin with, a variational formulation of the mechan-
ical, thermal and electrical field is presented, followed by a linearization of the
nonlinear terms. After that, the spatial discretization of the body B using the fi-
nite element method (FEM) is described and the time integration procedure for the
temporal discretization is discussed. In regard to the radiation field, the finite
volume method (FVM) is employed to discretize the fluid domain Σ which can be
viewed as the environment of B. Moreover, several methods to tackle radiative
heat transfer numerically in vacuum and participating media are introduced. The
latter case involves an approximate solution of the radiative transfer equation (RTE)
which is also discussed in this chapter.

3.1 Variational formulation and linearization

With respect to the numerical solution of the electric, thermal and mechanical
fields with finite elements, the objective is to obtain a discrete formulation of the
underlying partial-differential equations. Since these equations contain contin-
uous mathematical operators, a conversion into discrete systems of equations is
desired. To achieve this, a variational form of the coupled problem is derived
which is also known as weak formulation. A differential equation can be converted
into its weak form by multiplying it with so-called test functions �η and by inte-
grating over the domain Ω0 ⊂ Rn which is occupied by the body B under inves-
tigation. The result is a equation which now has weak solutions in Ω0 with respect
to the test functions. Such functions are chosen out of the following test space V

�η( �X) ∈ V , V :=
{
�η( �X) with �X ∈ Ω0

∣∣∣ �η = �0 on ∂ Ω0

}
. (3.1)
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Applying this concept to the balance equations of the involved fields leads to
equations that describe the equilibrium in a weak sense. Since these equations are
typically nonlinear, a linearization is required for the further numerical solution
process. To outline the concept of linearization, an arbitrary nonlinear equation
G(�a) is considered, where the variable �a is assumed to be vector-valued. The
formalism of linearization begins with a first-order Taylor series expansion of the
functional

G = G(�a) + ΔG(�a,Δ�a) +R (3.2)

where R corresponds to the residual. By omitting R, the linearized equation at a
given point �̄a reads

LinG|	a=	̄a = G(�̄a) + DG ·Δ�a (3.3)

in which Δ�a denotes the incremental value of �a. The first term in Eq. (3.3) is the
evaluation of the functional at the given point �̄a, and the second part is known
as the directional derivative in the direction of Δ�̄a. This part can be calculated with
the aid of the Gâteaux derivative

DG ·Δ�a =
∂ G
∂ �a

·Δ�a =
d

dε
[G(�a+ εΔ�a)]

∣∣∣∣
ε=0

. (3.4)

The linearization concept can be used, amongst other things, to linearize kine-
matic relations and constitutive equations. It forms the basis of the Newton-
Raphson procedure which is used in this thesis to solve nonlinear systems of
equations. In a multi-physically coupled context, a linearization would conse-
quently have to linearize the nonlinear problem with respect to all quantities un-
der consideration. This is referred to as a consistent linearization [89]. However,
if the coupled system is solved in a separated manner, which is indeed the case
when employing a partitioned coupling strategy, each of the fields only need to
be linearized with respect to its primary unknown.

3.1.1 Mechanical field

To begin with, the weak formulation of the mechanical field in the reference
and current configuration is derived. A variational form GM is established by
multiplying the quasi-static balance of linear momentum with test functions �η
and by integrating over the whole domain. The test function is also known as
a weight function, and it is supposed to fulfil the Dirichlet-boundary condition
�η = {�η | �η = �0 on ∂ Ω0}. The test functions �η correspond to the virtual displace-
ments δ�u, leading to

GM :=

∫
Ω0

(
Div ∼P + ρ0�b

)
· δ�u dV = 0 . (3.5)
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This equation can be rearranged by applying the divergence theorem which delivers
the principle of virtual work in engineering [171]

GM :=

∫
Ω0

∼P ·Grad δ�u dV −
∫

∂ Ωσ
0

�̄T · δ�u dA−
∫
Ω0

ρ0�b · δ�u dV = 0 . (3.6)

This expression is the weak form of the mechanical field, formulated in terms of
the first Piola-Kirchhoff stress tensor ∼P. In order to obtain a description that is
formulated in terms of the symmetric second Piola-Kirchhoff stress tensor, the
relation ∼P = ∼F∼S is used. Following [171], it can be deduced that

∼P ·Grad δ�u = ∼S · ∼F
TGrad δ�u = ∼S ·

1

2

(
∼F
TGrad δ�u+GradT δ�u ∼F

)
= ∼S · δ∼E , (3.7)

where δ∼E is the virtual Green-Lagrange strain tensor. This finally leads to the
virtual work formulated in the reference configuration∫

Ω0

∼S · δ∼EdV =

∫
∂ Ωσ

0

�̄T · δ�u dA+

∫
Ω0

ρ0�b · δ�u dV . (3.8)

It follows by using the relation ∼P = J ∼σ ∼F
−T and grad δ�u = Grad δ�u ∼F

−1 that

∼P ·Grad δ�u = J ∼σ ∼F
−T ·Grad δ�u = J ∼σ ·Grad δ�u ∼F

−1 = J ∼σ · grad δ�u . (3.9)

holds. With dv = J dV , ρ0 = J ρ and Nanson’s formula, given by Eq. (2.4), the
virtual work in the spatial configuration reads∫
Ωt

∼σ ·grad δ�u dv =

∫
Ωt

∼σ · 1/2
(
grad δ�u+ grad T δ�u

)
dv =

∫
∂ Ωσ

t

�̄t·δ�u da+

∫
Ωt

ρ�b·δ�u dv .

(3.10)

A physical interpretation can be given by considering that the part on the left-
hand side in Eq. (3.8) denotes the internal virtual work δWint performed by a
stress field due to virtual displacements. The other part on the right-hand side
denotes the external virtual work δWext performed by the applied loading. It can
thus be concluded that, in the state of equilibrium, the amount of internal work
is equivalent to the amount of external work

δWint − δWext = 0 . (3.11)

For the linearization of the mechanical field, only the internal mechanical work is
taken into consideration, whereas the external part is assumed to be independent
of the deformation1.

1If δWext depends upon the displacements, this typically involves deformation-dependent loads
that are known as follower loads. Their numerical treatment is discussed in [171, p. 142–145], for
instance.
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Due to the fact that a partitioned solution strategy is employed, a consistent lin-
earization of δWint with respect to the temperature is not needed and is therefore
not shown in the following. Consequently, the displacements �u are assumed to
be the unknown variable – and the Gâteaux derivative thus reads

D	u GM ·Δ�u = D	u δWint ·Δ�u =
d

dε
[δW(�u+ εΔ�u, δ�u)]

∣∣∣∣
ε=0

, (3.12)

and, following [84, 171], this leads under the assumption of an elastic material2

to the linearized internal virtual mechanical work related to the reference config-
uration

D	u δWint ·Δ�u =
d

dε

∫
Ω0

∼S(∼E(�u+ εΔ�u)) · δ∼E(�u+ εΔ�u) dV

∣∣∣∣∣∣
ε=0

=

∫
Ω0

Grad δ�u ·GradΔ�u ∼S + δ∼E · ∼CΔ∼EdV .

(3.13)

Therein, ∼C denotes the fourth-order elasticity tensor in material coordinates. For
the computation of the Gâteaux derivative, the incremental deformation gradient

Δ∼F = GradΔ�u (3.14)

and the incremental strain tensor

Δ∼E =
1

2

(
∼F
T Δ∼F +Δ∼F

T
∼F
)
=

1

2

(
∼F
T GradΔ�u+GradTΔ�u ∼F

)
(3.15)

are utilized, see [171] for instance. With respect to the current configuration, see
e. g. [84], the linearization of internal mechanical work follows by means of push-
forward operations to

D	u δWint ·Δ�u =

∫
Ωt

grad δ�u · grad Δ�u ∼σ + grad δ�u · ∼Ct
grad Δ�u dv , (3.16)

where ∼Ct
is the fourth-order elasticity tensor referring to the spatial configuration.

3.1.2 Thermal field

In order to compute the thermal field with the finite element method, a weak
formulation of the heat conduction equation is required. To this end, Eq. (2.88)
is multiplied with the virtual temperature δΘ, and an integration throughout the
control-volume delivers the variational form GΘ for the thermal field in the refer-
ence configuration:

GΘ =

∫
Ω0

(
ρ0 cp Θ̇ δΘ− γ δΘ−Dint δΘ+Div �Q δΘ− ρ0 Rϕ δΘ

)
dV = 0 (3.17)

2For inelasticity, see the remark in Section 3.2.5
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Using Fourier’s law of heat conduction given by Eq. (2.65), the divergence term
of the heat flux �Q can be rewritten by means of the divergence theorem to∫

Ω0

Div �Q δΘdV =

∫
Ω0

Div( �Q δΘ) dV −
∫
Ω0

�Q ·Grad δΘdV

= −
∫

∂ Ωq
0

Q̄ δΘdA+

∫
Ω0

Grad δΘ · ∼ΛΘ
GradΘdV ,

(3.18)

where Q̄ = �Q· �N is the heat flux that enters a control-volume across the surface dA.
Substituting this expression into Eq. (3.17), the final weak form of the equation of
heat conduction yields

GΘ =

∫
Ω0

(
ρ0 cp Θ̇ δΘ+Grad δΘ · ∼ΛΘ

GradΘ
)
dV+

−
∫
Ω0

( γ +Dint + ρ0 Rϕ ) δΘdV −
∫

∂ Ωq
0

Q̄ δΘdA = 0
(3.19)

in material description and

GΘ =

∫
Ωt

(
ρ cp Θ̇ δΘ+ grad δΘ · ∼λΘ

grad Θ
)
δΘdv

−
∫
Ωt

(γ + dint + ρ rϕ) δΘdv −
∫

∂ Ωq
t

q̄ δΘda = 0
(3.20)

in spatial description.

Since GΘ is nonlinear in the temperature, it has to be linearized. The nonlin-
earity is due to temperature-dependent material parameters, coupling terms and
the boundary conditions. Before proceeding with the linearization, the rate of
temperataure Θ̇ is replaced by means of the following expression

Θ̇ ≈ Θ(t+Δt)−Θ(t)

Δt
, (3.21)

where Δt denotes the time increment. A first-order accurate implicit Euler-Backward
method is used, for details see Section 3.2.2.5. Similar to the mechanical field, the
Gâteaux derivative is applied at time t+Δt to compute the linearization

DΘGΘ ΔΘ =

∫
Ω0

ρ0

(
∂ cp
∂Θ

Θ−Θn

Δt
+ cp

1

Δt

)
ΔΘδΘdV

+

∫
Ω0

(
Grad δΘ · ∼ΛΘ

GradΔΘ +Grad δΘ ·
∂ ∼ΛΘ

∂Θ
GradΘΔΘ

)
dV

−
∫
Ω0

(
∂ γ

∂Θ
+

∂ Dint

∂Θ
+ ρ0

∂ Rϕ

∂Θ

)
ΔΘ δΘdV −

∫
∂ Ωq

0

∂ Q̄

∂Θ
ΔΘ δΘdA .

(3.22)
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Computing the linearization with respect to the temperature typically requires
the calculation of derivatives of analytic functions that are used to approximate
the temperature-dependency of the material parameters or the boundary con-
dition. Thanks to the benefits of the partitioned approach, a linearization with
respect to the deformation and the electric potential is not taken into considera-
tion.

3.1.3 Electric field

The variational formulation of the stationary equation of charge – as given by
Eq. (2.113) – that describes the electric field reads

Gϕ :=

∫
Ω0

Div �J δϕ dV = 0 , (3.23)

where δϕ denotes the virtual electric potential. Similar to the divergence term of
the heat flux vector in the previous section, one can conclude that∫

Ω0

Div �J δϕ dV =

∫
Ω0

Div ( �J δϕ) dV −
∫
Ω0

�J ·Grad δϕ dV

= −
∫

∂ Ω0

J̄ δϕ dA+

∫
Ω0

Grad δϕ · ∼Λϕ
Gradϕ dV

(3.24)

can be obtained for the electric current density. Here, − �J · �N = J̄ and Ohm’s law
�J = −∼Λϕ

Gradϕ were used to write Eq. (3.23) as

Gϕ :=

∫
Ω0

Grad δϕ · ∼Λϕ
Gradϕ dV −

∫
∂ Ω0

J̄ δϕ dA = 0 . (3.25)

In the next step, a linearization of Gϕ is carried out by means of the Gâteaux
derivative, leading to

DϕGϕ Δϕ =

∫
Ω0

Grad δϕ · ∼Λϕ
GradΔϕ dV −

∫
∂ Ω0

∂ J̄

∂ ϕ
Δϕ δϕ dA . (3.26)

Since the electric conductivity λϕ does not depend on the electric potential ϕ, and
the derivative of ∂ J̄/∂ ϕ = λec results in a constant value, see Eq. (2.126), the
equation for the electric field, see Eq. (3.25), is assumed to be linear in the electric
potential.

3.2 Finite element method

The following section serves to summarize the principles of the finite element
method (FEM). The FEM is known to be one of the most commonly used numer-
ical methods to solve partial differential equations and is nowadays an essential
tool in computational engineering.
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The underlying idea of the FEM can very briefly be summarized as follows:
The starting point is to subdivide a domain Ω0 into a finite number of elements
with a very simple shape on which the variables of interest and also the geometry
of the shape are interpolated by analytic functions. This concept is applied to the
weak forms of the balance equations, and the final outcome is a discrete nonlinear
system of equations to compute an approximate solution to the entire domain Ω0.

The finite element methodology is well documented in many textbooks. For a
comprehensive description of the fundamentals, which typically involve linear
static procedures, the interested reader is referred to [7, 88, 180, 179, 145] who
also offer some historical background of the FEM. Besides, nonlinear procedures
are of particular interest, and many textbooks are devoted to this issue, see [29,
10, 144, 13, 171] as selected examples. The following introduction of the FEM is
given with close reference to the work of WRIGGERS [171].

3.2.1 Spatial discretization with the isoparametric concept

To begin with, the domain Ω0 of a body in the initial configuration is approxi-
mated by ne finite elements such that

Ω0 ≈ Ωh =
ne⋃
e=1

Ωe (3.27)

holds. Here, Ωh is the approximation of Ω0, and Ωe ⊂ Ωh denotes the domain of
one finite element. In the following, the expression

⋃ne

e=1 stands the union of all ne

finite elements. In the same manner, the boundary ∂ Ω0 ≈ ∂ Ωh is approximated
where ∂ Ωe ⊂ ∂ Ωh denotes the boundary of one finite element. All elements are
connected by nodes, see Figure 3.1. Together, they build a finite element mesh
that has to be continuous, meaning that no gaps or overlapping elements are
allowed.

Ωe

∂Ω0

Ω0

Figure 3.1: Discretized domain of the body with eight-noded hexahedral elements.

In order to approximate the element geometry Xe, the n nodal coordinates XI

are used to interpolate Xe as

Xe(ξ) =
n∑

I=1

NI(ξ)XI , (3.28)
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where the NI are known as the shape functions. These functions are formulated
in local coordinates ξ = [ ξ, η, ζ ]T which are defined within a standard element Ω∗.
Such an element can have different shapes. In the three-dimensional case, for
example, hexahedrons or tetrahedrons are frequently employed elements. Here-
inafter, only hexahedral elements are taken under consideration. In this case, the
local coordinates of Ω∗ are given by ξ ∈ [−1, 1], η ∈ [−1, 1] and ζ ∈ [−1, 1]. In the
very simplest case, eight linear shape functions are chosen, one function for each
node. The functions used here are known as Lagrange polynomials

NI(ξ) = N̂1(ξ) N̂2(η) N̂3(ζ) =
1

8
(1+ξI ξ)(1+ηI η)(1+ζI ζ) , I = 1, 2, ..., 8 , (3.29)

where ξI = [ ξI , ηI , ζI ]
T denote the I-th node coordinate3, as given in Figure 3.2.

A more comprehensive discussion regarding shape functions is given in Sec-
tion 3.2.3, focusing particularly on the construction of high-order finite elements.

1

2 3

4

5

6

Ω∗

7
8

1

2
3

45

Ωe

6
7

8

η
ξ

ζ

y
x

z

Xe

X
e (ξ

)

Figure 3.2: Physical and local coordinates for an eight-noded hexahedral element.

For the further finite element formulation, it is essential to define a mapping
between Ωe and Ω∗, as illustrated in Figure 3.3. To this end, a transformation
is required that relates the global to the local coordinates. In the following, a
transformation known as isoparametric transformation is utilized, giving the con-
cept its name as isoparametric concept. The advantage of this concept is that the
same shape functions can be used to interpolate the geometry and the primary
field variables.

In order to map quantities between the standard element Ω∗ and Ωe, the Jaco-
bian transformation is introduced. Following the notation of WRIGGERS [171], the

3For example, if I = 1 then ξI = [−1, −1, −1 ]T which leads to

N1(ξ) =
1

8
(1− ξ)(1− η)(1− ζ) (3.30)
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ηξ

ζ

y
x

z
Xe x

e

Ωe

Ωe
t

F e

J e J e
t

Ω∗

Figure 3.3: Isoparametric mapping concept.

Jacobian J e reads

J e = Gradξ X
e(ξ) =

∂

∂ ξ
Xe(ξ) =

n∑
I=1

XI ⊗
∂ NI(ξ)

∂ ξ
(3.31)

which has the important purpose of expressing the derivatives of the shape func-
tions NI with respect to ξ or Xe

∂ NI

∂ ξ
=

∂Xe

∂ ξ

∂ NI

∂Xe = J e ∂ NI

∂Xe , (3.32)

∂ NI

∂Xe =
∂ ξ

∂Xe

∂ NI

∂ ξ
= (J e )−1

∂ NI

∂ ξ
. (3.33)

So far, all relations have been formulated in terms of the material description.
However, they can easily rewritten in spatial coordinates by simply replacing XI

with xI and Xe with xe such that

xe(ξ) =
n∑

I=1

NI(ξ)xI and J e
t = grad ξ x

e(ξ) =
n∑

I=1

xI ⊗
∂ NI(ξ)

∂ ξ
. (3.34)

It makes no difference whether the mapping onto the isoparametric reference
element is carried out from the initial or the current configuration [171]. In this
context, the element deformation gradient F e is introduced

F e = Gradxe =
∂ xe

∂Xe =
n∑

I=1

xI ⊗
∂ NI

∂Xe =
n∑

I=1

xI ⊗
[
(J e)−1

∂ NI

∂Xe

]
(3.35)
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which still is the important measure to relate quantities of the initial configura-
tion to their counterparts in the current configuration. The different configura-
tions are depicted in Figure 3.3. In order to transform quantities between these
configurations, one can conclude that

dxe = J e
t dξ , dXe = J e dξ , F e = J e

t (J
e)−1 (3.36)

holds. For any admissible deformation, it also follows that the determinants je =
detJ e

t > 0, Je = detJ e > 0 and detF e > 0 have to be greater zero.

3.2.2 Discretization of the weak forms

This section focuses on the discretization of the weak formulation of the mechan-
ical, the thermal and the electric field. The primary variables, their virtual coun-
terparts and the corresponding gradients of each field are discretized. For the
mechanical field, the finite element approximation of the displacement vector u
to the exact solution reads

u(ξ) =
n∑

I=1

NI(ξ)uI = N e(ξ)ue , Gradu =
n∑

I=1

uI ⊗
∂ NI(ξ)

∂Xe , (3.37)

δu(ξ) =
n∑

I=1

NI(ξ) δuI = N e(ξ) δue , Grad δu =
n∑

I=1

δuI ⊗
∂ NI(ξ)

∂Xe . (3.38)

For the thermal and the electric field, however, it is necessary to discretize a scalar
– either the temperature or the electric potential.

φ(ξ) =
n∑

I=1

NI(ξ)φI = N e(ξ)φe , δφ(ξ) =
n∑

I=1

NI(ξ) δφI = N e(ξ) δφe ,

(3.39)

Gradφ =
n∑

I=1

∂ NI(ξ)

∂Xe φI = Be(ξ)φe , Grad δφ =
n∑

I=1

∂ NI(ξ)

∂Xe δφI = Be(ξ)δφe .

(3.40)

Therein, the scalar quantity φ can be replaced by the temperature Θ or by the
electric potential ϕ, respectively.

3.2.2.1 Mechanical field

In a first step, the internal virtual work in material description is written as

δWint =

∫
Ω0

∼S · δ∼EdV (3.41)

where the virtual Green-Lagrange strain tensor reads [84]

δ∼E =
1

2

(
∼F
T Grad δ�u+GradT δ�u ∼F

)
. (3.42)
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Using the expression of the discretized deformation gradient Eq. (3.35), and for
the gradient of the virtual displacements Eq. (3.38), the virtual strains δ∼E for one
element can be formulated as

δEe =
1

2

n∑
I=1

[
F e T

(
δuI ⊗

∂ NI(ξ)

∂Xe

)
+

(
∂ NI(ξ)

∂Xe ⊗ δuI

)
F e

]
. (3.43)

Since the strain tensor is symmetric, it has six instead of nine independent com-
ponents. This allows to use the so-called Voigt notation where the components
of the strain tensor are written as δE = (δE11, δE22, δE33, 2δE12, 2δE23, 2δE13)

T

resulting in a 6 × 1 vector. Based on this notation and following [171], it can be
shown that

δEe =
n∑

I=1

BL, I δuI = Be
L δu

e , Be
L =

[
BL, 1 BL, 2 ...Be

L, n

]
, δue =

⎛
⎜⎜⎜⎝
δu1

δu2

...
δun

⎞
⎟⎟⎟⎠ ,

(3.44)

where the strain-displacement matrix BL,I is introduced as

BL, I =

⎡
⎢⎢⎢⎢⎢⎢⎣

F11 NI,X1 F21 NI,X1 F31 NI,X1

F12 NI,X2 F22 NI,X2 F32 NI,X2

F13 NI,X3 F23 NI,X3 F33 NI,X3

F11 NI,X2 + F12 NI,X1 F21 NI,X2 + F22 NI,X1 F31 NI,X2 + F32 NI,X1

F12 NI,X3 + F13 NI,X2 F22 NI,X3 + F23 NI,X2 F32 NI,X3 + F33 NI,X2

F11 NI,X3 + F13 NI,X1 F21 NI,X3 + F23 NI,X1 F31 NI,X3 + F33 NI,X1

⎤
⎥⎥⎥⎥⎥⎥⎦ .

(3.45)

Together with the element stress tensor Se in Voigt notation, one can conclude
that

δWint =

∫
Ω0

δ∼E ·∼S dΩ ≈
nu⋃
e=1

n∑
I=1

δuT
I

∫
Ωe

BT
L, I S

e dΩ =
ne⋃
e=1

δue T

∫
Ωe

Be T
L Se dΩ (3.46)

approximates the internal virtual mechanical work with nu elements. The exter-
nal virtual mechanical works needs to be discretized as well. By a multiplication
with the virtual displacements and an integration over the volume, this can be
accomplished in a straightforward manner:

δWext =

∫
∂ Ωσ

0

�̄T ·δ�u dA+
∫
Ω0

ρ0�b·δ�u dV ≈
nu⋃
e=1

δue T

⎛
⎝∫
∂ Ωe

N e T t̄e dΓ +

∫
Ωe

N e Tbe dΩ

⎞
⎠ ,

(3.47)
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where be is the element body force vector and t̄e the element traction vector. At
equilibrium, it was stated that δWint − δWext = 0 holds and – considering that the
virtual displacements are arbitrary – it follows that

GM(u) =
nu⋃
e=1

⎛
⎝∫

Ωe

Be T
L Se dΩ−

∫
Ωe

N e Tbe dΩ−
∫

∂ Ωe

N e T t̄e dΓ

⎞
⎠ = 0

=
nu⋃
e=1

(we
M(u

e)− pe
M) = wM(u)− pM = 0 .

(3.48)

This equation needs to be linearized with respect to the displacement vector,
since there is a nonlinear dependency between wM and u. To this end, the lin-
earized weak formulation given by Eq. (3.13) is taken under consideration. Fol-
lowing [171], the first contribution can be approximated for one element by∫

Ω0

Grad δ�u ·GradΔ�u ∼S
e dV ≈

n∑
I=1

n∑
J=1

∫
Ωe

(
δuI ⊗

∂ NI

∂Xe

)T (
ΔuJ ⊗ ∂ NJ

∂Xe

)
S dΩ

=
n∑

I=1

n∑
J=1

δue T

∫
Ωe

GT
S,I Ŝ

e GS,J dΩΔue

= δue T

∫
Ωe

Ge T
S Ŝe Ge

S dΩΔue = δue T Ke
S Δue .

(3.49)

Therein, the matrices

GT
S,I =

⎡
⎣NI,X1 NI,X2 NI,X3 0 0 0 0 0 0

0 0 0 NI,X1 NI,X2 NI,X3 0 0 0
0 0 0 0 0 0 NI,X1 NI,X2 NI,X3

⎤
⎦ ,

Ŝe =

⎡
⎣S 0 0
0 S 0
0 0 S

⎤
⎦ and S =

⎡
⎣S11 S12 S13

S21 S22 S23

S31 S32 S33

⎤
⎦

(3.50)

are introduced where the Sij are the components of the second Piola-Kirchhoff
stress tensor and the notation NI,Xi

, i = 1, 2, 3 denotes the derivative of the I-th
shape function with respect to Xi.

The matrix Ke
S in Eq.(3.49) is only related to the current stress, which is why it

is often termed as initial stress matrix. For the second part of the linearization in
Eq. (3.13), one obtains∫

Ω0

δ∼E · ∼CΔ∼E dV ≈
n∑

I=1

n∑
J=1

∫
Ωe

(BL,I δuI)
T Ce BL,J ΔuJ dΩ

= δue T

∫
Ωe

Be T
L CeBe

L dΩΔue .

(3.51)
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Therein, the tensor Ce is the incremental material tensor in Voigt notation. Due
to the symmetry of Ce, it can be viewed as a 6×6 matrix in the three-dimensional
case. Summarizing Eqns. (3.49)-(3.51) delivers for one element

δue T

∫
Ωe

Ge T
S ŜeGe

S+Be T
L CeBe

L dΩΔue = δue T (Ke
S +Ke

C) Δue = δue T Ke
T,M Δue

(3.52)

where KT,M =
⋃nu

e=1 K
e
T,M is the tangential stiffness matrix of the mechanical field.

So far, only the weak form related to the reference configuration has been dis-
cretized. In order to obtain a finite element formulation of the weak form in
spatial description, the discretization can be carried out in the same fashion. A
detailed derivation can be found in [13, 171], for instance, and is not discussed
here.

3.2.2.2 Thermal field

In the following, the weak form of the equation of heat conduction, see Eq.(3.19),
is discretized. Since the thermal field is assumed to be nonlinear, an expression
for the tangential stiffness matrix is required. A comprehensive discussion on the
discretization of the nonlinear heat equation was done by QUINT ET AL. [143].

For one element, using the discretizations given by Eqns. (3.39)–(3.40) leads to

GΘ ≈
∫
Ωe

ρ0 cp(Θ) (N eΘ̇e) (N eδΘe) + (BeδΘe)TΛe
Θ(Θ) (BeΘe) dΩ−

∫
Ωe

[γ(Θ) +Dint(Θ) + ρ0 Rϕ(Θ)] N eδΘe dΩ−
∫

∂ Ωe

Q̄(Θ)N eδΘe dΓ = 0 .

(3.53)

This can be rearranged for the whole domain using nΘ finite elements to

nΘ⋃
e=1

δΘe T

⎛
⎝∫

Ωe

ρ0 cp(Θ)N e TN e dΩ Θ̇e +

∫
Ωe

Be TΛe
Θ(Θ)Be dΩΘe

⎞
⎠ =

nΘ⋃
e=1

δΘe T

⎛
⎝ ∫

∂ Ωe

Q̄(Θ)N e T dΓ +

∫
Ωe

[γ(Θ) +Dint(Θ) + ρ0 Rϕ(Θ)] N e TdΩ

⎞
⎠

(3.54)

or in a very compact notation

MΘ(Θ) Θ̇+KΘ(Θ)Θ = pΘ(Θ) . (3.55)

Therein, the expression MΘ =
⋃nΘ

e=1 M
e
Θ denotes the thermal mass matrix, KΘ =⋃nΘ

e=1 K
e
Θ is the thermal stiffness matrix and pΘ =

⋃nΘ

e=1 p
e
Θ is the thermal load vector

related to one element. Since all of these terms are non-linearly dependent on
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the temperature, a linearization is required to set-up a tangential stiffness matrix
for the thermal field. This can be achieved by means of a discretization of the
incremental quantities ΔΘ and GradΔΘ in the linearized variational formulation
of the thermal field given by Eq. (3.22). This results in

DΘGΘ ·ΔΘ ≈ δΘe T

∫
Ωe

ρ0

(
∂ cp
∂Θ

N eΘ
e −Θe

n

Δt
+ cp

1

Δt

)
N e TN e dΩΔΘe +

δΘe T

∫
Ωe

Be TΛe
Θ Be +Be T ∂Λ

e
Θ

∂Θ
BeΘeN e dΩΔΘe −

δΘe T

∫
Ωe

(
∂ γ

∂Θ
+

∂ Dint

∂Θ
+ ρ0

∂ Rϕ

∂Θ

)
N e TN e dΩΔΘe −

δΘe T

∫
∂ Ωe

∂ Q̄

∂Θ
N e TN e dΓΔΘe .

(3.56)

For the whole domain, this finally leads to

DΘGΘΔΘ ≈
nΘ⋃
e=1

δΘe TKe
T,Θ ΔΘe , (3.57)

where KT,Θ =
⋃nΘ

e=1 K
e
T,Θ is the tangential stiffness matrix of the thermal field.

Special attention shall be placed on the second contribution of Eq. (3.56) which
arises for a temperature-dependence of the heat conduction coefficient. In this
case, the contribution involves the calculation of the product BeΘeN e, leading
to a non-symmetric tangential stiffness matrix. Further reading on the numerical
treatment of the nonlinear heat conduction equation can be found in [143].

3.2.2.3 Electric field

In order to discretize the weak formulation of the electric field, the interpolation
given by Eqns. (3.39)–(3.40) is used. The first part of the weak form (3.25) is
discretized for one element as∫

Ω0

Grad δϕ · ∼Λϕ
Gradϕ dΩ ≈ δϕe T

∫
Ωe

Be TΛe
ϕB

e dΩϕe = δϕe TKe
ϕ ϕ

e , (3.58)

where Ke
ϕ is the element stiffness matrix of the electric field. The element load

vector pe
ϕ of the electric field follows from the second part of Eq. (3.25) and reads∫

∂ Ω0

J̄ δϕ dA ≈ δϕe T

∫
∂ Ωe

J̄ N e T dΓ = δϕe T pe
ϕ . (3.59)

For the whole domain with nϕ finite elements, one obtains

nϕ⋃
e=1

δϕe T

⎛
⎝∫

Ωe

Be TΛe
ϕB

e dΩϕe −
∫

∂ Ωe

J̄ N e T dΓ

⎞
⎠ = 0 . (3.60)
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In a compact notation and taking into account that the virtual electric potential is
arbitrary, this can be written as

Kϕ ϕ = pϕ , (3.61)

where Kϕ =
⋃nϕ

e=1 K
e
ϕ is the electric stiffness matrix and pϕ =

⋃ne

e=1 p
e
ϕ the electric

load vector.
As mentioned in Eq. (3.26), the current density J̄ on the boundary can be linear

in the electric potential. In this case, a constant contribution

Ke
J̄ = −

∫
∂ Ωe

λec N
e TN e dΓ (3.62)

needs to be added to the (element) stiffness matrix.

3.2.2.4 Remarks on the FE formulation of the coupled problem

In view of the further numerical solution, it might be of advantage to write the
equations in a more compact fashion. To this end, the FE equations of the mechan-
ical field Eq. (3.48), the thermal field Eq. (3.55) and the electric field Eq. (3.61) are
written as follows:

GM =
ne⋃
e=1

(we
M(u

e)− pe
M ) = 0 , (3.63)

GΘ =
ne⋃
e=1

(
M e

Θ(Θ) Θ̇e +Ke
Θ(Θ)Θe − pe

Θ(Θ)
)
= 0 , (3.64)

Gϕ =
ne⋃
e=1

(
Ke

ϕ ϕ
e − pe

ϕ

)
= 0 (3.65)

A rigorous partitioned solution approach of the electro-thermo-mechanical prob-
lems is considered. This consequently means that also the FE formulation is given
in a separated manner and that every field can be solved individually by keeping
the discrete solution vectors of the other fields constant.

In addition, a remark on the size of the element matrices and vectors shall be
given. The size depends on the physical degree of freedom nphy of the problem
and on the number of nodes nn of the element. The mass and stiffness matrices
have the dimensions (nphy · nn) × (nphy · nn), and the force vectors are of the di-
mension (nphy · nn). The physical degree of freedom for the mechanical field is
nphy = 3 for the three-dimensional case – and for the thermal as well as for the
electric field, it is nphy = 1. For a linear hexahedral element with nn = 8 nodes,
one can conclude that Ke

M ∈ R24×24 and Ke
Θ ∈ R8×8. However, the size of the

matrices specifically depends on the polynomial degree p which is chosen for
the shape functions. If p is increased, the size of the matrices increases as well.
This issue is discussed in more detail in the following Section 3.2.3, where a brief
summary of high-order finite elements is given.
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3.2.2.5 Temporal discretization

The further numerical solution procedure requires a temporal discretization of
the coupled initial boundary value problem given by Eqns. (3.63)–(3.65). Be-
cause the mechanical and the electric fields are assumed to be quasi-stationary
problems, only the heat equation needs to be discretized in time. To this end, the
global finite element equation of the thermal field (3.64) is rewritten as

Θ̇(t) = M−1 [pΘ −KΘ Θ(t)] = f(Θ, t) with Θ(t0) = Θ0 , (3.66)

and this first-order differential equation is discretized by means of the Euler method
to

Θ̇(t) ≈ Θn+1 −Θn

Δt
= f(Θ, t) +O(Δt2) . (3.67)

Therein, O(Δt2) denotes the error of the method, Δt is the (time-) step size, and
the subscript n refers to the n-th time-step. Neglecting the error, the function
f(Θ, t) can either be evaluated at the time tn

Θn+1 = Θn +Δt f(Θn, tn) , (3.68)

which leads to the explicit Euler method or at tn+1

Θn+1 = Θn +Δt f(Θn+1, tn+1) , (3.69)

leading to the implicit Euler method4. The significant difference between both pos-
sibilities is that a system of equations needs to be solved for the implicit case,
whereas the explicit case allows a direct computation of the new value Θ. This is
due to the fact that the function f(Θn, tn) is simply evaluated for known values
Θn. Since the implicit case is known to be unconditionally stable [10], it is used
here as the standard time integration method. Henceforth, all time-dependent
quantities are discretized using the implicit Euler method.

3.2.3 High-order finite elements

In subsequent numerical examples, the mechanical, thermal and electric fields
are solved with the in-house finite element code AdhoC [45]. Since this code uti-
lizes the p-version of the FEM, some important principles shall be briefly consid-
ered here. In the early 90s, SZABÓ & BABUŠKA [157] conducted pioneering work
on the high-order finite element formulation. During the past years, the p-FEM
was studied in detail, in particular the performance and convergence properties
[157, 158] and the extension to curved and thin-walled structures [43, 42], but
also the application to nonlinear geometric and material behavior [46, 47, 44, 81].
Its applicability has also been demonstrated for compressible metal powder [82],
which is of interest for the simulation of the FAST process. Today, it is known

4In the literature, the explicit case is often referred to as the Euler-forward method, and the
implicit case is known as the Euler-backward method.
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that the p-version has some meaningful advantages over the classical low-order
finite element formulation (h-FEM). For example, it is more robust with respect
to locking effects as well as to geometrical distortion. Additionally, the p-version
can achieve a higher accuracy within the same computational effort.

The main distinguishing feature between the p- and the h-version is manifested
in the order of the shape functions. The classical h-FEM typically involves the
polynomial order p = 1 or p = 2. For the p-version, high-order polynomials are
utilized for the shape functions. In this context, a distinction is made between
Lagrange and hierarchic shape functions. In the one-dimensional case, the standard
Lagrange polynomials are defined by the following formula

Np
i (ξ) =

p+1∏
j=1,j �=i

ξ − ξj
ξi − ξj

, (3.70)

where the nodes ξi can be identified by Np
i (ξj) = δij for the one-dimensional

standard element with Ωe = [−1, 1]. From this definition, one can conclude that
one-dimensional Lagrange elements have nn = p + 1 nodes – and the complete
set of element shape functions changes every polynomial degree. The other con-
cept is based on hierarchic shape functions and were introduced by SZABÓ &
BABUŠKA [157] to

N1(ξ) =
1

2
(1− ξ) , (3.71)

N2(ξ) =
1

2
(1 + ξ) , (3.72)

Ni(ξ) = φi−1(ξ) , i = 3, 4, ..., p+ 1 . (3.73)

Here, N1 and N2 are referred to as the nodal shape functions, and the Ni for i > 2
are known as the internal shape functions or bubble modes. They can be calculated
from

φj(ξ) =

√
2j − 1

2

ξ∫
−1

Lj−1(x) dx =
1√

4j − 2
[Lj(ξ)− Lj−2(ξ)] , j > 1 , (3.74)

where the Lj(ξ) are the orthogonal Legendre polynomials5. In contrast to the La-
grange polynomials, the application of hierarchic shape functions leads to Ni(1) =
Ni(−1) = 0 for i > 2 and, further, hierarchic elements have no internal nodes.
Moreover, all shape functions of polynomial order p − 1 are contained in the
shape function of order p. This allows a very efficient and elegant computer im-
plementation since only one new shape function needs to be added for every new
polynomial degree and since the stiffness matrix becomes hierarchic.

5Legendre polynomials can be evaluated by means of the so-called Rodriguez formula:

Ln(x) =
1

2nn!

dn

dxn
(x2 − 1)n , n = 0, 1, 2, ...
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After the one-dimensional case, an extension to the three-dimensional case for
hexahedral elements is given6. Based on the standard hexahedral element, see
Figure 3.4, the following types of shape functions are introduced [157]:

• Nodal modes are the standard trilinear shape functions, given by

NNi
1,1,1(ξ) =

1

8
(1 + ξi ξ)(1 + ηi η)(1 + ζi ζ) , (3.75)

where ξi is the local coordinate of the i-th node.

• Edge modes are used to describe each of the twelve edges. For example, the
shape function for first edge E1, see Figure 3.4, reads

NE1
i,1,1(ξ) =

1

4
(1− η)(1− ζ)φi(ξ) , i > 1 . (3.76)

• Face modes are defined to describe every single face. For first face F1 in
Figure 3.4, one obtains

NF1
i,j,1(ξ) =

1

2
(1− ζ)φi(ξ)φj(η) , i, j > 1 . (3.77)

• Internal modes are locally defined and vanish at the faces. They read

N int
i,j,k(ξ) = φi(ξ)φj(η)φk(ζ) , i, j, k > 1 . (3.78)

In the previous classification, the indices i, j, k are the polynomial degrees in the
corresponding local direction ξ, η, ζ . To be mentioned here, apart from the dif-
ferent modes, are the ansatz spaces out of which the polynomials are chosen.
There are three different spaces implemented in AdhoC: the trunk space, the ten-
sor product space and the anisotropic tensor product space. For further details and a
comprehensive discussion of the ansatz spaces, the reader is referred to [157, 158].

Comparing the p-version with the h-version of the FEM, there is another dis-
tinguishing feature to be considered, namely the mapping procedure. The p-
FEM reaches convergence by increasing the polynomial degree in a coarse mesh,
whereas h-FEM increases the number of elements to achieve convergence with
mesh refinement. In the latter case, the shape functions can be used to approx-
imate the solution as well as the shape of the elements. This is the well-known
isoparametric mapping concept, as outlined in Section 3.2.1. In order to accu-
rately capture complex geometries and curved boundaries, a different mapping
concept was developed for the p-version. Here, the so-called blending function
method is employed, allowing for a treatment of arbitrary parametric edges and
faces. The mapping function Qe of the element reads

x = Qe(ξ) =
8∑
i

NNi
1,1,1(ξ)X i +

6∑
i=1

f i(ξ) +
12∑
i=1

ei(ξ) (3.79)

6The two-dimensional case – hierarchic shape functions for quadrilaterals – is discussed in [158],
for instance.
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Figure 3.4: Node, face and edge definition of a high-order hexahedral element.

and consists of three parts: The first part denotes the standard isoparametric map-
ping of trilinear shape functions of the eight-noded hexahedrahel element. The
second term is known as the face blending term and allows to map curved element
faces. The third term is referred as edge blending term, taking curved edges into
account. Expressions for f i and ei can be found in the literature, see e.g [19]. For
further reading on three- and two-dimensional mapping concepts for high-order
finite elements, a reference is made to [19, 43].

3.2.4 Numerical integration

So far, the computation of the integrals arising in the weak formulation has not
yet been discussed. However, this is mandatory for setting up a discrete sys-
tem of equations. Since polynomials have been applied for discretization, Gaus-
sian quadrature is used as it allows to integrate polynomials exactly. In the one-
dimensional case, this procedure reads

1∫
−1

f(ξ) dξ ≈
ngp∑
i=1

f(ξi)Wξi . (3.80)

Gaussian quadrature means that an integral can be approximated as follows: The
integrand f(ξ) is evaluated at all quadrature points ξi and multiplied with cor-
responding weighting factors Wξi . The sum over all ngp Gauss points then ap-
proximates the integral. Before the Gaussian quadrature can be applied, a trans-
formation from global into local coordinates needs to be carried out. For a three-
dimensional hexahedral element, one can deduce

∫
Ωe

f(Xe) dΩ =

∫
Ω∗

f(ξ) Je(ξ) dΩ =

1∫
−1

1∫
−1

1∫
−1

f(ξ, η, ζ) Je(ξ, η, ζ) dξ dη dζ (3.81)
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with Ω∗ = [(−1,+1)× (−1,+1)× (−1,+1)] and Je = detJ e. Afterwards, the
Gaussian integration can be applied to approximate the triple integral as

1∫
−1

1∫
−1

1∫
−1

f(ξ) Je(ξ) dξ dη dζ ≈
ngpξ∑
i=1

ngpη∑
j=1

ngpζ∑
k=1

f(ξi, ηj, ζk) J
e(ξi, ηj, ζk)WξiWηjWζk .

(3.82)

This procedure allows to approximate the integration of the finite element ma-
trices and vectors. As a simple example, the element stiffness matrix Ke

ϕ of the
electric field is taken under consideration. Applying Gaussian quadrature leads
to

Ke
ϕ =

∫
Ωe

Be TΛe
ϕB

e dΩ ≈
ngpξ∑
i=1

ngpη∑
j=1

ngpζ∑
k=1

[
Be TΛe

ϕB
e
]∣∣

ξi,ηj ,ζk
Je(ξi, ηj, ζk)WξiWηjWζk .

(3.83)

In this expression, the term
[
Be TΛe

ϕB
e
]∣∣

ξi,ηj ,ζk
needs to be evaluated at the cor-

responding quadrature points. If this is done at all ngp integration points ξgp,
Eq. (3.83) can be rewritten as

Ke
ϕ ≈

ngp∑
ig=1

Be T (ξig)Λ
e
ϕ(ξig)B

e(ξig) J
e(ξig)W (ξig) . (3.84)

For the thermal and the mechanical field, there are more contributions to the stiff-
ness matrix due to their nonlinear nature. In view of the p-version of the finite
element method, the stiffness matrix computation is a crucial part. If the polyno-
mial degree is increased, the computational effort increases drastically. A way to
improve the numerical integration procedure for high-order finite elements can
be found in [83, 115].

3.2.5 Solution of the discrete problem

For the solution of the discrete finite element equations, the Newton-Raphson
procedure is applied to the nonlinear problem. Since the Newton method can
be seen as the standard solution method in the FEM, there are several detailed
descriptions to be found in the literature, see [29, 13, 171] for instance. As it is
also discussed in Chapter 4 in the scope of treating coupled systems, it will first be
introduced very briefly. A nonlinear system of equations is considered, denoted
by G(y) = 0, for instance. The expansion into a Taylor-Series and neglecting all
high-order terms leads to a linear system of equations that is solved repetitively.
In other words, the objective is to compute a new increment Δyi in every i-th
Newton iteration such that the new solution is updated by

yi+1 = yi +Δyi . (3.85)
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The increment can be computed by solving

∂G

∂y

∣∣∣∣
y=yi

Δyi = −G(yi) . (3.86)

The Newton-Raphson iteration is terminated if a certain tolerance criteria, for ex-
ample ‖Δyi‖ < ε, is satisfied. In view of the electric, thermal and mechanical
fields, the general vector y is replaced by the discrete vectors for the electric po-
tential, the temperature or the displacements. Further, the derivative ∂G/∂ y can
be substituted by the tangential stiffness matrix, finally leading to

KT,M|u=ui Δui = −GM(u
i) → ui+1 = ui +Δui , (3.87)

for the mechanical field,

KT,Θ|Θ=Θi ΔΘi = −GΘ(Θ
i) → Θi+1 = Θi +ΔΘi , (3.88)

for the thermal field and

KT, ϕ|ϕ=ϕi Δϕi = −Gϕ(ϕ
i) → ϕi+1 = ϕi +Δϕi , (3.89)

for the electric field. As reported in [10, 171] for instance, the initial iterate of the
Newton method can be an important feature in nonlinear finite element analysis.
An initial iterate that is close to the solution leads to less iterations and therefore
reduces computational effort. Instead of using the converged solution from the
previous time-step, an extrapolated initial guess is used in [75, 141, 126], leading
to promising results. Besides, there are several other possible approaches to im-
prove the Newton-Raphson procedure. A detailed discussion of these methods
is provided in the textbooks of KELLEY [101, 102].

Finally, a remark on the solution of the mechanical field shall be given. For
example, in the computation of inelastic materials, the finite element formulation
can be interpreted as a differential-algebraic equation (DAE) system [72]. Apart
from the displacements u, the internal variables q are the unknowns. Based on
this interpretation, the discrete nonlinear DAE system for the mechanical field
can be written as

GM(u,q) =

{
l(u,q)
g(u,q)

}
= 0 , (3.90)

wherel(u,q) denotes a local system on element level for the computation of the
internal variables and g(u,q) represents a system on global level for the global
equilibrium. Due to this special structure of the system, HARTMANN [72, 73]
and ELLSIEPEN & HARTMANN [48] proposed to use the multilevel-Newton method
(MLNA) in which the local and global parts are treated separately. For a discus-
sion of the MLNA in thermo-mechanically coupled processes, see e.g. [141, 147],
and for electro-thermo-mechanical applications see [146], for instance. Also, the
literature cited in the mentioned articles is able to provide further details.
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3.3 Numerical solution of the surrounding fluid field

This section addresses the numerical treatment of the fluid field, henceforth de-
noted as Σ, which describes the surroundings of the body B. Particularly, the
focus is placed on a numerical solution procedure of the energy equation using
the finite volume method (FVM). Since the conservation of energy in a participat-
ing medium is coupled with other conservation equations, this issue is also ad-
dressed in the following section. In addition, a brief introduction to the solution
algorithm for the coupled fluid equations is given.

3.3.1 Basic concepts and finite volume method

One of the most popular methods used in computational fluid dynamics (CFD) is
the finite volume method (FVM). It is well described in the literature, see textbooks
such as [133, 62, 164, 138]. Here, a brief introduction of some basic concepts will
therefore suffice. The formulation used in the following is strongly oriented to-
wards the work of PATANKAR [133].

In contrast to the finite element method, the FVM utilizes a constant weight
function η = 1 in order to make the mean residual vanish. To achieve this, a
so-called control-volume (CV) formulation is set up. In this formulation, the do-
main of interest is spatially discretized by means of ncv control-volumes or finite
volume cells. In the three-dimensional case, the volume of one CV amounts to
ΔV = ΔxΔyΔz. The main idea is now to integrate the conservation equations
over the control-volumes in such a way that the balance is fulfilled in an integral
sense in every CV. Figure 3.5 shows the division into control-volumes (only for
the one- and the two-dimensional case, for the sake of clarity). Due to the aver-
aging nature of the FVM, the balance equation is fulfilled at the interior nodes,
denoted by P in Figure 3.5. Each point has nn = 2 × ndim neighborhood points,
with ndim ∈ {1, 2, 3} accounting for the dimension of the problem.

In order to identify each neighboring points of P , the compass notation by
PATANKAR [133] is used, where all neighbor points can be identified by the sub-
scripts W, E, S, N, T, B, see also Figure 3.5. The bottom B and top T points
are the remaining compass notation subscripts for the three-dimensional case. In
order to find a discrete system of equations, a mandatory ingredient is to approx-
imate the spatial derivatives of a variable φ by means of its neighboring points.
In the following, central finite differences are used to approximate the derivative
at P by

∂ φ

∂ x

∣∣∣∣
P

≈ φ(x)E − φ(x)W
xE − xW

=
φ(x)E − φ(x)W

δxe + δxw

. (3.91)

For a finite volume formulation, the energy equation Eq. (2.161) is written in
index notation and is integrated over a control-volume∫

V

ρf cpf
∂Θ

∂ t
+ ρf cf vj

∂Θ

∂ xj

− ∂

∂ xj

λΘf

∂Θ

∂ xj

−R dV = 0 , (3.92)
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Figure 3.5: One-dimensional a) and two-dimensional b) control-volume definition and
compass notation of the neighboring points.

where the heat source term R is assumed to be constant. In the scope of the FVM,
the individual terms are approximated as follows: Following PATANKAR [133],
the integral of the in-stationary part is discretized as∫

V

∂Θ

∂ t
dV ≈ ΘP

n+1 −ΘP
n

Δt
ΔV , (3.93)

where the implicit Euler method was used for the time-discretization of the inte-
rior node temperature ΘP . For the convective term, one obtains∫

V

vj
∂Θ

∂ xj

dV = [(v1 Θ)e − (v1 Θ)w]
ΔV

Δx

+ [(v2 Θ)s − (v2 Θ)n]
ΔV

Δy
+ [(v3 Θ)t − (v3 Θ)b]

ΔV

Δz
.

(3.94)

In this part, the terms need to be evaluated at the locations in midway between
two neighbors. For example, in the expression (v1 Θ)e, a temperature between
P and E is required at the location denoted by e, see Figure 3.5. This can be
achieved by using a central difference scheme (CDS), such that the temperature is
approximated by

Θe =
1

2
(ΘP +ΘE) . (3.95)

Another possibility is the so-called upwind scheme, see e.g [133], which is a case-
sensitive procedure with respect to the flow direction:

ve > 0 : Θe = ΘP and ve < 0 : Θe = ΘE (3.96)

If the CDS is employed, the integral in Eq. (3.94) simplifies to∫
V

vj
∂Θ

∂ xj

dV =
[v1
2
(ΘE −ΘW )

] ΔV

Δx
+
[v2
2
(ΘS −ΘN)

] ΔV

Δy
+
[v3
2
(ΘT −ΘB)

] ΔV

Δz
.
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(3.97)

After that, attention is placed on the third part of Eq. (3.92). Integrating over the
control-volume ΔV and assuming a continuous λf leads to

∫
V

∂

∂ xj

λf
∂Θ

∂ xj

dV =λf

[(
∂Θ

∂ x

)
e

−
(
∂Θ

∂ x

)
w

]
ΔV

Δx
+ λf

[(
∂Θ

∂ y

)
s

−
(
∂Θ

∂ y

)
n

]
ΔV

Δy

+ λf

[(
∂Θ

∂ z

)
t

−
(
∂Θ

∂ z

)
b

]
ΔV

Δz

(3.98)

In order to dispose of the derivatives, central finite differences given by Eq. (3.91)
are utilized. For example, if this is applied to the x coordinate at point e, one
obtains

λf

[(
∂Θ

∂ x

)
e

−
(
∂Θ

∂ x

)
w

]
ΔV

Δx
≈ λf

[
ΘE −ΘP

δxe

− ΘP −ΘW

δxw

]
ΔV

Δx
. (3.99)

This can be done analogously for the remaining derivatives in Eq. (3.98). The last
term in the energy equation is the constant heat Its discretization is straightfor-
ward:∫

V

R dV ≈ RP ΔV . (3.100)

Finally, all equations are formulated with respect to the interior volume node P
and its corresponding neighbors. For a finite volume mesh consisting of ncv fi-
nite volumes, this leads to a system of equations that gives an approximation to
the energy equation. For more details, the textbooks [133, 164] are to be recom-
mended, as they also address the treatment of boundary conditions as well as
further schemes to compute the convective term.

3.3.2 Buoyancy-driven flow

During the solution of the energy equation, it was assumed that the fluid field is
known, i.e. the velocity vector �v and the density ρf are given. This is, however, in
general not the case, which is why two other conservation equations need to be
taken into consideration. The first equation is the equation of motion, that describes
the balance of linear momentum (Eq. (2.36)), to obtain the velocity, and the second
is the continuity equation, see Eq. (2.29), for the computation of the density.

The coupling of fluid flow with temperature changes in the fluid field leads to
a phenomenon which is known as Buoyancy-driven flows7. It describes the effect
of induced fluid flow under the presence of gravitational forces in conjunction
with a density that varies with temperature. The corresponding forces drive the

7This effect is also known as natural convection.
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fluid flow and are known as Buoyancy forces. In order to cover all these effects,
the fluid field is described by three coupled conservation equations [133, 62]: The
first equation

ρf
∂ �v

∂ t
+ ρf (grad�v)�v = −grad pf + νf grad (div�v) + �f(ρ,Θ) (3.101)

delivers the velocity �v and is known as the equation of motion. Therein, pf denotes
the fluid pressure, νf is the fluid viscosity and �f is the force vector. The second
equation reads

∂ ρf
∂ t

+ div (ρf �v) = 0 (3.102)

and is known as the continuity equation to obtain the density. Finally, the energy
equation

cpf ρf

(
∂Θ

∂ t
+ �v · gradΘ

)
= div (λΘf

gradΘ) +R (3.103)

is used to compute the temperature. In Eq. (3.101), pf denotes the pressure, and
the vector �f can been seen as a source term that can involve gravity or buoyancy
forces. The interaction between temperature, density and fluid motion is quite a
complex problem, and the numerical solution is a challenging issue. Buoyancy
forces, which are responsible for the fluid motion due to natural convection, can
be approximated by means of the Boussinesq approximation. Therein, the buoyancy
force is related to the temperature difference and the volumetric expansion. It
reads8

�f = ρf βV (Θ−Θ0)�k with βV = − 1

ρf

∂ ρf
∂Θ

∣∣∣∣
pf

, (3.104)

where �k is the gravitation vector and βV is the volumetric thermal expansion
coefficient at constant fluid pressure pf .

Similar to the energy equation, the equation of motion is also discretized by
means of the FVM. Details can be found in many textbooks, see again [133, 164,
138] and the literature cited therein.

Another issue to be mentioned is the treatment of turbulence. Turbulent fluid
flow is characterized by chaotic changes in space and time of fluid properties such
as velocity, density or temperature. In order to cover these effects, the standard k-
ε turbulence model is used – which is known as one of the most common methods
for turbulent flow. A detailed introduction is omitted here, due to the complexity
of the problem. Further reading regarding the modeling of turbulence is given
in the textbooks mentioned above. Apart from that, there are several specialized
works focusing on turbulence and its modelling; a comprehensive introduction
to which is given in [108, 139], for instance.

8See the textbook of Kundu & Cohen [104] p.124 for details on the derivation of the Boussinesq
approximation for liquids and gases.
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3.3.3 Solution algorithm

The previous sections served to address the discrete formulation of the fluid
equations and the coupling between the energy equation Eq. (3.103), the continu-
ity equation Eq. (3.102) as well as the equation of motion Eq. (3.101). However, a
solution requires a special treatment of the pressure gradient pf which occurs in
the equation of motion. There is no equation out of which pf can be computed
directly, so this has to be done in an indirect manner.

For compressible media, the density can be calculated from the continuity equa-
tion which can then further be used to find the pressure by means of the funda-
mental equation of state. This equation relates the pressure pf to the volume V
and the temperature Θ. This can, however, lead to difficulties for incompressible
media. To tackle both compressible and incompressible media with numerical
methods, it is possible to employ a combination of the equation of motion and
the continuity equation, yielding an equation for the pressure. This equation is
known as the pressure equation and reads

div(grad pf) = −div

(
ρf

∂ �v

∂ t
+ ρf (grad�v)�v + νf grad (div�v) + �f

)
. (3.105)

For a detailed derivation of the pressure equation, the textbook of FERZIGER [62]
is recommended.

A special algorithm – referred to as the semi-implicit method for pressure linked
equations, typically abbreviated as the SIMPLE algorithm – serves to solve the
coupled system. This procedure was developed by PATANKAR [134] in the early
1970s. In the subsequent simulations, the fluid solver OpenFOAM9 [130] is ap-
plied. As the package also uses a SIMPLE-based procedure for the computation of
buoyancy-driven turbulent flow, the SIMPLE-algorithm shall be outlined briefly.
Following [134], the general procedure can be summarized as follows:

1. Give an initial guess p∗f for the fluid pressure.

2. Solve the equation of motion using p∗f to obtain the velocity vector �v∗.

3. Solve the pressure-correction equation Eq. (3.105) to obtain the corrected
pressure p′.

4. Calculate the pressure from pf = p′f + p∗f .

5. Correct the velocities �v = �v′ + �v∗ and set p∗f = pf .

6. Solve with given velocity all other equations, for example the energy equa-
tion, to obtain the temperature Θ or all turbulence quantities.

7. Check convergence of the procedure. If not converged, go to step 2) and
repeat until convergence.

9The used OpenFOAM standard solver is the buoyantSimpleRadiationFoam package.
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So far, the SIMPLE algorithm does not include the solution of the radiative trans-
fer equation to obtain the radiative intensity. The impact of thermal radiation ap-
pears as an external heat source in the energy equation, so the computation can
be done during step 6) of the SIMPLE algorithm. In this step, while solving the
energy equation, the radiative source term Rq = ∇ · �qr is assumed to be constant,
i.e. �qr is given and has to be computed by an additional procedure. There exist
several numerical procedures to obtain �qr, which are discussed in the following
section.

3.4 Numerical radiative heat transfer

In this section, three different methods to perform a numerical thermal radiation
analysis are introduced. It is assumed that the temperature on a radiating surface
is known and, moreover, that the radiative heat flux needs to be determined. For
radiation in vacuum, the view factor method is extended to a form that is suitable
for computer implementation. For participating media, two different methods
are presented, namely the discrete ordinate method and the method of spherical har-
monics. Following a brief description of the methods’ principles, they are applied
to a benchmark problem for the sake of verification.

3.4.1 View factor radiation

With respect to an elegant computer implementation of the view factor method
(VFM), the radiative exchange between black surfaces given by Eq. (2.157) is re-
capitulated

qi = Eb,i −
N∑
j=1

Eb,jFi−j −H0i =
N∑
j=1

Fi−j (Eb,i − Eb,j)−H0i . (3.106)

By introducing the Kronecker delta function denoted by δij , one obtains [121]

qi =
N∑
j=1

(δij − Fi−j) Eb,j −H0i with Eb,i =
N∑
j=1

δij Eb,j , (3.107)

which can be rewritten in matrix form

q = Aeb − h0 . (3.108)

Proceeding in a similar way for the radiative exchange between gray, diffuse sur-
faces described by Eq.(2.160) further leads to a system of equations given by

Dq = Aeb − h0 . (3.109)

Therein, the matrices D and A include the view factors and have the following
components

Dij =
δij − Fi−j

εj
+ Fi−j and Aij = δij − Fi−j . (3.110)

https://doi.org/10.51202/9783186345189 - Generiert durch IP 216.73.216.36, am 18.01.2026, 21:45:10. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186345189


72 3. Numerical methods

From this equation, it is possible to calculate the heat fluxes (qi) or the temper-
atures (Eb,i = σsb Θ

4
i ) on every finite surface element Ai. In practical computer

applications, the radiating surfaces between which the energy transfer shall be
computed are discretized in ns finite subsurfaces.

In the next step, the matrices D ∈ Rns×ns and A ∈ Rns×nv are computed. This
requires a view factor evaluation for every single surface element. Since these fac-
tors are only geometric properties depending on the surface orientation and the
distance between two surfaces, they can be calculated efficiently with computers.
The last step implies the solution of the system of equations given by Eq. (3.109),
either for q or for eb.

In the following, the fluid solver OpenFOAM serves to carry out a thermal
radiation analysis in vacuum, enabling the use of view factor radiation. Because
OpenFOAM is a finite volume solver, the space between the radiating surfaces is
discretized by finite volume cells. The boundary of this mesh is then used as the
interface discretization into ns subsurfaces between which the radiation analysis
is carried out.

3.4.2 Method of Spherical Harmonics

The method of spherical harmonics or PN -approximation is a well-known method to
approach the radiative transfer equation in a participating medium. It transforms
the integral and differential equation of radiative transfer (RTE, see Eq. (2.163))
into a set of (N + 1)2 simultaneous partial differential equations. Here, the coef-
ficient N denotes the order of the approximation. First introduced by JEANS [94]
for the one-dimensional case, it was generalized for high-order (N = 3) and three-
dimensions by YANG & MODEST [175, 122]. The great advantage of this method
can be seen in the transformation of the space- and direction-dependent radiative
transfer equation into relatively simply partial differential equations.

The frequently used and most popular method is definitely the lowest order P1-
approximation which is introduced in the following paragraph. Following [175],
the intensity I(�r, �s) is written as a Fourier series, and truncating after the first term
(N = 1) delivers the P1-approximation10

I(�r, �s) ≈
N=1∑
l=0

l∑
m=−l

Iml (�r)Y m
l (�s) ≈ I00Y

0
0 + I−11 Y −11 + I01Y

0
1 + I11Y

1
1 . (3.111)

Therein, Iml (�r) are position-dependent coefficients, and Y m
l (�s) are direction de-

pendent spherical harmonics given by

Y m
n (θ, ψ) =

{
cos(mψ)Pm

n (cos θ) for m ≥ 0 ,
sin(mψ)Pm

n (cos θ) for m ≥ 0 .
(3.112)

Here, the direction vector �s is expressed in the polar (θ) and azimuthal (ψ) angles,

10For N → ∞, the intensity is represented exactly.
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and Pm
n are the so-called associated Legendre polynomials11. Evaluating the spherical

harmonics, Eq.(3.111) can be written as

I(�r, θ, ψ) = I00 (�r) +

⎛
⎝ I01 (�r)
I−11 (�r)
I11 (�r)

⎞
⎠ ·

⎛
⎝sin θ cosψ
sin θ sinψ

cos θ

⎞
⎠ = a(�r) +�b(�r) · �̂s(θ, ψ) . (3.113)

As shown in [121], it has advantages to relate the intensity to physical quantities.
The incident radiative heat flux can be approximated as

G(�r) =

∫
4π

I(�r, �s) dΥ ≈
∫
4π

a(�r) +�b(�r) · �̂s(θ, ψ) dΥ = 4π a(�r) . (3.114)

An approximation to the radiative heat flux vector can be obtained in a very sim-
ilar fashion:

�q(�r) =

∫
4π

I(�r, �s) �̂s dΥ ≈
∫
4π

a(�r) �̂s+�b(�r) · �̂s(θ, ψ) �̂s dΥ = 4/3π�b(�r) . (3.115)

Finally, the intensity can be written in terms of incident radiation and the radia-
tive heat flux vector as

I(�r, �̂s) =
1

4π

[
G(�r) + 3 �q(�r) · �̂s

]
. (3.116)

This relation is substituted into the RTE given by Eq. (2.163) and, further, the re-
sulting expression is multiplied by the first spherical harmonics Y 0

0 . Integrating
over all solid angles eliminates the direction dependency – and some mathemat-
ical rearrangements, following [121], yield an equation for the radiative heat flux

∇ · �q(�r) = κ [4πIb(�r)−G(�r)] . (3.117)

To complete the set of equations, an expression for the incident radiation is needed.
To this end, the RTE is once again multiplied with the remaining spherical har-
monics Y m

1 , m ∈ {−1, 0, 1} and a further integration over all possible directions
finally leads under the assumption if linear-anisotropic scattering to

∇G(�r) = −(3β − A1σs)�q(�r) . (3.118)

Both equations are known as the governing equations for the P1-approximation,
which are now a function of space only. The treatment of boundary conditions
is not discussed here, and it is referred to [175, 122] for more details. In order
to solve the fluid field, the set of equations describing the P1-model needs to be
solved for every control-volume. This can be done with standardized solvers
for the numerical solution of PDEs and is included in the CFD software Open-
FOAM [130].

11The associated Legendre polynomials can be evaluated from the formula

Pm
n (x) = (−1)m

(1− x2)|m|/2

2nn!

dn+|m|

dxn+|m| (x
2 + 1)n .
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3.4.3 Finite Volume Discrete Ordinate Method

The second model for numerical radiative heat transfer in participating media is a
combination of the finite volume and the so-called discrete ordinate method (DOM),
henceforth denoted as finite volume discrete ordinate method (fvDOM). Similar to
the PN -approximation, it transforms the RTE into a set of N PDEs and is often
referred to as SN -approximation.

First, the DOM was proposed by CHANDRASEKHAR in [25]. Generally, the pro-
cedure is based on a discretization of the directional dependence by means of
finite differences and on solving the RTE with respect to a set of N discrete direc-
tions for the total solid angle of 4π. However, this can also be done by using finite
solid angle volumes leading to the name finite volume discrete ordinate method.
Using a control-volume formulation has several advantages since modern CFD
solvers are based on such a discretization and therefore, the extension to discrete
directions can be done elegantly. A complete introduction to the fvDOM is given
in [27], for instance.

An absorbing, emitting and anisotropically scattering medium is considered,
for which the change of intensity is described by the RTE. In the discrete ordinate
method (DOM), the integrals of the intensity over the solid angle are approxi-
mated by numerical quadrature. If the direction is discretized by �̂si, i = 1, 2, ..., n
discrete ordinates, the heat flux can be expressed as

�q(�r) =

∫
4π

I(�r, �s)�s dΥ ≈
n∑

i=1

γi Ii(�r)�si. (3.119)

Therein, the coefficients γi are the quadrature weights. Proceeding in the same
fashion allows to write the incident radiation as

G(�r) =

∫
4π

I(�r, �s) dΥ ≈
n∑

i=1

γi Ii(�r) . (3.120)

In order to perform the numerical quadrature, the discrete directions need to be
linked with the corresponding weights. This can be accomplished by a discretiza-
tion of the direction using so-called direction cosines ui, vi, wi such that

�si = ui�e1 + vi�e2 + wi�e3 (3.121)

holds. Therein, the �e are the unit vectors in the corresponding global x, y, z di-
rection. There is a weight factor γi for every direction cosine. Several quadrature
schemes have been developed and are discussed in [121], see also the literature
cited therein. Different sets of directions and weights can be chosen. The simplest
case utilizes N = 2 direction cosines in every principle direction. In the end, this
leads to a total number of n = N(N + 2) = 8 different directions, each described
by one equation. Here, the S2-approximation leads to weight factors that are con-
stant γ = π/2 and the ordinates are also constant ui = vi = wi = π/6. It is to
be mentioned that increasing the order of the scheme causes a drastic increase in
computational effort.
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In the next step, the RTE can be approximated under the assumption of linear
scattering by means of a set of n discrete equations to [121]

�si · ∇Ii + β Ii = κ Ib +
σs

4π
[G(�r) + A1 �q(�r) · �si]

= κ Ib +
σs

4π

n∑
j=1

γj Ij [1 + A1�sj · �si] , i = 1, 2, ..., n .
(3.122)

Since G and �q are typically unknowns, the general, iterative solution procedure
reads as follows: Starting with an initial guess for G and �q, the intensities Ii are
determined from Eq. (3.122). Then, the incident radiation and the radiative heat
flux is updated and the procedure is repeated until convergence.

In the scope of computing numerical solutions, a finite volume formulation of
Eq. (3.122) is desired. To this end, the source term on the right hand side in this
equation is abbreviated by Ri. Thus, an integration of discrete ordinate equation
Eq. (3.122) over the control-volume ΔV gives for i = 1, 2, ..., n direction cosine �si∫

V

�si · ∇Ii + β Ii dV =

∫
V

ui
∂ Ii
∂ x

+ vi
∂ Ii
∂ y

+wi
∂ Ii
∂ z

+ β Ii dV =

∫
V

Ri dV , (3.123)

which can be expressed in a discrete manner as [27]

ui(Iei−Iwi
)
ΔV

Δx
+vi(Ini

−Isi)
ΔV

Δy
+wi(Iti−Ibi)

ΔV

Δz
+β IPi

ΔV = RPi
ΔV . (3.124)

This equation is formulated in the compass notation, as used in the previous sec-
tion for the discretization of the energy equation, for example. Finally, Eq. (3.124)
can be recast into a system of equations to compute the intensity at every CV.
However, i = 1, 2, ..., n equations need to be taken into consideration for every
finite volume cell. As known from the literature, the usage of discrete ordinates
has some drawbacks. For example, it does not generally ensure radiative energy
conservation [121]. To this end, a fully finite volume approach has been devel-
oped in which the integration of the RTE is performed over a control-volume and
also over a control solid angle. This control solid angle is typically a unit sphere
with 4π. For more details and further reading, it is referred to literature such as
[121, 86, 27].

3.4.4 Benchmark analysis for participating media

In this section, the P1-approximation and the fvDOM shall be compared to ana-
lytic solutions of radiative heat transfer in participating media. To this end, the
focus lies on two parallel and infinitely long walls, facing each other directly at
the distance d. The radiating wall surfaces have the temperatures Θ1 and Θ2 and
feature different emission coefficients, ε1 and ε2, as given in Table 3.1. The space
between the walls is filled with a participating medium, see Figure 3.6. Since it
is only the energy transfer by thermal radiation that is to be studied, the other

https://doi.org/10.51202/9783186345189 - Generiert durch IP 216.73.216.36, am 18.01.2026, 21:45:10. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186345189


76 3. Numerical methods

transfer modes – convection and conduction – are suppressed. This can be ac-
complished by setting the gravitation to zero �g = 0 and by neglecting turbulence
to avoid natural convection. Further, the heat conduction coefficient of the fluid
is set to λΘ → 0, which leads to a suppression of thermal conduction in the fluid.
The two-dimensional fluid domain ΩΣ

t is discretized by 40×40 finite volume cells.
With respect to the fvDOM, the direction angles are discretized by means of 24
discrete ordinates.

In the following, the results are presented using the dimensionless quantities

Φb =
Θ4(x)−Θ4

2

Θ4
1 −Θ4

2

and Ψb =
qr

σsb(Θ4
1 −Θ4

2)
(3.125)

related to the temperature (Φb) and to the wall heat flux (Ψb). In Figure 3.7(a),
Φb is plotted against the dimensionless parameter h = x/d for different optical
thicknesses κD = α d and κ ∈ {10, 2, 1} where α is the absorption coefficient.

x

d

Θ2, ε2

Θ1, ε1

Figure 3.6: Schematic sketch of two infinitely long
radiating plates filled with a participat-
ing medium.

Θ1 200 K
Θ2 100 K
ε1 1.0 -
ε2 1.0 -
λΘ ≈ 0 J/Kg K
σsb 5.67·10−8 W/m2 K4

Table 3.1: Geometrical and
physical set-up.

Both the P1-method and the fvDOM show a good agreement with the ana-
lytic solution of HEASLET ET AL. [78]. However, for a low optical thickness,
the P1-approximation loses accuracy – which is in agreement with the literature,
see [121]. Thus, if the problem under consideration deals with small optical thick-
nesses, it is recommended to use the fvDOM since the P1-methods tends to un-
derestimates the temperature slightly. However, it is remarkable that for the fv-
DOM, the computational effort is much higher than compared to the P1-method.
For this example, it shall be mentioned that the computation time is increased by
a factor of 12 in of the case κD = 10.0.

Further, the dimensionless parameter Ψb is plotted over the optical thickness
and compared to the analytic results given by HEASLET ET AL. [78]. Again, the
results show a good agreement of the fvDOM with the analytic solution, whereas
the P1-method results in a slight overestimation of the heat flux.
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Figure 3.7: Results of the P1-method and the fvDOM compared to analytic results given
by Heaslet et al. [78].

3.4.5 Remark on numerical radiative heat transfer in a coupled
multi-field analysis

This section provides some concluding remarks on the application of the different
radiation models in a multi-physical context. Here, it is assumed that a body B
with radiating surfaces is coupled with the surrounding radiation field Σ.

To begin with, radiation in vacuum using the view factor method is taken into
consideration. According to the Dirichlet-Neumann coupling formulation given
in Section 2.3.4, the coupling procedure reads as follows: First, the surface tem-
perature and displacements of a body are transferred to the radiation solver, fol-
lowed by the calculation of the view factors based on the current configuration.
Then, Eq. (3.109) is solved to determine the radiative heat flux on the coupling
surface and transferred back to the thermal field. This procedure needs to be
repeated in every coupling iteration, as illustrated in Figure 3.8.

Get Θk
s

Get uk
s

Update ΩΣ
t

Compute F k
i−j

Solve for qk

Ck qk = Ak ekb − hk
0

Send qk

Figure 3.8: Sequence of the VFM in a partitioned multi-physics framework.

For the case of a participating medium, the procedure is slightly different from
that, see Figure 3.9. After the configuration update of the fluid domain ΩΣ

t based
on the current deformation of the body B, the energy equation of the fluid field
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is solved using the temperature on the surface as a new boundary condition, fol-
lowed by solving the RTE using the P1-method or the fvDOM. Since both equa-
tions are coupled, several iterations are required. If balance between the energy
equation and the RTE is accomplished, the new heat flux on the coupling domain
is transferred to the thermal field. This procedure is repeated in every coupling
iteration too.

Get Θk
s

Get uk
s

Update ΩΣ
t

Solve Fluid Field with
SIMPLE Algorithm

Solve RTE with
P1 or fvDOM

Send qk

Iterate

Figure 3.9: Sequence of the P1-method and the fvDOM in a partitioned multi-physics
framework.
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CHAPTER4
Solution of coupled problems

This chapter focuses on an in-depth discussion on solving coupled multi-field
problems, paying special attention to partitioned solution strategies. After a
comparison with monolithic schemes, algorithms to improve the convergence
by means of acceleration methods are proposed and concepts for an energy-
conserving data transfer are introduced. Finally, global coupling strategies on the
example of volume- and surface-coupled problems are devised and some aspects
of computer implementation are addressed.

4.1 Coupling algorithms: an introduction

Research on coupling algorithms for multi-field coupled problems has a long
tradition in computational mechanics. It is especially classical issues such as
thermo-mechanical problems or fluid-structure interaction that provide the mo-
tivation for the development of advanced algorithms and procedures. Besides,
several other multi-physics phenomena are taken under investigation, for ex-
ample electro-thermo-mechanics [76, 149, 51], chemical-thermo-mechanics [181],
electro-(magneto)-mechanics [160, 113, 40] or thermal-fluid-structure interaction
[12, 137], to name a few.

In all these examples, the question how to solve coupled problems like this
leads to a decision between a monolithic or partitioned scheme. Based on the
monolithic approach, it is possible to obtain a solution simultaneously in one step
during each time increment – while the partitioned approach requires several
coupling iterations to reach a result. Both approaches have different properties
as well as advantages and disadvantages over the other. This will be discussed
in the following section. In order to provide a very general description of both
approaches, the coupled physical problem is first reduced to a nonlinear system
of equations on an abstract level. This is motivated by the assumption that a
spatial and also a temporal discretization of the physical fields have been carried
out. Thus, a nonlinear and coupled problem, described by nf discrete systems of
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equations, can be formulated as

G1(z1, z2, ..., znf
) = 0 , G1 : R

d1 → Rd1

G2(z1, z2, ..., znf
) = 0 , G2 : R

d2 → Rd2

...
Gnf

(z1, z2, ..., znf
) = 0 , Gnf

: Rdnf → Rdnf .

(4.1)

The global, discrete nonlinear system is finally written in a compact fashion as

G(z) = 0 , G : Rd → Rd , (4.2)

where the global solution vector z = (z1, z2, ..., znf
)T includes the variables of nf

physical fields. For the sake of clarity and also to avoid confusions, a remark on
the used sub- and superscripts shall be given: Subscript n, which refers to the n-th
time-step, is used for the temporal discretization. The case in which the subscript
is dropped always refers to the current time-step. Further, the superscript k is
utilized, referring to the k-th coupling iteration. All other notations are explicitly
mentioned in the text.

4.1.1 Monolithic formulation

The monolithic approach solves G(z) = 0 simultaneously by means of the Newton-
Raphson procedure

∂G

∂z

∣∣∣∣
z=zk

Δzk = −G(zk) with Δzk = zk+1 − zk. (4.3)

If ‖G(zk+1)‖ ≤ tol, the procedure converged successfully. The required lineariza-
tion of the fully nonlinear system leads to

∂G

∂z
=

⎛
⎜⎜⎝

∂G1

∂z1
. . .

∂Gnf

∂z1
...

. . .
...

∂G1

∂znf
. . .

∂Gnf

∂znf

⎞
⎟⎟⎠ . (4.4)

The coupling algorithm is generally embedded in a time integration procedure, as
shown in Figure 4.1. This consequently means that a monolithic approach con-
sists of two loops: an outer time-stepping loop and an inner Newton-Raphson
iteration loop that can be seen as the coupling iteration loop. The main advan-
tage of this procedure over the partitioned scheme is the unconditional stability1

and, further, it can reach quadratic convergence rates of the Newton-Raphson
procedure. On the other hand, this scheme has some drawbacks. First of all, the
consistent linearization will lead to cross-derivatives, i.e. every field needs to lin-
earized with respect to the variables of the other fields. Apart from complicated

1In fact, this does not mean that the monolithic scheme convergences in any case. It is said to
be unconditionally stable when applying an implicit time integration procedure [3].
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tn

Solve Full System
with Newtons’ method

∂G

∂z

∣∣∣∣
z=zk

Δzk = −G(zk)

zk+1 = zk + Δzk

New Iteration

tn+1

Check Convergence
If ‖G(zk+1)‖ ≤ tol
→ zn+1 = zk+1

zn zn+1

If not converged

zk = zk+1

Figure 4.1: Monolithic solution strategy.

derivatives, which may be difficult to compute, the global system matrix required
for the Newton-Raphson procedure might become extremely large and also un-
symmetrical. For some cases, the numerical effort might be extensive, and the
overall simulation run-time will turn out too high. Another restriction is given
by the fact that black box solvers cannot be used in a monolithic scheme. This
leads to approaches that are not very flexible – ruling out, for example, combina-
tions of different software products or the use of different discretization schemes.

Nevertheless, this approach is widely used in computational multi-physics,
and it is in particular applied to thermo-mechanical problems. A comparison
of a monolithic and a partitioned approach for thermo-mechanics can be found
in [30], the example of small-strain thermo-viscoplasticity is considered in [147],
where a detailed study on both algorithms was carried out based on a multi-level
Newton algorithm. Thermo-plasticity is also considered in [142] and for finite
strain thermoelasticity, reference is made to [70].

Further examples for other multi-physics problems that were solved simulta-
neously are, for example, fluid-structure interaction problems. A performance
analysis and comparison between a monolithic and a partitioned approach was
carried out by DEGROOTE ET AL. [36] and HEIL ET AL. [80]. For more details con-
cerning the treatment of FSI problems in a simultaneous manner, the interested
reader is referred to [79, 87, 61, 167] and the literature cited therein.

4.1.2 Partitioned formulation

Apart from monolithic approaches, it is possible to employ a partitioned formu-
lation that treats every field individually. This means that the coupled problem
is divided into an iteration of nf subproblems with repetitive data exchange. The
nonlinear subproblems are solved using the Newton-Raphson procedure, while
keeping the variables of the other fields constant. Iterating between the fields is
repeated until they are balanced, i.e. until a certain tolerance criterion is reached.
The general strategy of the partitioned scheme concerning the example of nf = 3
fields is depicted in Figure 4.2. A partitioned solution of G(z) = 0 basically ends
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up in the following formulation: The application of Newton’s method to solve
the first subproblem G1(z1, z

k
2, z

k
3) = 0 leads to

∂G1

∂z1

∣∣∣∣
z1=zi1

Δzi1 = −G1(z
i
1, z

k
2, ..., z

k
nf
) with Δzi1 = zi+1

1 − zi1

If ‖G1(z
i+1
1 , zk2, ..., z

k
nf
)‖ ≤ tol set zi+1

1 → zk+1
1 ,

(4.5)

followed by the second nonlinear subproblem G2(z
k+1
1 , z2, z

k
3) = 0

∂G2

∂z2

∣∣∣∣
z2=zi2

Δzi2 = −G2(z
k+1
1 , zi2, z

k
nf
) with Δzi2 = zi+1

2 − zi2

If ‖G2(z
k+1
1 , zi+1

2 , zknf
)‖ ≤ tol set zi+1

2 → zk+1
2 ,

(4.6)

and proceeding for the third problem G3(z
k+1
1 , zk+1

2 , z3) = 0 in the same manner
leads to

∂G3

∂z3

∣∣∣∣
z3=zi3

Δzi3 = −G3(z
k+1
1 , zk+1

2 , zi3) with Δzi3 = zi+1
3 − zi3

If ‖G3(z
k+1
1 , zk+1

2 , zi+1
3 )‖ ≤ tol set zi+1

3 → zk+1
3 .

(4.7)

In this context, the superscript i is related to the local Newton iteration of each
subproblem and k to the partitioned coupling iteration. The iteration process is
converged successfully if the k-th coupling iteration reaches ‖G(zk+1)‖ ≤ tol. In
contrast to the monolithic procedure, a partitioned approach requires three loops:
an outer loop for the time-stepping procedure, one global coupling iteration loop
and one local Newton-Raphson iteration loop for every field.

tn
Solve First Field

G1(z1, z
k
2 , z

k
3) = 0

Solve Second Field

G2(z
k+1
1 , z2, z

k
3) = 0

Solve Third Field

G3(z
k+1
1 , zk+1

2 , z3) = 0

Check Convergence
If ‖G(zk+1)‖ ≤ tol
→ zn+1 = zk+1

tn+1

New Iteration

zn

zk+1
1

zk+1
2

zk+1 = [zk+1
1 , zk+1

2 , zk+1
3 ]T

If not converged

zk = zk+1

k = k + 1

zn+1

Figure 4.2: General sequential solution strategy after the partition into three subfields.

To avoid confusions regarding the literature, it is of advantage to distinguish
between implicit and explicit coupling strategies. In this context, an implicit cou-
pling algorithm is typically applied to problems that involve a tight coupling
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between the fields. Problems that are only loosely coupled can be treated with
an explicit scheme, i.e. iterating between the fields is neglected. In the literature,
see [60, 178, 58] for instance, this procedure is typically denoted as a staggered, sin-
gle staggered or one-pass scheme. Referring to this expression, the implicit case can
accordingly be denoted as a multiple staggered scheme. In many research papers,
these definitions are not clearly explained – which may lead to misinterpretations,
especially in cases using the term staggered.

A decision for a partitioned coupling scheme may have advantages over the si-
multaneous strategy: First of all, a separation into several subproblems offers the
possibility to employ different solvers, time-steps and discretization schemes. In
other words, the partitioned approach is much more flexible than its monolithic
counterpart. Other reasons to follow this strategy can be seen in the fact that no
cross-derivatives have to be computed and that the system matrices are much
smaller. All these benefits come at the expense of the following points:

• Unconditional stability of the algorithm cannot be guaranteed in general,
even if an implicit time-integration procedure is chosen for the subprob-
lems [3]. To circumvent this drawback, a lot of research has been con-
ducted to develop methods and algorithms to retain a stable algorithm.
Early pioneering work goes back to the 1970s and 1980s, see FELIPPA ET AL.
(1977) [60], PARK & FELIPPA (1983) [132], FELIPPA & GEERS (1988) [59]
and ZIENKIEWICZ ET AL. (1988) [178] for instance, and it remains an active
field of research until today.

• In the case of strongly coupled problems, too many iterations might be
needed to achieve a sufficient accuracy. This can lead to a drastic increase
in computational costs. In order to improve the convergence properties,
several methods have been employed, usually developed to tackle surface-
coupled fluid-structure interaction problems. A good overview and com-
parison of recently used procedures in FSI applications can be found in [119,
37], for instance.

• An accurate data transfer between the fields involved has to be guaran-
teed. Computations that are performed on the same mesh do not require
any transfer concept since the data transfer points of the coupling domains
have matching coordinates. Classical candidates might be volumetrically
coupled problems such as thermomechanics. Non-matching meshes can
appear, for instance, in fluid-structure or thermal-radiation interaction –
which are typical surface-coupled problems. Generally, all computations
that deal with non-matching coordinates need an additional mapping con-
cept to transfer the data between the coupling domains. Examples of these
concepts can be found in [57, 41, 14, 67, 34].

In the following sections, attention is devoted to these challenges, and possibili-
ties to circumvent such drawbacks are discussed. To begin with, however, several
mathematical procedures to formulate and to interpret a coupled system shall be
introduced. These procedures can be used to attain a decoupled formulation and
to increase the chances for a stable partitioned coupling approach.
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4.1.2.1 Gauss-Seidel method and fixed-point iteration

The general procedure to treat a coupled problem in a partitioned manner has
roughly been outlined by Eqns.(4.5)–(4.7). Proceeding in this way corresponds
to the block Gauss-Seidel method which is the commonly used coupling strategy
in FSI, see [170, 97, 38]. For the sake of simplicity, the statements are restricted to
two coupled fields. In discretized form, this can be written as

G(y, z) =

[
G1(y, z)
G2(y, z)

]
= 0 . (4.8)

The first equation is solved for y with given values for z, followed by the second
equation to compute z, for which y is known. However, this can also be formu-
lated as a fixed-point iteration or root-finding formulation, see [37] for instance, to
directly extract the solution vectors

y = F(z) ,

z = G(y)
(4.9)

in which F and G are so-called solution operators for z or y respectively. These
operators can also be seen as an abstract formulation for black-box solvers that
calculate the sought variable in dependence of the respective other. Formula-
tion (4.9) can be rewritten to

z = G (F(z)) . (4.10)

Both solvers are called alternately, meaning that the new solution zk+1 is a func-
tion of the actual solution zk and iterating between both fields until

Rk = G
(
F(zk)

)
− zk = 0 (4.11)

holds. In this equation, R denotes the residual operator. An algorithmic sketch of
the Gauss-Seidel procedure is given in Algorithm A-1. For numerical reasons, the
iteration is performed until a certain tolerance is satisfied. A possible convergence
criterion is to relate the discrete, current residual to the very first one so that
iterating is terminated if

Λk < εΛ0 (4.12)

is achieved. Therein, ε is a small value denoting the tolerance criterion, and

Λk = ||rk|| = ||zk+1 − zk|| (4.13)

is the iteration residual at the k-th iteration.

4.1.2.2 Operator splitting methodology

Operator splitting techniques are mathematical procedures to decompose a sys-
tem of coupled partial differential equations into simpler subproblems. It goes
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Algorithm A-1 Algorithmic formulation of the block Gauss-Seidel method.
Initialize: k = 0; z0 = zn
1: while ||rk|| > ε‖r0‖ do
2: yk+1 = F(zk)
3: zk+1 = G

(
yk+1

)
4: rk = zk+1 − zk

5: k = k + 1
6: end while
7: Go to next time-step: set tn+1 = tn +Δt and zn = zk+1

back to the 1950s and is often denoted as a fractional step method [174]. Much
effort has been conducted to enhance operator split methods, and different im-
provements from recent years can be found in [53, 55, 65]. To begin with, a simple
and arbitrary nonlinear system given by

ż(t) = A(z) , z(t = 0) = z0 (4.14)

is taken under consideration, where A defines a nonlinear operator. For multi-
physical problems, this operator represents different dependencies and physical
effects between the fields. Operator splitting means, according to [66], that A is
divided into N = p+ 1 sub-operators such that

A = A1 +A2 + ... +AN =
N∑
i=1

Ai , (4.15)

where the order of the method is given by p. For the widely used case that p = 1
holds, the first-order accurate operator split A = A1 +A2 is obtained.

After splitting the operator, the time interval is divided into sub-intervals (time-
steps) and linked over the initial conditions. The general procedure is then as
follows: First, the problem is solved using the first operator A1 with the original
initial condition. After that, the solution is taken as the initial condition at the end
of the time-step for the second problem where A2 is employed. Accordingly, for
the time interval [tn, tn+1], this results in

ż1 = A1(z1) , z1(tn) = zn , ż2 = A2(z2) , z2(tn) = z1(tn+1) (4.16)

with zn+1 = z2(tn+1). Proceeding in this manner is known as sequential splitting
[53], which can be viewed in the partitioned solution context as – according to the
definitions of Section 4.1.2 – an explicit coupling scheme. Iterated splitting is also
possible, see e.g. [54, 66], and is comparable to an implicit coupling procedure.

A well-known application of operator splitting to multi-physical problems was
carried out by SIMO & MIEHE [153] who considered thermo-mechanical inter-
action. They introduced the so-called isothermal split which divides the coupled
problem into an isothermal mechanical phase at constant temperature and a sub-
sequent conduction step on a fixed configuration. For a thermo-elastic analysis,
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the coupled system of PDEs is written in operator notation. Following [153], it
reads

ż(t) = A(�χ( �X, t),Θ( �X, t)) →

⎧⎨
⎩

�̇χ

�̇v

Θ̇

⎫⎬
⎭ =

⎧⎨
⎩

�v
1
ρ0
Div ∼P(�χ,Θ)

− 1
cΘ ρ0

Div �Q(�χ,Θ) + 1
cΘ

γ(�χ,Θ)

⎫⎬
⎭ .

(4.17)

Employing an operator split A = AM + AΘ leads to a mechanical part and a
thermal part

AM =

⎧⎨
⎩

�v
1
ρ0
Div ∼P(�χ,Θ)

0

⎫⎬
⎭ and AΘ =

⎧⎪⎨
⎪⎩

�0
�0

− 1
cΘ ρ0

Div �Q(�χ,Θ) + 1
cΘ

γ(�χ,Θ)

⎫⎪⎬
⎪⎭ (4.18)

that are described by the balance of linear momentum Eq. (2.37) and by the equa-
tion of heat conduction, see Eq. (2.88). Here, the operator split allows to de-
couple the physical fields and is applied prior to the discretization. This allows,
for example, to discretize both fields independently of each other with different
schemes or methods.

There are many articles related to the stability of those algorithms, and in the
textbook of YANENKO [174], it is stated that this split is unconditionally stable if
and only if the matrices of the discretized counterparts to the operators Ai are
positive-definite. This issue was also discussed by ARMERO & SIMO [3], here
with special respect to thermo-elastically coupled systems. It was shown that
problems with strong coupling between the fields might be unstable even if the
sub-problems are stable. To this end, they proposed to use an adiabatic split –
demonstrated in [3] to be unconditionally stable when applying implicit time-
stepping – in which the splitting procedure leads to

ż =

⎧⎨
⎩

�̇χ

�̇v

Θ ξ̇

⎫⎬
⎭ , AM =

⎧⎨
⎩

�v
1
ρ0
Div ∼P(�χ,Θ)

0

⎫⎬
⎭ and AΘ =

⎧⎪⎨
⎪⎩

�0
�0

− 1
ρ0
Div �Q(�χ,Θ)

⎫⎪⎬
⎪⎭ .

(4.19)

Applying this split means that an adiabatic problem is solved to begin with, keep-
ing the entropy ξ(�χ,Θ) constant, followed by a heat conduction phase. In contrast
to the isothermal split, the adiabatic split is formulated by means of the energy
equation, see Eq. (2.82), to describe the thermal field.

The consequences of this split become apparent when considering aspects of
the numerical implementation with finite elements. During the mechanical phase,
one has to take into account that Θξ̇ = 0, which needs to be enforced in strong
form, holds. In consequence, this means that a nonlinear equation has to be
solved locally to begin with. More precisely, a so-called intermediate tempera-
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ture has to be computed at every integration point in order to treat the balance of
momentum in the weak form2.

The obvious drawback of this split is that it is either necessary to implement the
adiabatic split before it can be used, or at least to modify an existing code. Thus,
for the vast majority of finite element codes, it not possible to apply this splitting
procedure to a black box solver off the cuff. However, this split is unconditionally
stable and can also be applied to finite strain thermoplasticity [4]. Further details
regarding an efficient numerical implementation can also be found in [3].

4.2 Convergence acceeleration and stabilization

As reported in the beginning of this chapter, the main drawback of a partitioned
approach can be seen in its only conditional stability. Moreover, to avoid poor
convergence rates or divergent behavior during iteration, several external meth-
ods can be employed to improve both the chances for stability and the conver-
gence properties. These methods are henceforth denoted as external acceleration
methods as they operate independently of the field solver. This has the advantage
that the relating solver code must not be modified.

4.2.1 Vector prediction

The key feature of an efficient partitioned solution strategy is to balance all fields
involved in as few iterations as possible. Thus, if the iterative coupling process
is initialized at the beginning of every time-step with an initial guess that is close
to the sought solution, equilibrium will be achieved faster. In order to determine
an appropriate initial guess, converged solutions from previous time-steps are
taken into consideration. They are used to predict the starting value by means of
extrapolation methods. In [50] for instance, the prediction is based on polynomial
vector extrapolation, allowing to incorporate data from m = p + 1 older time-
steps. Another advantage is that this method is applicable to cases in which the
time increment is adapted to the problem and therefore might change during
simulation.

For a predictor of the polynomial order p, information from m = p+1 time-steps
is needed. The components of the predicted initial guess z∗ are extrapolated out
of the following polynomial

z∗i = c0 + c1 t+ c2 t
2 + ...cp t

p =

p∑
j=0

cj t
j . (4.20)

In this equation, the extrapolation coefficients cj are unknown and have to be
determined. To this end, the results of m previous time-steps are taken, leading

2Being more specific, this intermediate temperature can be calculated by solving the ordinary
differential equation Θξ̇ = 0. The constitutive assumption for the entropy ξ = −∂Ψ/∂Θ is derived
in Section 2.1.3.2. Further, this relation is also employed during the heat conduction phase.
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to the following system of equations for the i-th component of the data vector z:

p∑
j=0

cj t
j
n = (zn)i , → Ac = b (4.21)

with

A =

⎛
⎜⎜⎜⎝
1 t0 t20 . . . tp0
1 t1 t21 . . . tp1
...

...
...

. . .
...

1 tm t2m . . . tpm

⎞
⎟⎟⎟⎠ , c =

⎛
⎜⎜⎜⎝

c0
c1
...
cm

⎞
⎟⎟⎟⎠ , b =

⎛
⎜⎜⎜⎝

(z0)i
(z1)i
...

(zm)i

⎞
⎟⎟⎟⎠ , m = p+1 . (4.22)

In general, this system of equations has to be solved for all components at the
beginning of every time-step. Since the matrix A ∈ Rm×m is equivalent for all
components, it is enough to compute its inverse once. Afterwards the coefficient
vector c ∈ Rm can be computed by a simple vector-matrix multiplication. It has
to be noticed that A is small since m = p + 1 because the polynomial order is
usually between p = 1 and p = 4. Additionally, in the case where a constant time-
step size is chosen, the difference between two instants of time Δt = tn − tn−1
is constant. This simplifies the procedure considerably, and the predicted values
can be directly computed by

p = 1 : z∗ = 2 zn − zn−1 , (4.23)
p = 2 : z∗ = 3 zn − 3 zn−1 + zn−2 . (4.24)

Besides, there are several other possibilities to predict the starting value. DEG-
ROOTE ET AL. [36] employed a second-order predictor of the form

z∗ =
1

2
(5 zn − 4zn−1 + zn−2) , (4.25)

BRÄNDLI [15] mentions a least-square fit procedure that allows to consider more
than the m = p + 1 time-steps, while PIPERNO [136] also takes the velocities into
account, resulting in a first- and second-order predictor of

p = 1 : z∗ = zn +Δt żn

p = 2 : z∗ = zn +Δt

(
3

2
żn −

1

2
żn−1

)
. (4.26)

The great advantage of vector extrapolation is that the computer implementa-
tion is straightforward. Predicting the starting values is an effective method to
increase both the chance of stability and computational efficiency of the parti-
tioned approach. In addition, this method can also be applied to monolithic
schemes to determine an initial guess for the Newton-Raphson procedure, as
shown in [141, 126] for instance.

Vector prediction in the Gauss-Seidel iteration process is illustrated in Algo-
rithm A-2.
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Algorithm A-2 Algorithmic formulation of the Gauss-Seidel method with vector
prediction.
Initialize: k = 0; Compute initial guess: z0 = 3 zn − 3 zn−1 + zn−2
1: while ||rk|| > ε||r0|| do
2: yk+1 = F(zk)
3: zk+1 = G

(
yk+1

)
4: rk = zk+1 − zk

5: k = k + 1
6: end while
7: Go to next time-step: set tn+1 = tn +Δt and zn = zk+1

4.2.2 Vector sequence interpretation

In the following, the solution vectors in every coupling iteration of an implicit
coupling scheme are considered as a sequence of vectors S in Rd converging to
an unknown limit z∗. It is assumed, that this limit is exactly the solution that
balances the coupled problem. The vector sequence reads

S :=
{
zk, zk−1, ..., z0 : zi ∈ Rd

}
, (4.27)

and can be accelerated by transforming it into another sequence

T :=
{
vk,vk−1, ...,v0 : vi ∈ Rd

}
, (4.28)

with vectors vk that show better convergence properties. Hence, a sequence
transformation is sought that converges faster than the initial one, but to the same
limit z∗, so that

lim
k→∞

vk − z∗ = 0 (4.29)

holds. As shown in [17], one can conclude that the new vector sequence T con-
verges to z∗ faster than S if and only if

lim
k→∞

|vk − z∗|
|zk − z∗| = 0 (4.30)

can be achieved. The convergence acceleration of vector sequences is a solid re-
search field in mathematics, and many sequence transformations have been de-
veloped that exhibit better convergence properties. Since the vectors of the new
sequence are constructed by means of an extrapolation, these procedures are of-
ten called vector sequence extrapolation methods. The basic concept is to use a cer-
tain number of vectors of the old sequence to generate a transformation into a
new sequence. This transformation is based on a recursive relationship. One of
the most popular methods was introduced by AITKEN [2] for scalar sequences. It
is commonly known as Aitken’s Δ2-method and was extended to the vector case
in [91]. Apart from Aitken’s method, important contributions to this research
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field were made, among others, by WYNN who proposed the so-called vector ε-
algorithm [173] and by BREZINSKI who proposed a sequence accelerator known
as vector θ-algorithm. In the subsequent sections, some of these methods are in-
troduced and applied to accelerate the convergence of the partitioned coupling
approach.

4.2.3 Aitken and related relaxation methods

To begin with, a class of procedures to accelerate the coupling process is intro-
duced that can be summarized as Aitken-type methods. In the literature, there are
several other terminologies for this class of accelerations methods, for example
Aitken relaxation [107, 37], Aitken extrapolation [119] or dynamic relaxation [106]. All
methods that are discussed in the following typically fall within these classifica-
tions.

4.2.3.1 Classical Aitken’s Δ2 method

Section 4.2.2 serves to introduce a vector sequence interpretation of the parti-
tioned coupling strategy. One of the most famous methods to improve the con-
vergence properties of sequences is the so-called Aitken Δ2-process. This process
is originally a nonlinear sequence transformation to accelerate the convergence of
a scalar sequence that converges to an unknown limit. It is named after AITKEN,
who published this transformation in 1926 [2]. For the scalar case, the new accel-
erated value reads

zk+1 = zk−1 − Δzk−1Δzk

Δ2zk
, (4.31)

where Δ is the difference operator leading to Δzk := zk − zk−1. In the denominator,
the second-order difference operator Δ2 is used whose application results in

Δ2zk := Δzk −Δzk−1 = zk − 2 zk−1 + zk−2 . (4.32)

This operator is the reason why it is called Aitken’s Δ2-method. For the multi-
dimensional case, there exist several possibilities to generalize this procedure to
obtain a vectorial formulation. One way, probably the most straightforward pos-
sibility, is to use the Moore-Penrose inverse of a vector a ∈ Rd×1, see [135] for in-
stance, which is defined as

a−1 :=
a

aTa
=

a

‖a‖22
. (4.33)

This gives rise to formulate Eq. (4.31) for a vector-valued sequence as

zk+1 = zk−1 − (Δzk−1)TΔ2zk

‖Δ2zk‖22
Δzk . (4.34)

Regarding further extensions, another way to derive this expression will be dis-
cussed in the following, referring to [112]. Based on the solution vectors from
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the three previous iterations {zk, zk−1, zk−2} of a given sequence S, which are the
solution vectors from the three previous coupling iterations, the following ansatz
for a new sequence is made

vk−1 = zk−2 + ωk
(
zk−1 − zk−2

)
= zk−2 + ωkΔzk−1 , (4.35)

vk = zk−1 + ωk
(
zk − zk−1

)
= zk−1 + ωkΔzk . (4.36)

Therein, the scalar ωk, which is known as the relaxation parameter, might change
during iteration. The value of interest for ωk is the one that minimizes the expres-
sion

‖vk − vk−1‖ → min , (4.37)

where the difference between both vectors results in

vk−vk−1 = zk−1−zk−2+ωk
(
zk − zk−1 − zk−1 + zk−2

)
= Δzk−1+ωkΔ2zk . (4.38)

Minimizing this expression finally delivers the relaxation coefficient

min
ωk

‖Δzk−1 + ωkΔ2zk‖22 → ωk = −(Δzk−1)TΔ2zk

‖Δ2zk‖22
. (4.39)

After setting zk+1 = vk, the new relaxed vector coincides exactly with the one
given in (4.34). In this method, the relaxation parameter ωk is not constant, which
is why the procedure is henceforth denoted as dynamic Aitken relaxation (DAR).
Indeed, this method has an important constraint because it cannot be applied
in every coupling iteration. To compute the new relaxation parameter, at least
three vectors of the sequence must be known. Accordingly, this means that once
the DAR has been applied, two new iterations are required to employ the DAR
again. This can been seen as the main drawback of the procedure and was also
discussed in by KÜTTLER [105]. On the other hand, a computer implementation is
straightforward – and with regard to the computational effort, only dot products
have to be performed.

In the literature, there exists a wide range of variants of Aitken’s Δ2-process
for convergence acceleration. Some of them shall be briefly reviewed here. A
detailed study was carried out by MACLEOD [112], who took a look at nine meth-
ods to accelerate the convergence of multi-dimensional vector sequences. The
drawback is that none of them can be applied recursively, yet the optimal point
of acceleration to reach the best results was discussed. Apart from this study, a
book by BREZINSKI lists several other methods, see [16]. All processes and algo-
rithms addressed in this section can be formulated to obtain the new accelerated
solution zk+1 by means of the following structure

zk+1 = a+ ωk b . (4.40)

Here, b ∈ Rd and a ∈ Rd are vectors, and ωk is a scalar parameter, the recently in-
troduced relaxation coefficient. Table 4.1 illustrates a selection of different meth-
ods to compute the new sequence vector zk+1.
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Table 4.1: Different Δ2 acceleration formulas for multi-dimensional vector sequences.

Method a ωk b Reference

1 zk−1 −(Δzk−1)TΔ2zk

‖Δ2zk‖22
Δzk Aitken [2]

2 zk−1 −(Δzk−1)TΔzk−1

(Δzk−1)TΔ2zk
Δzk Graves-Morris [69]

3 zk − (Δzk)TΔzk

(Δ2zk)T (zk − zk−2)
zk − zk−2 Iguchi in [112]

4 zk − (Δzk)TΔzk

(Δzk)TΔ2zk
Δzk Zienkiewicz [177]

5 zk − (Δzk)TΔzk−1

(Δzk−1)TΔ2zk
Δzk Jennings [95]

6 zk − (Δzk)TΔzk

(Δ2zk)TΔ2zk
Δ2zk Arthur in [112]

The very simplest way to relax the solution is to use a fixed or constant relax-
ation coefficient in the range of 0 < ω < 2. This procedure is known as numerical
relaxation or, to be more precise, as successive over relaxation (SOR) if ω > 1 and suc-
cessive under relaxation (SUR) if ω < 1 is chosen. The threshold ω ∈ (0, 2) for the
relaxation parameter is originally related to the theorem of KAHAN, who consid-
ered the solution of systems of equations with the Gauss-Seidel method, see [98].
Finally, an algorithmic sketch of the Gauss-Seidel iteration process accelerated by
dynamic Aitken relaxation (DAR) is given in Algorithm A-3.

4.2.3.2 Secant Δ2 method

The secant method follows directly from Aitken’s Δ2-method and can therefore
been seen as an extension. IRONS & TUCK [91] published a modification that al-
lows to apply the Aitken relaxation in every iteration. This procedure, henceforth
denoted as dynamic secant relaxation (DSR), will be briefly outlined in the follow-
ing. DSR is widely used in the field of fluid-structure interaction and has been
proven suitable to solve problems with a strong interaction among each other, see
e.g. [106, 37, 119]. In addition, the convergence of volume-coupled problems that
involve large vectors can also be improved by means of this method, as reported
in [50, 51].

The key to a recursive application in every coupling iteration lies in using dif-
ferent and independent vector pairs to construct the difference operator Δz. To
this end, it is now distinguished between modified (relaxed) and unmodified (un-
relaxed) values. All unmodified vectors are henceforth denoted with a tilde (z̃k)
and are equivalent to the solution vector of the fixed-point problem, see Eq. (4.9).
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Algorithm A-3 Algorithmic formulation of the Gauss-Seidel method with dynamic
Aitken relaxation.
Initialize: k = 0; j = 1; Compute initial guess: z0 = 3 zn − 3 zn−1 + zn−2
1: while ||rk|| > ε||r0|| do
2: yk+1 = F(zk)
3: zk+1 = G

(
yk+1

)
4: rk = z̃k+1 − zk

5: if j = 2 then
6: Compute ωk from Table 4.1
7: Compute a and b from Table 4.1
8: zk+1 = a+ ωk b
9: j = 0

10: else
11: zk+1 = z̃k+1

12: end if
13: j = j + 1; k = k + 1;
14: end while
15: Go to next time-step: set tn+1 = tn +Δt and zn = zk+1

Again, the ansatz made in (4.35) is taken, but slightly changed to

vk−1 = zk−1 + ωk
(
z̃k − zk−1

)
= zk−1 + ωkΔz̃k , (4.41)

vk = zk + ωk
(
z̃k+1 − zk

)
= zk + ωkΔz̃k+1 . (4.42)

According to the previous Section 4.2.3.1, the relaxation coefficient is determined
by minimizing the expression ‖vk − vk−1‖, leading to

ωk = −(Δzk)TΔ2z̃k+1

‖Δ2z̃k+1‖22
. (4.43)

Assuming that the relaxed vector from the previous iteration is computed by

zk = zk−1 + ωk−1Δz̃k → zk − zk−1 = Δzk = ωk−1Δz̃k , (4.44)

the expression Δzk is used to substitute the difference in (4.43) so that the recur-
sively formulated relaxation coefficient finally reads

ωk = −ωk−1 (Δz̃k)TΔ2z̃k+1

‖Δ2z̃k+1‖22
. (4.45)

This coefficient is recomputed in every coupling iteration, so that the new relaxed
vector follows by setting zk+1 = vk to

zk+1 = zk − ωk−1 (Δz̃k)TΔ2z̃k+1

‖Δ2z̃k+1‖22
Δz̃k+1 = zk + ωkΔz̃k+1 . (4.46)

The formula for the relaxation coefficient, see Eq. (4.45), has almost the same
structure as the coefficient in given by Eq. (4.39). In fact, they are different since
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the former one does not incorporate the relaxation parameter from the previous
iteration and does not distinguish between relaxed and unrelaxed vectors. It has
to be noticed that in the beginning at least two iterations have to be performed
before the scheme can be employed first. An alternative derivation can be found
in [105]. The usage of the dynamic secant method in the Gauss-Seidel procedure
is outlined in Algorithm A-4.

Algorithm A-4 Algorithmic formulation of the Gauss-Seidel method accelerated
by dynamic secant relaxation.
Initialize: k = 0; Compute initial guess: z0 = 3 zn − 3 zn−1 + zn−2; set ω0 =

min (max(0.01, |ω∗|), 2)
1: while ||rk|| > ε||r0|| do
2: yk+1 = F(zk)
3: z̃k+1 = G

(
yk+1

)
4: rk = z̃k+1 − zk

5: if k ≤ 1 then
6: ωk = ω0

7: zk+1 = zk + ω0
(
z̃k+1 − zk

)
8: else

9: ωk = −ωk−1 (Δz̃k)TΔ2z̃k+1

‖Δ2z̃k+1‖22
10: zk+1 = zk + ωk

(
z̃k+1 − zk

)
11: end if
12: k = k + 1
13: end while
14: Go to next time-step: set tn+1 = tn +Δt and zn = zk+1

In the literature, there are some other expressions for the relaxation coefficient
given by Eq. (4.45). In many works, see [120, 150, 64] for instance, the relaxation
coefficient is determined by the following notation

νk = νk−1 + (νk−1 − 1)
(Δz̃k+1)T (Δz̃k −Δz̃k+1)

‖Δz̃k −Δz̃k+1‖22
. (4.47)

Therein, the relation νk = 1− ωk is introduced – and by using Δ2z̃k+1 = −(Δz̃k −
Δz̃k+1), expression Eq.(4.47) can be rearranged to

νk = νk−1 − (νk−1 − 1)
(Δz̃k+1)TΔ2z̃k+1

‖Δ2z̃k+1‖22
. (4.48)

This can further be simplified by using the expression ωk = 1 − νk for the relax-
ation coefficient to

ωk = ωk−1
[
1− (Δz̃k+1)TΔ2z̃k+1

‖Δ2z̃k+1‖22

]
. (4.49)
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Moreover, this formula is completely equivalent to the one defined by Eq. (4.45)
which can be proved by showing that

ωk = −ωk−1 (Δz̃k)TΔ2z̃k+1

‖Δ2z̃k+1‖22
= ωk−1

[
1− (Δz̃k+1)TΔ2z̃k+1

‖Δ2z̃k+1‖22

]
(4.50)

holds. Eliminating the denominator

−(Δz̃k)TΔ2z̃k+1 = ‖Δ2z̃k+1‖22 − (Δz̃k+1)TΔ2z̃k+1 (4.51)

and setting this equation to zero leads to

(Δz̃k+1 −Δz̃k)TΔ2z̃k+1 − ‖Δ2z̃k+1‖22 = 0 . (4.52)

This finally implies that

(Δ2z̃k+1)TΔ2z̃k+1 − ‖Δ2z̃k+1‖22 = ‖Δ2z̃k+1‖22 − ‖Δ2z̃k+1‖22 = 0 (4.53)

can be obtained. In summary, both definitions for the relaxation coefficient given
by Eq. (4.49) and Eq. (4.45) are possible and yield exactly the same results. Im-
plementing this method is very simple and, concerning computational efficiency,
only dot products must be calculated. By definition, the relaxation coefficients
are limited to ωk ∈ (0, 2), see Section 4.2.3.1. At the beginning of every time-step,
i.e. in the first coupling iteration of the partitioned approach, the relaxation coef-
ficient from the converged solution of the previous time-step ω∗ is taken. As this
value is limited too, the starting value of the relaxation coefficient is defined as
ω0 = min (max(0.01, |ω∗|), 2), and ω0 = 1 is chosen for the very first time-step.

4.2.3.3 Generalized version of Aitken’s method

In [18] and in his book [16], BREZINSKI proposed an extension of the Δ2-method
which can be seen as a generalization of the Aitken process. In particular, his
methods serve to accelerate the solution of nonlinear systems of equations by
iterative fixed-point methods. He considered the following algorithm, called Δm-
method3

zk+1 = zk−1 − λmΔmzk with λm = (−1)mωk . (4.54)

In this algorithm, the superscript m denotes the order of the method. For example,
if m = 1 is chosen, the difference operator Δm leads to Δ1zk = zk − zk−1, and this
method coincides exactly with the classical Aitken method, as described in Sec-
tion 4.2.3.1. For the general case with an increasing superscript m, the difference
operator reads

Δmzk = Δm−1zk −Δm−1zk−1 . (4.55)

3Originally, Brezinski named the method Δk-method. However, as k is reserved for the
iteration counter, the letter m is used here for clarity reasons.
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Thus, more information is required to generate the new relaxed vector zk+1, i.e.
the sequence of vectors must contain m + 2 entries. According to [18, 16], the
relaxation coefficient takes the form

ωk = (−1)m
(Δzk−1)TΔm+1zk

‖Δm+1zk‖22
. (4.56)

The proposed algorithm gives rise to a generalization of the secant method, again
distinguishing between relaxed and unrelaxed vectors so that the new vector is
generated by

zk+1 = zk − λmΔmz̃k+1 . (4.57)

Proceeding in a similar way as in Section 4.2.3.2, one can deduce that

(−1)mΔzk = −ωk−1Δmz̃k , (4.58)

which leads to the recursively formulated relaxation coefficient

ωk = −ωk−1 (Δ
mz̃k)TΔm+1z̃k+1

‖Δm+1z̃k+1‖22
. (4.59)

This procedure offers the possibility to use data from all previous coupling itera-
tions. This means, however, that more data vectors need to be stored compared
the DAR and DSR procedure where it is enough to memorize only three data
vectors. With a consecutive iteration process, the order m of the method can be
adapted to the current number of coupling iterations. Henceforth, this algorithm
is denoted as generalized dynamic secant relaxation (GDSR). The integration into
the Gauss-Seidel iteration process can be done similar to the dynamic secant re-
laxation method, see Algorithm A-4.

4.2.3.4 Extrapolation methods

Beside the previously described methods and algorithms, there exist several other
procedures which shall be briefly mentioned. In a performance study for nonlin-
ear algorithms applied to FSI [119], a so-called line extrapolation method is men-
tioned. It can be regarded as an extension of the dynamic Aitken relaxation for-
mula given by Eq. (4.34). The algorithm reads

zk+1 = ωk zk + (1− ωk) zk−1 − ζ
[
ωk Δz̃k+1 + (1− ωk)Δz̃k

]
(4.60)

in which ζ is a line search parameter to be specified by the user. It serves to avoid
a situation in which the search space is limited to a single line, and it must be in
the range of ζ ∈ (0, 1) [119]. The coefficient ωk is again the relaxation coefficient
and can be computed by means of Eq. (4.39). Similar to the dynamic Aitken re-
laxation, it can easily be implemented. Also, the additional computational effort
is negligible. From now on, the line extrapolation method is abbreviated by LE.
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Two other methods shall be briefly mentioned. In view of the Aitken relaxation,
the relaxation coefficient ωk can be calculated in the direction of the steepest de-
scent, which is known as the steepest descent method, see [106]. The main drawback
is that the search direction pointing to the steepest descent leads to an additional
Jacobian which needs to be calculated or at least approximated. This is the bot-
tleneck of this procedure, which will thus not be considered in the following.
In [107], so-called vector extrapolation methods are employed to solve FSI prob-
lems. Such methods have been developed to accelerate vector sequences, similar
to Aitken’s method. However, [107] clearly shows that Aitken’s procedure is of-
ten the better choice, so that vector extrapolation methods are not taken under
consideration. A detailed introduction is given in [107] and also in the literature
cited therein.

4.2.4 Vector sequence acceleration methods

This section focuses on three famous methods for the acceleration of vector se-
quences. They are formulated in such a way that they can be applied to improve
the convergence of the partitioned coupling scheme. More information concern-
ing the applied methods can be found in Appendix A.2. There, it is further shown
how to derive a notation allowing to use these algorithms as a convergence accel-
eration method.

4.2.4.1 Wynn’s ε-method

One of the most famous algorithms to accelerate scalar sequences is Wynn’s ε-
algorithm, which was discovered by WYNN in the early 1950s. First applied to
scalar sequences, it was extended to the vector case and published as the vec-
tor ε-algorithm (VEA) [173]. If this procedure is applied to the three last iterates
{ zk, zk−1 , zk−2 } of the partitioned coupling scheme, one obtains the new, im-
proved solution by the following formula

zk+1 = zk +
‖Δzk−1‖22
‖Δ2zk‖22

Δzk − ‖Δzk‖22
‖Δ2zk‖22

Δzk−1 . (4.61)

A detailed derivation of this formula is given in the Appendix A.2.1. Similar to
dynamic Aitken relaxation (DAR), it can be applied after two new iterations.

Another interesting scheme that is mentioned in the literature is the topologi-
cal ε-algorithm (TEA), see [16], for instance. Again, taking the three last solution
vectors into account, the acceleration formula reads

zk+1 = zk +
Δzk

(Δzk)T
(

h

hTΔzk
− h

hTΔzk−1

) , (4.62)

where h is an arbitrary non-zero vector with the same dimension as the data
vector zk.
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4.2.4.2 Brezinski’s Θ-method

Another promising vector sequence acceleration method is BREZINSKI’S vector Θ-
algorithm (VTA) [16]. In order to accelerate the coupling iteration process, the last
four iterates of a sequence { zk, zk−1 , zk−2, zk−3 } are required. Based on the VTA,
the new solution is calculated by

zk+1 = zk +

(
Δz̄k −Δz̄k−1

)T (
Δ̄zk − 2Δz̄k−1 +Δz̄n−2

)
‖Δz̄k − 2Δz̄k−1 +Δz̄k−2‖22

(
Δz̄k −Δz̄k−1

)
, (4.63)

where Δz̄k is defined as4

Δz̄k :=
zk − zk−1

‖zk − zk−1‖22
. (4.64)

In [16], another version is proposed; the so-called generalized Θ-algorithm (GTA),
which can be written as

zk+1 = zk− gTΔzk−1

gTΔdk
dk−1 with dk =

Δzk−1(
h

hTΔzk
− h

hTΔzk−1

)T

Δzk−1
. (4.65)

In this formula, h and g are non-zero vectors, which can be chosen arbitrarily
with the same dimension as z. The vector dk is introduced for clarity reasons.
A detailed way to derive Eq. (4.63) and (4.65) is given in Appendix A.2.2. Note
that both algorithms can be applied after three new coupling iterations have been
carried out.

4.2.4.3 W -algorithm

As the third vector sequence acceleration method under investigation, the W -
algorithm proposed by OSADA [131] is considered. Considering the four last it-
erates { zk, zk−1 , zk−2, zk−3 } the Euclidean W -transformation [131] (EWT) is intro-
duced. For this transformation, the acceleration formula takes the form

zk+1 = zk−1 − (Δzk)TΔ2zk−1

(Δzk)TΔ2zk−1 − (Δzk−2)TΔ2zk
Δzk−1 . (4.66)

There is a further version, known as vector W -transformation (VWT) [131], which
can be rewritten in a similar way to accelerate the coupling process by

zk+1 = zk−1j−1 +
(
1− (Δzk−1)TΔzk−2

(Δzk−2)TΔzk−2

)(
Δzk

‖Δzk‖2 − 2
Δzk−1

‖Δzk−1‖2 +
Δzk−2

‖Δzk−2‖2

)−1
.

(4.67)

In this equation, the vector inverse of the last term needs to be computed with
Eq. (4.33). Further discussions to calculate Eqns. (4.66)–(4.67) are shifted to the
Appendix A.2.3. It is to be noted that both algorithms can be employed after three
new coupling iterations have been performed.

4This expression coincides with the vector inverse Δz̄k =
(
Δzk

)−1.
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4.2.5 Newton and quasi-Newton methods

The iterative Gauss-Seidel coupling process of the partitioned approach can be
written as a fixed-point or root-finding formulation, see Section 4.1.2. The fixed-
point solution of two fields ỹ = F(z) and z̃ = G(y) are taken into consideration.
The solution operators F and G can be interpreted as specialized solvers for the
corresponding fields. In a fixed-point formulation, the coupled problem can be
written as

R(z) = G
(
F(zk)

)
− z = 0 , (4.68)

where R(z) is termed as the residual operator. In discrete form, the residual oper-
ator defines a nonlinear system of equations R(z) = 0, and the Newton-Raphson
method can be applied to solve this system. The objective is to correct the current
solution in such a way that both fields reach equilibrium. For the k-th fixed-point
or coupling iteration, this leads to

∂R

∂z

∣∣∣∣
z=zk

Δzk = −R(zk) . (4.69)

Accordingly, the new, corrected solution zk+1 obeys

zk+1 = zk +Δzk . (4.70)

Applying Newton-Raphson iterations to balance the fields poses numerical dif-
ficulties and has several drawbacks. First of all, the computation of the Jacobian
matrix is not straightforward, in some cases maybe almost impossible. In partic-
ular, cases involving different solvers or discretization schemes will turn out to
be problematic. For this situation, it is not possible to give an exact representa-
tion of the Jacobian. Even in the simplest case where both fields are solved on
exactly the same discretization, knowledge about the Jacobian is indispensable.
Moreover, assuming access to the exact Jacobian, an additional linear system of
equation (4.69) must be solved in every coupling iteration. This might lead to a
considerable increase in computation time since the system is of the order Rd×d.
It is these two facts that deprive the partitioned approach of its two major advan-
tages – flexibility and computational efficiency.

On the other hand, the benefits of the Newton methods are that they are able
to significantly increase the chance of a stable coupling procedure and to reduce
the number of fixed-point iterations. Taking advantage of these methods would
clearly improve the partitioned coupling strategy and the convergence proper-
ties. To this end, several approximation techniques have been developed, which
are known as quasi- or inexact-Newton methods. In the following, some of these
methods are reviewed briefly.

4.2.5.1 Quasi-Newton reduced order method

DEGROOTE ET AL. [36] propose an interface quasi-Newton technique (IQN) for the
solution of surface-coupled FSI problems. This technique is based on the idea of
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approximating the Jacobian by means of reduced-order models [165] and was fur-
ther extended in several articles, see e.g. [37, 38, 39]. Additionally, it was shown
in [50] for instance, that this technique can also be applied to volume-coupled
problems involving huge sets of data. To this end, the procedure is henceforth
denoted as quasi-Newton method, abbreviated by QN. Applying the QN method
to the fixed-point procedure avoids the necessity to compute the exact Jacobian
and to solve a (large) system of equations.

Following [36], the underlying idea of the QN is given by considering the change
of the residual, i.e. the difference between two consecutive residuals

ΔR = Rk+1 −Rk (4.71)

and by assuming that the new residual Rk+1 = Rk + ΔR should be minimal.
This assumption is in agreement with the fixed-point iteration procedure, see
Eq. (4.68), where a zero residual operator is definitely the desired state. For the
discrete case, this can be achieved by minimizing

‖Rk +ΔR‖ → min . (4.72)

Following [36], the next step is to approximate the change in the residual ΔR by
means of a linear combination of residual increments from the previous iterations

ΔR(αk) ≈
k−1∑
i=0

αk
iΔRi = αk

0ΔR0 + αk
1ΔR1 + ...+ αk

k−1ΔRk−1 . (4.73)

The outcome of this approximation is that it is now necessary to determine an un-
known vector of coefficients αk ∈ R(k−1). This can be accomplished by inserting
Eq. (4.73) into Eq. (4.72), resulting in an over-determined minimization problem
which is solved in a least-square fit sense

min
αk

Rk+1 → min
αk

∣∣∣∣∣
∣∣∣∣∣Rk +

k−1∑
i=0

αk
iΔRi

∣∣∣∣∣
∣∣∣∣∣
2

2

. (4.74)

Before proceeding with the computation of the approximated Jacobian, emphasis
is placed on the residual increments ΔRi. Two possible ways to generate them
are contemplated

ΔRi = Rk −Ri or ΔRi = Ri+1 −Ri with i = 0, 1, 2, ..., k − 1 . (4.75)

The first case is used in [36], whereas the latter definition is applied in [50] which
will henceforth be used in this thesis. The minimization problem in Eq. (4.73)
requires the solution of a linear system of equations, yet the additional compu-
tational effort remains acceptable because αk ∈ Rk−1 has only k − 1 entries. The
new corrected solution was defined as zk+1 = zk +Δzk.

The main goal in this context is to find the new increment Δzk, which can be
computed by

ΔR = z̃− zk − z̃k + zk−1 = Δz̃−Δzk → Δzk = Δz̃−ΔR . (4.76)
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Following [36], the difference of the unmodified (fixed-point) solution Δz̃ corre-
sponds to the change in the residual ΔR such that it can be calculated similar to
Eq. (4.73) by using the known coefficients αk

Δz̃k =
k−1∑
i=0

αk
iΔz̃i = αk

0Δz̃0 + αk
1Δz̃1 + ...+ αk

k−1Δz̃k−1 . (4.77)

Again, the definition of Δz̃i has to be considered carefully. Similar to the defini-
tion of the residual increment in Eq. (4.75), there are two possible ways

Δz̃i = z̃k − z̃i or Δz̃i = z̃i+1 − z̃i with i = 0, 1, 2, ..., k , (4.78)

where henceforth the second possibility is utilized. Due to minimizing Eq. (4.72),
the definition ΔR ≈ −Rk holds. Thus, the new increment can be written as
follows:

Δz = Rk +
k−1∑
i=0

αk
iΔz̃i (4.79)

Taking the definition of one Newton-Raphson iteration into account as given by
Eq. (4.70), the approximated Jacobian finally results in

Δzk = −
(
∂R

∂z

∣∣∣∣
z=zk

)−1
R(zk) ≈ Rk +

k−1∑
i=0

αk
iΔz̃i . (4.80)

Since this method creates an approximated Jacobian inverse from the change in
the residuals, at least two previous iterations are needed before the quasi-Newton
method can be applied for the first time. In computations where the initial values
are predicted by vector extrapolation as described in Section 4.2.1, this procedure
can be applied one iteration earlier. By taking the results from older time-steps
into consideration, the Jacobian can be updated constantly. The matrices intro-
duced in the following serve to store the vectors of the residual and the solution
increment from all iterations of the current time-step as follows:

Yk =
[
ΔRk−1 ... ΔR1 ΔR0

]
and Zk =

[
Δz̃k−1 ... Δz̃1 Δz̃0

]
. (4.81)

Thus, the dimensions of the matrices are Yk ∈ Rd×(k−1) and Zk ∈ Rd×(k−1), with
d being the number of data stored in z, and k the current number of iterations
needed. In addition, two further matrices Yk

t and Zk
t are initialized, which in-

clude Yk or Zk respectively. Due to the data storage of m previous time-steps, the
solution vectors can be stored in one matrix as

Yk
t =

[
Yk

n−m ... Yk
n−1 Yk

n

]
and Zk

t =
[
Zk

n−m ... Zk
n−1 Zk

n

]
. (4.82)

These two matrices now include the information from m time-steps, each one
containing data from k coupling iterations that were needed to converge success-
fully. Thanks to the data storage concept, it is possible to rearrange the minimiza-
tion problem (4.74) in the following compact fashion as

min
αk

∣∣∣∣Yk
tα

k +Rk
∣∣∣∣2

2
→ αk = −

[
(Yk

t )
TYk

t

]−1
(Yk

t )
TRk (4.83)
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From this expression, one can deduce for the new increment that

Δzk = Rk + Zk
tα

k . (4.84)

Using Eq. (4.70) and Eq. (4.83), the inverse of the Jacobian can be approximated
by [

∂R

∂z

∣∣∣∣
z≈zk

]−1
= Zk

t

[
(Yk

t )
TYk

t

]−1
(Yk

t )
T − I . (4.85)

Storing the data in two large matrices allows to specify the number of reused
data from r previous iterations. This is not limited to the current time increment.
It further allows to store and reuse information across several older time-steps.
However, this raises the question which might be the best possible quantity of
stored vectors. Using all of the data of the computation requires a huge amount
of data storage and will not lead to the fastest convergence. In [51], several values
of r have been investigated, showing that a good choice lies between a range of
r ∈ [5, 15]. Moreover, the value depends on the problem, as remarked in [36],
and the optimal value is difficult to find. On the other hand, the algorithm is
quite robust to this parameter and its optimal range is widely spread. Indicating
that a certain number of data is reused, the method is henceforth abbreviated
by QN(r), where r denotes the number of stored previous iterations. Finally,
a possible computer implementation of the quasi-Newton algorithm is given in
Algorithm A-5.

4.2.5.2 Broyden method

Another method that is often referred to as a quasi-Newton procedure is the so-
called Broyden method (BR), developed by BROYDEN [21] in the 1960s. It can be
shown [22] that the Broyden algorithm is locally convergent and that the con-
vergence can be superlinear. Early applications in fluid mechanics can be found
in [49], for instance. Specific aspects of the computer implementation to solve
nonlinear systems of equation are addressed in [101, 102], and improvements
to reduce the memory storage to a minimum are made in [24]. Several exten-
sions and enhancements of the method finally lead to the so-called Broyden Class5,
where a class of effective quasi-Newton techniques are defined.

With respect to a partitioned solution strategy, the objective is that the discrete
residual

R(z) = 0 , R : Rd → Rd . (4.86)

vanishes in a few iterations, which can be accelerated by applying a Broyden step

BkΔzk = −Rk → Δzk = −
(
Bk
)−1

Rk . (4.87)

5The class of Broyden methods includes several other algorithms, the BFGS -algorithm for
instance, which are often used in numerical optimization. A comprehensive introduction can be
found in [128]
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Algorithm A-5 Algorithmic formulation of the Gauss-Seidel method accelerated
by the reduced-order quasi-Newton method.
Initialize: k = 0; Compute initial guess: z0 = 3 zn − 3 zn−1 + zn−2; Choose ω ∈

(0.01, 2)
1: while ||rk|| > ε||r0|| do
2: yk+1 = F(zk)
3: z̃k+1 = G

(
yk+1

)
4: rk = z̃k+1 − zk

5: if k = 0 then
6: zk+1 = zk + ω

(
z̃k+1 − zk

)
7: else
8: Rk = rk

9: for i = 0 to i < (k − 1) do
10: ΔRi = Ri+1 −Ri

11: Δz̃i = z̃i+1 − z̃i

12: end for
13: Add Yk =

[
ΔRk−1 ... ΔR1 ΔR0

]
to Yk

t

14: Add Zk =
[
Δz̃k−1 ... Δz̃1 Δz̃0

]
to Zk

t

15: Solve minimization problem for αk: min
∣∣∣∣Yk

tα
k +Rk

∣∣∣∣2
2

16: Δzk = Rk + Zk
tα

k

17: zk+1 = zk +Δzk

18: end if
19: k = k + 1
20: end while
21: Go to next time-step: set tn+1 = tn +Δt and zn = zk+1

In the literature, the Broyden procedure is often referred to as a secant method,
see [101, 102]. In order to avoid the computation of the Jacobian, it is possible
to introduce an according approximation B ∈ Rd×d, which is known as Broyden’s
matrix. A new increment is computed in every coupling iteration, and the current
solution is corrected by

zk+1 = zk +Δzk . (4.88)

In order to obtain the increment Δzk, the inverse of Broyden’s matrix Bk is re-
quired – and in view of the next iteration, this matrix needs to be updated. At the
beginning, an initial guess for B0 must be given. According to [101], a typical
choice is B0 = I, which leads to Δz0 = R0. After the computation of the incre-
ment, the update of B for the next iteration is carried out by means of the Broyden
formula [21]

Bk+1 = Bk +
(
yk −BkΔzk

) (Δzk)T

(Δzk)TΔzk
= Bk + uk(vk)T . (4.89)
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In this formula, the definitions

yk := Rk −Rk−1 , uk :=
yk −BkΔzk

||Δzk|| , vk :=
Δzk

||Δzk|| (4.90)

are used. All of these vectors are based on known values and can easily be cal-
culated. The inverse Hk+1 of Eq. (4.89) is computed using the Sherman-Morrison
formula6 [6]

Hk+1 =
[
Bk + uk(vk)T

]−1
=

(
I−

[
Hkuk

]
(vk)T

1 + (vk)THkuk

)
Hk (4.91)

and following [101, 102], the inverse (Bk)−1 = Hk can be written as

Hk =
k−1∏
j=0

I+
Δzj+1(Δzj)T

||Δzj||22
. (4.92)

With computing Hk+1, the increment in the next iteration can be evaluated by a
matrix-vector multiplication. For large systems, unfortunately, an update of the
Broyden matrix or its inverse will be cost-intensive due to several matrix-vector
operations. Moreover, a lot of data has to be stored, i.e. a d × d matrix has to be
memorized over the whole simulation. In order to avoid these drawbacks and
to make it applicable as an acceleration method, a restart version of Broyden’s
algorithm is employed that needs to update only a vector instead of a matrix. The
algorithm used here is given in [101, 102] and has been proven capable of solving
coupled FSI problems in [119]. Another positive feature is that the storage in this
version is reduced drastically. However, to accelerate the iteration process in a
multi-physical simulation, further mathematical steps are required – for which
the details are to be found in the literature [101, 102].

The final computer implementation is outlined in Algorithm A-6. The algo-
rithm is implemented by using a constant line search or relaxation parameter ω,
and it further allows to specify the number of iterations used to update the Broy-
den matrix.

4.2.5.3 Krylov methods

Krylov subspace methods are a class of mathematical methods that can be applied
to solve linear and nonlinear systems of equations. For example, let Ax = b be
a system of equations that can only be solved drawing on explicit information
of the system matrix A. For a solution in the so-called Krylov subspace, however,
only the matrix-vector product needs to be known. This fact can be viewed as the

6The Sherman-Morrison formula states that

(
B+ uvT

)−1
=

(
I− B−1uvT

1 + vTB−1u

)
B−1

holds, if B is invertible and if and only if 1 + vTB−1u �= 0.
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Algorithm A-6 Algorithmic formulation of the Gauss-Seidel method accelerated
by the Broyden Method.
Initialize: k = 0; Compute initial guess: z0 = 3 zn − 3 zn−1 + zn−2; Choose ω ∈

(0.01, 2)
1: while ||rk|| > ε||r0|| do
2: yk+1 = F(zk)
3: z̃k+1 = G

(
yk+1

)
4: rk = z̃k+1 − zk

5: if k = 0 then
6: sk+1 = rk

7: zk+1 = zk + ω sk+1

8: else
9: b = rk

10: for i = 0 to i < (k − 1) do

11: b ← b+
bT si

||si||22
si+1

12: end for
13: ak =

ω

||sk||22
bT sk

14: sk+1 =
1

1− ak

(
b− (1− ω)

ak

ω
sk
)

15: zk+1 = zk + ω sk+1

16: end if
17: k = k + 1
18: end while
19: Go to next time-step: set tn+1 = tn +Δt and zn = zk+1

key to use them in conjunction with Newton’s method since exact information
about the Jacobian is not needed. That is also why approaches in this manner
are often denoted as Jacobian-free Newton-Krylov methods [103]. In the following,
a hybrid Krylov method [20] is introduced that solves the system in the Krylov
subspace using the generalized minimal residual method, which is typically known
as GMRES-method.

To begin with, the discrete nonlinear system (4.69) that is to be solved during
the coupling iteration is rewritten in a more compact fashion

J(zk)Δzk = −R(zk) with zk+1 = zk +Δzk. (4.93)

The objective is to compute Δzk for every k-th iteration within a Krylov subspace
using j Krylov iterations. Consequently, every Krylov iteration can be viewed as
a Newton correction and is therefore denoted as a sub-iteration. The j-th Krylov
subspace Kj reads

Kj = span
{
r0 ,J r0 ,J2 r0 ... ,Jj−1 r0

}
with r0 = −R− JΔz0 (4.94)

in which Δz0 = 0 is a reasonable [103] choice. Thus, the initial residual is r0 =
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−R. The increment in the j-th GMRES iteration is written as

Δzj = Δz0 +

j−1∑
i=0

αi J
ir0 = Δz0 +αT

j Vj , (4.95)

where V = [r0 J r0 ... Jj−1 r0]T is a vector containing the matrix-vector products
and the vector α = [α0 α1 ... αj−1]T includes the parameters that minimize

min
αj

||JΔzj +R|| . (4.96)

However, an expression for the matrix-vector product Jv is required and, follow-
ing [20], it can be approximated by means of a simple function evaluation

Jv ≈ R(z+ εv)−R(z)

ε
, (4.97)

where the parameter ε is a small perturbation value. There exist further methods
for the evaluation of the matrix-vector product, see [103] for instance. After the
GMRES sub-iteration procedure, the new updated solution follows to

zk+1 = zk +Δzj = zk +Δz0 +αT
j Vj . (4.98)

An algorithmic sketch of this method can be found in Algorithm A-7. Despite
the fact that an exact computation of the Jacobian is not required, an approxi-
mation of its matrix-vector product is needed in every sub-iteration, see line 7 in
Algorithm A-7. It is from these products that the corresponding Krylov-subspace
is created. This can be done by means of Eq. (4.97), which is, however, a very
general approximation and might not be the most appropriate way to address
coupled problems. An eligible alternative would be to span the Krylov subspace
simply based on the differences Δzi = zi − z0 or ΔRi = Ri − R0. This proce-
dure was employed to solve FSI problems in [116, 117, 37], where it was named
interface-GMRES method. It can further be improved by reusing information from
previous coupling iterations, as carried out in [118]. Nevertheless, in order to
compute the vector-matrix products, the solvers still need to be called during the
sub-iteration.

4.2.6 Convergence and performance study

All methods discussed in the previous sections are studied on a simple example.
The aim is to carry out a pre-selection and to figure out which algorithms can
be used to accelerate the Gauss-Seidel iteration process. To this end, a nonlinear
system of equations G : R4 �→ R4 given by

G(z) =

⎡
⎢⎢⎣

z31 + z1z2 + 0.5z23 − 5z4 − 1
−3z1 + z2 + z22 − z3 + 2z4
4z1 − z2 − 5z3 + z23z4 + z4

−z1z2 + z2 − 2z3 + z23z4 + z44

⎤
⎥⎥⎦ , z0 =

⎡
⎢⎢⎣
2
2
2
2

⎤
⎥⎥⎦ , zs =

⎡
⎢⎢⎣

1.4245470539476539
1.49686949063678742
1.55963808695523331
1.047879574308079314

⎤
⎥⎥⎦
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Algorithm A-7 Algorithmic formulation of the Gauss-Seidel method accelerated
by Newton-Krylov iteration.
Initialize: k = 0; Compute initial guess: z0 = 3 zn − 3 zn−1 + zn−2
1: while ||rk|| > ε||r0|| do
2: yk+1 = F(zk)
3: z̃k+1 = G

(
yk+1

)
4: rk = z̃k+1 − zk

5: Initialize values for GMRES sub-iteration: r0 = −rk; v0 = r0; j = 1
6: while ||rj|| > ε1 do
7: Build vj = Jvj−1 using Eq. (4.97)
8: V = [v0, v1, ..., vj]

9: αj = arg minα ||
∑j−1

i=0 αivi+1 + rk||
10: rj =

∑j−1
i=0 αivi+1 + rk

11: Δzj =
∑j−1

i=0 αivi

12: j ← j + 1
13: end while
14: zk+1 = zk +Δzj
15: k = k + 1
16: end while
17: Go to next time-step: set tn+1 = tn +Δt and zn = zk+1

(4.99)

is solved in a partitioned manner. Here, zs denotes the solution vector, and z0 is
the initial vector. The Gauss-Seidel iteration process between the blocks is termi-
nated after the k-th iteration if ‖G(zk)‖ < 10−15 was achieved. For a partitioned
formulation, the system is split into two blocks, resulting in

G(z) =

[
G1(z1, z2)
G2(z1, z2)

]
with z1 =

[
z1
z2

]
and z2 =

[
z3
z4

]
. (4.100)

The general coupling iteration procedure between the subsystems is illustrated
in Figure 4.3.

The results are given in Table 4.2, comparing the number of iterations required,
denoted by ς , and the number of solver calls, denoted by �, for all acceleration
methods. The computational effort is typically defined by the solver calls. For
the reference case without an acceleration scheme, ς = 55 iterations and � =
110 solver calls are needed to achieve an accuracy of ε < 10−15. For the sake
of clarity, the convergence acceleration methods are classified in three groups:
the first group consists of Aitken-type methods which are highlighted in blue in
Table 4.2, the second group are the Newton-type schemes, marked green, and the
third group involves the vector sequence acceleration schemes (indicated by red).

• Aitken-type methods show good convergence properties. Even static un-
der relaxation (SUR) reduces the number of iterations from 55 to 23. Dy-
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Solve First System

G1(z1, z
k
2) = 0

Solve Second System

G2(z̃
k+1
1 , z2) = 0

Apply Acceleration Method

zk+1
2 = zk2 + Δzk2

Check Convergence
If ‖G(z̃k+1

1 , z̃k+1
2 )‖ ≤ 10−15

→ Terminate Iteration

New Iteration

z̃
(k+1)
1

z̃
(k+1)
2

zk+1 = [z̃k+1
1 zk+1

2 ]T

zk = zk+1

k = k + 1

Figure 4.3: Partitioned formulation of G(z) = 0 with application of acceleration methods.

Table 4.2: Convergence study of different convergence acceleration methods: comparison
of Gauss-Seidel coupling iterations (ς) and number of solver calls (�).

Method ς � Parameter Method ς � Parameter

Ref 55 110 QN 18 36 ω = 1.0
SUR 23 46 ω = 0.8 QN(5) 19 38
DAR1 24 48 QN(10) 18 36
DAR2 22 44 BR 13 26 ω = 1.0, nr = 10
DAR3 24 48 JFNK 6 80
DAR4 23 46 VEA 23 46
DAR5 23 46 TEA 27 54
DAR6 23 46 VTA 25 50
DSR 26 52 ω0 = 1.0 GTA 32 64
GDSR 25 50 m = 3 EWT 27 54
LE 12 24 ω = 1, ζ = 0.6 VWT 27 54

namic Aitken relaxation (DAR), see Algorithm A-3, performs similarly: De-
pending on which scheme is used, between 22 and 27 iterations are needed.
Bearing in mind that the schemes are applied every third iteration, a recur-
sive application using the DSR (Algorithm A-4) and GDSR methods sur-
prisingly needs 26 iterations and does not lead to a further convergence ac-
celeration for this example. It turns out that the line extrapolation method
(LE) – with a chosen line search parameter of ζ = 0.6, see also Eq. (4.60) – is
the fastest way to solve the system as it needs only 12 iterations.

• Newton-type methods deliver promising results as well. The QN method
(Algorithm A-5) reduces the iteration counter from 55 to 18, and the Broy-
den scheme (Algorithm A-6) performs even better with only 13 iterations.
The JFNK method, see Algorithm A-7, allows to solve the system of equa-
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tions within 6 iterations. However, due to the Jacobian evaluation during
the GMRES iteration, 80 solver calls are required. Compared to the other
Newton type schemes, the JFNK method cannot reach the same level of
performance for this example.

• Vector sequence acceleration methods from Section 4.2.4 can also be em-
ployed to improve the convergence. On the other hand, they perform slightly
worse than Newton or Aitken type methods. Here, the VEA (Eq. (4.62)) de-
livers the fastest results and reduces the number of required iterations from
55 to 26.

It is to be noticed that the performance of the acceleration methods depend on the
problem under investigation, on the starting values (zs) and also on the parame-
ters that have to be defined by the user, for example the line search parameter ζ
of the LE method. That is why a general statement about the "best" method is not
possible. A starting vector, however, that is close to the solution, can obviously
be an appropriate way to keep the number of coupling iterations on a low level.
On the other hand, the "optimal" user-defined parameters for the methods have
to be figured out for every problem under consideration.

4.3 Consistent field transfer

In a partitioned coupling strategy, data have to be transferred between all solvers
involved. It is mandatory to assure that energy is approximately conserved dur-
ing transmission such that the field transfer is called to be consistent. In special
cases where the data exchange takes place on the same mesh, a consistent field
transfer is automatically guaranteed. Otherwise, an additional mapping concept
to transfer the data has to be established. Several concepts are briefly reviewed in
this section. In this context, aspects of mesh adaptation to the current deforma-
tion are discussed as well. In many coupled simulations, this needs to be done in
every coupling iteration and is therefore referred to as dynamic mesh update.

4.3.1 Interpolation concepts

For the case of non-matching meshes, additional interpolation concepts need to
be initiated. An example is depicted in Figure 4.4, where two domains are cou-
pled over a common interface with non-matching interface discretization. In this
example, the transfer coordinates are different, which is why all physical quan-
tities at these points are projected on the coordinates of the other mesh. Typical
situations in which data interpolation concepts are required can be summarized
as follows:

• surface-coupled problems with different mesh interfaces such as a FEM-
FVM coupling

• volume-coupled problems which are solved on different meshes
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• other types of different discretization scheme combinations

• coupling of specialized black-box solvers without having access to the code
structure

Ω1

Ω2

∂ Ωc

Figure 4.4: Two domains – Ω1 and Ω2 sharing one boundary ∂ Ωc – are discretized with
non-matching interface meshes.

There exist several possibilities to map data between non-matching coupling
domains. Many articles have been published that address energy-preserving
loads and mass transfer for FSI problems. An introduction to several methods for
surface-coupled problems can be found in [56, 57, 33, 34], for instance. Another
well-known procedure uses so-called Radial Basis Functions (RBF), see e.g. [35, 28],
to transfer data between a non-matching interface discretization.

Apart from the application in FSI, an accurate field transfer is also necessary
in the course of re-meshing or mesh adaptation within the analysis of inelastic
material models that use internal variables or history-dependent quantities. For
instance, [41] applied information transfer between incompatible meshes using
mortar techniques. The aspect of information transfer at the Gaussian points be-
tween non-matching finite element meshes is discussed in [14, 67]. In both arti-
cles, an efficient, accurate and adaptive re-meshing concept is obtained by fitting
a polynomial in a least-square fit sense. This idea can be taken to transfer data
between different meshes of volume-coupled problems where history-dependent
data are only locally available. This was studied in [147] on the example of small
strain thermo-viscoplasticity.

Anyway, depending on which data transfer concept is used, there might be
an increase in the computational effort. A higher accuracy typically leads to a
more time-consuming procedure. For certain methods, the extra computation
time might be negligible, in particular if they are used for coupling domains with
only a few transfer points. For example, surface-coupled problems typically con-
sist of less data points than volume-coupled problems. However, if the domain
embraces a huge amount of data points, the situation might change – and the ad-
ditional costs may downgrade the efficiency of the whole simulation. For some
special cases, it is thus necessary to devote special care to the applied interpola-
tion concept by carefully weighing up accuracy and computational efficiency.
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4.3.1.1 General considerations

In order to describe the data transfer between non-matching discretizations, some
general definitions are introduced. Let Ωc or ∂ Ωc be a region that describes the
coupling domain of two fields, which can either be a volume or a surface. For
both fields, the global vectors χ = [x0, x1, ...,xN ]

T and χ∗ = [x∗0, x
∗
1, ...,x

∗
N∗ ]T

are introduced, including the discrete coordinate vectors of all transfer points in
which xi ∈ Ωc, i = 0, 1, .., N and x∗j ∈ Ωc, j = 0, 1, .., N∗ . These points can be
nodes, integration points or cell center points. Further, let d = [d0, d1, ...,dN ]

T be
a discrete data vector corresponding to χ containing the physical quantities that
need to be exchanged. The data vector d∗ = [d∗0, d

∗
1, ...,d

∗
N∗ ]T corresponds to χ∗

where the interpolated quantities are stored. This vector needs to be computed.
Moreover, the vector n∗j is introduced. It contains the nn nearest neighbors of x∗j
out of the global coordinate vector χ. For example, consider Figure 4.5, where
data from the four nearest neighbors xj,1, xj,2, xj,3, xj,4 spanning the vector n∗j =
[xj,1, xj,2, xj,3, xj,4]

T are mapped on the j-th point x∗j to obtain d∗j .

x3

x2

x1

Ω1

Ω2

∂Ωc

xi

x∗j

n∗j = [xj,1, ...,xj,nn ]
T

di

d∗j

χ = [x0, ...,xi]
T

χ∗ = [x∗0, ...,x
∗
j ]

T

Figure 4.5: Data transfer between two non-matching coupling domains: mapping, coordi-
nates and neighbor points definition.

In the following, the nearest neighbor search shall be brought into focus. For
huge data sets, it is recommended to employ special search algorithms for an effi-
cient nearest neighbor calculation. In [123, 124], a fast library for approximate nearest
neighbors (FLANN) is proposed. This library offers the possibility to compute a
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certain number of nearest neighbors by means of k-d-trees. On the other hand,
it additionally raises the option to define all points which lie within a specified
search radius rs, see Figure 4.6 for a two-dimensional example. Compared to the
brute-force method, where all points are checked individually against each other,
this method is considerably faster.

rs

(x∗
2, y

∗
2)

(x∗
1, y

∗
1)

(xN , yN )

Figure 4.6: 2D example of nearest neighbor search: classical search for nn = 5 neighbors
(left) and radius search (right) with the search radius rs.

A simple comparison serves to demonstrate the effectiveness of this library:
Two coordinate sets are considered, where χ consists of 250,000 data points and
χ∗ of 100,000. The coordinates of all points are in the range of [0, 1]. The objective
is to find the nn = 5 nearest neighbors xj,i ∈ χ, i = 1, ..., nn to each data point
x∗j ∈ χ∗. This is done with the brute-force method7, which is exact but time-
consuming, and with the FLANN search algorithm for a different number of k-
d-trees. The results are listed in Table 4.3. It is demonstrated that the k-d-tree
search algorithm reduces the CPU time drastically. However, if the dimension
of the k-d-tree is small (d = 2), the method is slightly inaccurate. It turns out
that there is a deviation of 1.83 % compared to the brute-force method. This
means that a wrong neighborhood is determined for 1,827 out of 100,000 data
points. FLANN delivers only an approximation of the nearest neighbor search
and offers several possibilities to increase the accuracy. If a tree of d = 8 is chosen,
the nearest neighbor search delivers the exact solution while, on the other hand,
the computation time increases. Compared to the brute-force method, it is still
considerably faster as it needs only 3.64% of the CPU time. In this thesis, a tree
with the dimension d = 8 is set to be the standard case.

7This can also be carried out with the FLANN library as it also provides a brute-force search
algorithm [123]
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Table 4.3: Comparison of nearest neighbor search algorithms: k -d -tree search algorithm
related to the brute-force method

Dimension Rel. CPU time [%] Deviation [%]
2 0.975 1.829
4 1.869 0.057
6 2.750 0.001
8 3.638 0.0

4.3.1.2 Nearest neighbor mapping

A straightforward way to transfer information from one mesh to another is to
simply use the data from the nearest neighbor, which can be denoted as a closest-
point projection. In that case, the neighborhood of every data point x∗j consists of
only one neighbor xj,1, which is why a closest-point projection at this point results
in

d∗j ≈ dj,1 . (4.101)

This means that the interpolated data d∗ are taken from the nearest point without
any modification or weighting. However, this procedure can be inaccurate as
only information of one single point is used.

4.3.1.3 Barycentric interpolation

Another scheme under consideration is the so-called barycentric interpolation [11]8.
It is also denoted as three-point triangle mapping in two-dimensional cases of sur-
face coupling or as four-point tetrahedron mapping in the three-dimensional case
for volume coupling. For the sake of clarity, the following statements focus on
the two-dimensional case which was used in [168] to transfer data between two
different interface discretizations. The unknown vector d∗j at the point of interest
can be approximated by using the data of its three adjacent points xj,1, xj,2, xj,3

spanning a triangle around x∗j . Further, Si = ‖x∗j − xj,i‖ for i = 1, 2, 3 defines the
distance between the point x∗j and xj,i. If the distance Si is less than a small user-
defined length ε, information at this point is simply calculated by a closest-point
projection

d∗j ← dj,i. (4.102)

In the other case, the following three-point interpolation formula is employed to
approximate the new value

d∗j = w1 dj,1 + w2 dj,2 + (1− w1 − w2)dj,3 . (4.103)

8This procedure is also known as barycentric Lagrange interpolation [11]
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Here, the barycentric weights w1 and w2 need to be calculated for x∗j = (x∗j , y
∗
j )

9

based on the following formula

w1(x
∗
j) =

(yj,2 − yj,3)(x
∗
j − xj,3) + (xj,3 − xj,2)(y

∗
j − yj,3)

(yj,2 − yj,3)(xj,1 − xj,3) + (xj,3 − xj,2)(yj,1 − yj,3)
, (4.104)

w2(x
∗
j) =

(yj,3 − yj,1)(x
∗
j − xj,3) + (xj,1 − xj,3)(y

∗
j − yj,3)

(yj,3 − yj,1)(xj,1 − xj,3) + (xj,1 − xj,3)(yj,1 − yj,3)
. (4.105)

A detailed discussion to derive the barycentric weights is provided in the Ap-
pendix A.3. The advantage of this procedure is that it is very easy to implement
and that it is not necessary to solve an additional system of equations. On the
other hand, three neighborhood points need to be determined, which can increase
the total computation time for huge data sets. It is therefore recommended to use
specialized search algorithms, as mentioned in the previous section. A possible
computer implementation is given in Algorithm A-8.

Algorithm A-8 Algorithmic sketch of the barycentric mapping concept.
Initialize: d = [d0, d1, ..., dN ]

T ; x∗ = [x∗0, x
∗
1, ..., x

∗
N∗ ]

T ; x = [x0, x1, ..., xN ]
T

1: i = 0; j = 0
2: for i < N∗ do
3: Find set of three nearest neighbors {x0, x1,x2 } to x∗i
4: Find corresponding set of data {d0, d1,d2 }
5: Check if x∗i is inside the triangle
6: for j < 3 do
7: Sj = ‖x∗i − xj‖
8: if Sj < ε then
9: d∗i ← dj

10: i = i+ 1; j = 0
11: Go to line 3
12: end if
13: end for
14: Compute barycentric weights w1, w2 using Eqns.(4.104)-(4.105)
15: d∗i = w1 d0 + w2 d1 + (1− w1 − w2)d2

16: i = i+ 1; j = 0
17: end for

4.3.1.4 Least-square fit procedure

This section addresses an accurate least-square fit procedure for non-matching fi-
nite element meshes, similar to [14]. This concept was applied to coupled thermo-
viscoplasticity in [52, 147]. Further reading on such procedures is also provided

9In this case, the third component z∗j has been dropped as the barycentric triangle interpolation
for non-matching interfaces can be seen as a plane problem. However, for volume coupling, the
four-point tetrahedron mapping is employed in which all three components need to be considered.
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in [156]. The procedure is set up for every transfer point and is based on a least-
square fit procedure using polynomial interpolation functions. The basic idea is
as follows: A projection is sought that minimizes the error between the known
quantity d and the interpolated data d∗ at all transfer points by

‖d∗ − d‖22 → min . (4.106)

In the following, every component d∗i of the unknown data vector d∗j is interpo-
lated with a polynomial by means of

d∗i = pTα and d∗j = [ d1, d2, ..., dnd
]T , (4.107)

where the vector p denotes the polynomial basis and α =
[
α0, α1, ..., αnp

]T is a
vector containing the coefficients of the polynomial basis. The number of co-
efficients increases with np = (p + 1)3 where p is the polynomial order of the
method.10 Every data point needs to be considered, and a certain number of
nearest neighbors for this point must be found. The nn nearest neighbors are
computed by means of the FLANN library, see Section 4.3.1.2. Here, the infor-
mation of nn ≥ np nearest neighbors is required to assure that the interpolation
scheme is determined mathematically.

The known quantities d from all neighbors n∗j = [xj,1, ...,xj,nn ] are used to ap-
proximate the quantity of interest d∗j . The objective is to calculate the unknown
coefficients α in a least squares sense based on all neighbors, leading to

min
α

∣∣∣∣∣
∣∣∣∣∣
nn∑
l=1

pT (xj,l)α− di(xj,l)

∣∣∣∣∣
∣∣∣∣∣
2

2

. (4.108)

This minimization problem can easily be recast into a system of linear equations
which reads

Mα = b with M =
nn∑
l=1

p(xj,l)p
T (xj,l) and b =

nn∑
l=1

p(xj,l)di(xj,l). (4.109)

Solving this system may lead to numerical difficulties since the system matrix M
can be close to singular and also badly conditioned, which is especially likely if
almost all nearest neighbor points are located inside one plane. Figure 4.7 shows
a more detailed sketch of the problem for the two-dimensional case, illustrat-
ing different situations that con occur during a nearest neighbor search around a
given point (marked red).

In the first case, see Figure 4.7(a), a well-conditioned system matrix is obtained.
The arising equation system can be solved easily with standard algorithms, Q−R
decomposition and backward substitution for example. Figure 4.7(b) depicts an
example that results in an ill-conditioned system matrix, demanding a more so-
phisticated solution method. A possible approach would be to compute the

10With increasing p, it is recommended to use orthogonal polynomials, Legendre polynomials
for instance, to improve the condition number of the resulting equation system.
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(a) Well distributed
neighborhood leading
to a well-conditioned
system matrix

(b) Minimum number of
nearest neighbors lead-
ing to an ill-conditioned
system matrix

(c) Not enough nearest neigh-
bors leading to an unsolvable
equation system

Figure 4.7: Nearest neighbors in 2D

pseudo-inverse of M by a singular value decomposition, see [147]. In contrast, the
third situation, see Figure 4.7(c), cannot be solved since all neighbor points lie in
one single line, leading to a singular system matrix. This situation can be avoided
by increasing the search radius for the neighbor point calculation.

Finally, the interpolated components of the data vector d∗i follow directly from
an evaluation of the polynomial vector p at the requested point x∗j

d∗i = pT (x∗j)α . (4.110)

An efficient and simple way to improve the mapping procedure regarding its
accuracy could be to weight the data such that the matrix M and the right-hand
side vector b are multiplied with a weighting function w

M =
nn∑
l=1

wl(x
∗
j)p(xj,l)p

T (xj,l) and b =
nn∑
l=1

wl(x
∗
j)p(xj,l)di(xj,l). (4.111)

For every point x∗j , a weight function is sought to increase the influence of neigh-
bors that are very close to this point and, further, to reduce the influence of neigh-
bors that are further away. The following weight function – a similar one was
used in [14] – can fulfil these requirements

wl(x
∗
j) =

(
1−

∥∥x∗j − xj,l

∥∥
2

rmax

)α(
1 +

∥∥x∗j − xj,l

∥∥
2

rmax

)β

, (4.112)

where rmax defines the maximum search radius, which is accordingly the maxi-
mum distance between the given point at x∗j and its farthest neighborhood point.
The weight-function can easily be adjusted by the exponents α and β. A computer
implementation of the least-square fit procedure is depicted in Algorithm A-9.
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Algorithm A-9 Algorithmic sketch of the least-square interpolation.
Initialize: d = [d0, d1, ..., dN ]

T ; x∗ = [x∗0, x
∗
1, ..., x

∗
N∗ ]

T ; x = [x0, x1, ..., xN ]
T

1: Choose polynomial basis p
2: i = 0
3: for i < N∗ do
4: Find set of nn > p+ 1 nearest neighbors {x0, x1, ..., xnn } to x∗i
5: j = 0; M = 0
6: for j < nn do
7: wj = w(xj); pj = p(xj)
8: M = M+ wjp

T
j pj

9: end for
10: Compute M−1

11: for all components of d∗i do
12: j = 0; b = 0
13: for j < nn do
14: wj = w(xj); pj = p(xj)
15: b = b+ wjpjdj(xj)
16: end for
17: α = M−1b
18: d∗i = pT (x∗i )α
19: end for
20: i = i+ 1
21: end for

4.3.1.5 Radial basis functions

Applying radial basis functions (RBF) is a common way to transfer data over dis-
crete, non-matching mesh interfaces [9, 35, 28]. Again, let d and d∗ be the discrete
data vectors containing the information of all data that need to be exchanged.
Assuming d as the known data vector to be transferred, d∗ is unknown and can
be approximated by means of the interpolation

d∗ = Md , (4.113)

where M is a mapping or transformation matrix. The objective is to compute
this matrix in an appropriate way using radial basis functions. Generally, an
interpolation with such functions reads [9]

f(x) =
n∑

i=1

αi φ(||x− xi||) + P (x) (4.114)

where the αi are the interpolation coefficients, φ is the basis function and P (x)
denotes a polynomial. The polynomial induces np additional coefficients into
Eq. (4.114) that need to be determined. This polynomial can be written as

P (x) =

np∑
r=1

Pr(x) ar = pT (x) a , (4.115)
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where the Pr are the polynomial terms and ar the corresponding (unknown) poly-
nomial coefficients. In order to obtain a fully defined system, one can enforce
polynomial orthogonality such that

n∑
i=1

Pr(x)αi = pT (x)α = 0 (4.116)

holds. For the discrete case, all interpolation coefficients are computed based
on the given data d. This means, every single component of the data vector is
interpolated as

dj =

nd∑
i=1

αi φ(||xi − xj||) + P (xj) . (4.117)

For the whole vector d, this can be written in matrix notation as

d = Φα+Pa , PTα = 0 →
[
d
0

]
=

[
Φ P
PT 0

] [
α
a

]
. (4.118)

In this system, the components of the matrix Φ follow from evaluating the basis
function φij = φ(||xi − xj||), the vector α contains all interpolation coefficients,
P is the polynomial matrix where the i-th row consists of the polynomial vector
pT (xi), and a is the vector of the polynomial coefficients. A solution with respect
to the unknown coefficient vectors allows to calculate the transfer matrix and also
the interpolated data vector d∗. If α is known, Eq. (4.114) can be evaluated at any
position for a given x. For the discrete case involving all transfer points x∗j , this
leads to

d∗ =
[
Φ∗ P∗

] [α
a

]
=
[
Φ∗ P∗

] [ Φ P
PT 0

]−1 [
d
0

]
= Md . (4.119)

Therein, the matrix Φ∗ has components based on the basis function φ∗ij = φ(||x∗i −
xj||), and the polynomial matrix P∗ consists of pT (x∗i ). However, two open issues
need to be discussed. First, the type of the applied polynomial. In [9], a linear
polynomial p(x) = [1, x, y, z]T was chosen, which can be seen as the standard,
commonly employed polynomial. Second, there is no information concerning the
type of radial basis function. Different types of RBF are mentioned in [33, 32], the
selected examples including multi-quadratic bi-harmonic splines

φ(||x||) =
√

||x||2 + c2 , (4.120)

where c is a scalar to control the shape of the functions and thin plate splines

φ(||x||) = ||x||2 log ||x|| . (4.121)

In [33], both functions are denoted as robust, cost-effective and accurate.
Like the least-square fit procedure, transferring data between non-matching

meshes with RBF leads to an additional equation system. This system needs to
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be solved within every coupling iteration. This might increase the simulation
time significantly, in particular for problems which are coupled over the volume
where the coupling domain includes a huge amount of data points. Further as-
pects concerning the computer implementation of the data transfer with RBF can
be found in Algorithm A-10.

Algorithm A-10 Algorithmic sketch of the radial basis function interpolation.
Initialize: d = [d0, d1, ..., dN ]

T ; x∗ = [x∗0, x
∗
1, ..., x

∗
N∗ ]

T ; x = [x0, x1, ..., xN ]
T

1: Choose polynomial basis p; Choose radial basis φ(‖x‖)
2: i = 0; j = 0
3: for i < N do
4: for j < N do
5: φij = φ(|xi − xj|)
6: [Φ]ij ← φij

7: end for
8: [P]i ← pT

i (xi)
9: end for

10: Build M =

[
Φ P
PT 0

]
11: Solve

[
d
0

]
=

[
Φ P
PT 0

] [
a
α

]
12: i = 0; j = 0
13: for i < N∗ do
14: for j < N do
15: φij = φ(|x∗i − xj|)
16: [Φ∗]ij ← φij

17: end for
18: [P∗]i ← pT

i (x
∗
i )

19: end for
20: d∗ =

[
Φ∗ P∗

] [a
α

]

4.3.1.6 Shape function interpolation

Coupled problems that are discretized by finite elements give rise to another sim-
ple but efficient method: The requested data can be interpolated by using the
shape functions of the element. However, the quantity of interest of the sending
field must be given at the nodes, and one needs to have access the code itself, i.e.
the procedure cannot be carried out with a black-box solver. For this method,
there is no additional error that is related to the data interpolation since only the
shape functions need to be evaluated at the coordinates of the data points of the
other field. The extra computation time is also of minor interest.
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4.3.2 Dynamic mesh update

Multi-physically coupled simulations that involve large deformations or rigid
body motions often require a dynamic mesh update. This means that the mesh of
the other field is adapted to the current deformation of the mechanical field in ev-
ery coupling iteration. For this reason, two domains – Ω1

0 and Ω2
0 – are considered,

which share a common boundary ∂ Ωc. The first domain is discretized with finite
elements (solid domain) and the second with finite volumes (fluid domain). They
are coupled over the common interface, and data has to be transferred between
two non-matching grids. However, if the body starts to deform, the shape of the
common boundary ∂ Ωc changes as well. Also, the finite volume mesh must be
updated as illustrated in Figure 4.8. This consequently means that the boundary
motion of the finite element domain serves as a boundary condition that needs to
be enforced on the fluid domain.

Ω1
0

Ω2
0

∂ Ωc

Reference Configuration t = t0

Ω1

Ω2

∂ Ωc

Current Configuration t > t0

X3

X2

X1

X x(X, t)

Figure 4.8: Mesh deformation update due to changes in the configuration

The objective is to find the unknown position points xnew of the new mesh cor-
responding to the prescribed displacements on ∂ Ωc. The finite volume solver
OpenFOAM [130] offers several possibilities to treat dynamic mesh motion. A
brief review of some selected methods shall be given in the following. For a de-
tailed discussion and applications see [92, 93], for instance. In summary, three
different possibilities are outlined:

• Pseudo-solid smoothing: The mesh motion problem of the fluid mesh can
be viewed as a solid body under large deformations with prescribed dis-
placement boundary conditions. This is formally equivalent to an FEM so-
lution to compute the new positions of all fluid mesh nodes. For the sake
of simplicity and efficiency, a linear pseudo-solid equation with small de-
formations is solved to approximate the nonlinear deformation of the finite
volume mesh. This idea basically assumes that the motion of the mesh can
be tackled by means of the balance of linear momentum for linear elasticity.
This procedure was introduced by JOHNSON & TEZDUYAR [96].
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• Laplacian smoothing: Another way to compute the mesh motion is to solve
the Laplace equation on the fluid mesh, as proposed by LÖHNER & YANG [109].
Since the new positions at the nodes are of interest, this is also equivalent to
solving the equation on a finite element mesh. Again, the displacements on
the common coupling interface are taken to define the prescribed displace-
ment boundary conditions. Let v be the mesh deformation velocity, then
the Laplace equation reads

div (γ grad v) = 0 , (4.122)

where γ denotes the diffusion coefficient. Having discretized this equation,
one can calculate v at every mesh point so that, finally, the new node coor-
dinates read

xnew = xold + vΔt . (4.123)

The diffusion coefficient γ is used to improve the mesh quality by reducing
the distortion of the volumes. There exists several ways to choose γ. A
detailed study was carried out in [92]. Typically, γ = γ(l) is a function of
the face center distances to the nearest boundary l, which can, for example,
be based on a linear γ(l) = l−1, quadratic γ(l) = l−2 or exponential γ(l) =
exp(−l) dependency.

• Mesh motion based on radial basis functions: [31] addresses a new method
to treat the mesh motion problem with the aid of radial basis functions. Sim-
ilar to the use of RBFs for transferring data across non-matching meshes,
see the previous Section 4.3.1.5, they can also be employed to determine the
node displacements of the whole finite volume mesh of the fluid domain.
To begin with, the interpolation coefficients α and a are computed based on
Eq. (4.118). Afterwards, one can use them to interpolate the displacement
unew for all mesh points

unew =
[
ΦFV PFV

] [α
a

]
, (4.124)

where ΦFV is the matrix containing the information of the basis functions
and PFV is the polynomial matrix, both evaluated at all fluid mesh points.
The new positions of the mesh nodes follow directly to

xnew = xold + unew . (4.125)

Applying RBFs for mesh motion is said to be very efficient and robust,
also for large deformations, and the performance is superior to Laplacian
smoothing – as mentioned in [93, 31].

In partitioned coupling procedures, the mesh update has to be performed in ev-
ery iteration. This can be very costly. Thus, to reduce computational costs, it
might be sufficient to perform only one update at the beginning of the new time-
step, at least under certain conditions. For example, this could be the case if the
change of the deformation during the coupling iteration is small.
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4.4 Further improvements

There are different ways to improve the efficiency and accuracy of the partitioned
coupling strategy, and two approaches shall be briefly explained in the following.

4.4.1 Temporal discretization

To begin with, the temporal discretization is taken under consideration. High-
order time integration methods can be used to increase the accuracy of the sim-
ulation. In particular, DIRK – diagonally implicit Runge-Kutta – methods were
shown to be applicable for a wide range of nonlinear single- and multi-field finite
element analyses. In [71, 127], high-order time integration for finite strain vis-
coelasticity is considered, and the nonlinear heat conduction problem is treated
in [143]. High-order in time is also possible for multi-field problems, as shown
in [12], where FSI with thermal coupling is studied. Another improvement is
to choose an adaptive time-step size, which can be used to reduce the compu-
tation time and also to increase the accuracy. This can be combined by using
high-order time integration methods, as carried out by [148], for instance. For a
more detailed introduction into high-order finite element methods in time see the
aforementioned articles and also the literature cited therein.

Another approach to select the time increment for FSI applications can be found
in [100]. The authors proposed an error-based time-step selection using an ex-
plicit predictor. Here, a new time-step is chosen based on the error between the
current and the predicted solution. This procedure was also applied in [50] to
adapt the time increment in a coupled finite strain thermo-elastic simulation.

Mechanical
field

Thermal
field

tn tn+1ΔtM ΔtM ΔtM ΔtM

Δt
ΘkΘk

ukuk

Figure 4.9: The idea of multi-scale time-stepping applied to thermo-mechanical coupling
in a Gauss-Seidel based coupling scheme.

Further, as the fields involved are treated separately, one can also use a different
time discretization for the individual sub-problems, as employed in [99]. This can
be denoted as multi-scale time-stepping and may be a useful procedure for prob-
lems in which one field requires a much smaller time increment than the other
field. Such candidates could be thermo-viscoplastic problems, for instance. The
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idea of different time-step sizes is illustrated in Figure 4.9, where the time incre-
ments between the thermal and the mechanical fields differ from each other. The
data needed to ensure that the field has a smaller time-step size can be obtained
by means of vector extrapolation based on Eq. (4.23).

4.4.2 Parallel simulation

Apart from improving the time integration, there are also methods to enhance
the efficiency by means of parallelizing the coupling approach. To be more spe-
cific, this means that the actual sub-systems are solved in parallel. However, this
is not possible when a block Gauss-Seidel (GS) based procedure is employed as
this requires to call the solvers in a serial or sequential manner as described in
Section 4.1.2.1.

The other option – solving the sub-systems in parallel – is known as a block
Gauss-Jacobi (GJ) procedure. Figure 4.10 shows a schematic sketch of the methods.
The objective of a Gauss-Jacobi coupling scheme is evident: As the solvers do
not have to wait on each other, the parallel solver serves to reduce the global
computation time. Accordingly, coupling data are exchanged at the end of the
iteration, which might lead to a situation in which more coupling iterations might
be needed to achieve a converged solution. Recent work related to this coupling
was published by SICKLINGER ET AL. [152], who introduced the so-called interface
Jacobian-based co-simulation. They achieved promising results and demonstrated
– for simple examples – that a co-simulation can be significantly faster than a
serial simulation. However, they considered only problems involving a surface
coupling domain. Moreover, access to the interface Jacobians is required, which
can be a difficult and complex issue. In [151], the co-simulation of multi-field
problems was applied to industrial examples.

In [162], another parallel coupling algorithm was proposed for FSI which com-
bines the interface quasi-Newton (IQN) technique proposed by DEGROOTE ET
AL. [36], see Section 4.2.5.1, with the Gauss-Jacobi formalism. They introduced
two new algorithms, the vectorial interface quasi-Newton (VIQN) and the parallel
interface quasi-Newton (PIQN) technique, and demonstrated a better performance
compared to a sequential coupling algorithm. In [23], this scheme was extended
to three and more coupled fields.

4.5 Global partitioned solution strategies

So far, the partitioned approach for the coupled problem was contemplated on
a very abstract level. The physical fields are idealized as systems of nonlinear
equations which are solved using block Gauss-Seidel iterations. In this section,
numerical solution strategies for practical applications are developed, tailored to
the coupled problem under investigation. Such strategies have to answer several
questions that arise during the simulation process: For example, how to realize
the communication and the data transfer between the fields? What might be
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Figure 4.10: Schematic sketches of different coupling schemes: explicit Gauss-Seidel, ex-
plicit Gauss-Jacobi, implicit Gauss-Seidel and implicit Gauss-Jacobi.

the most efficient sequence to arrange the fields in? And what field should the
acceleration and stabilization methods be applied to? Attempts to answers these
questions will be given in the following section, based on examples of developing
strategies to match the problems under consideration.

Two different physically coupled systems are computed, and the characteris-
tics of the partitioned coupling strategy are studied in detail. In [51], strategies
for three interacting fields were discussed, showing that an appropriate strategy
is the key to a stable and efficient simulation. The proposed strategies were ex-
tended in [168], where volume coupling in conjunction with surface coupling
was considered. Here, it was also demonstrated that the need for an appropriate
strategy becomes more important with an increasing complexity of the problem.
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4.5.1 Implementation

Solving multi-field problems requires a computer environment that executes and
steers the simulation. In particular, it is desirable to take advantage of using dif-
ferent software and solvers for the fields involved. Consequently, it is necessary
to develop a coupling tool to manage the communication between individual
fields. To this end, the in-house communication software COMANA [15] was
developed. It allows to connect an arbitrary number of specialized solvers. The
tasks that COMANA has to tackle can be summarized as follows:

• Initializing the simulation: In the first step, the coupling tool connects with
the solvers involved and starts the communication.

• Exchanging coupling domains: COMANA requires information about the
coordinates of the data points within the coupling domains. The coupling
domain is a surface or a volume, and it describes a region over which data
between the solvers are exchanged. These regions are typically node sets,
integration points or face center point clouds.

• Communication with the solvers: The kernel of COMANA is the commu-
nication with the connected solvers. This means that is has to give instruc-
tions to the solvers about when to send what data to which domain – and
it also governs when the solvers are to receive data from other fields and
what to do with them.

• Transferring data: In situations where the domain coordinates between the
fields do not match, the data from the sending field need to be interpolated
or projected onto the other domain of the receiving field. This is done by
the coupling tool with the proposed methods of Section 4.3.

• Handling convergence issues: COMANA masters all issues related to the
convergence of the partitioned approach. If necessary, it applies stabiliza-
tion and acceleration methods, checks whether the iterative process con-
verged successfully, and it is also responsible for the time management, i.e.
updating the current time.

• Finalizing the simulation: At the end of the simulation, the coupling soft-
ware disconnects all solvers.

The general coupling concept of COMANA is illustrated in Figure 4.5.1, based
on the example of two sequentially coupled solvers. The communication and the
data transfer are done using the MPI11 package, which is a communication pro-
tocol that operates independently of the program language. An MPI application
allows to run several programs in parallel on a distributed memory system. In a
coupled simulation, each solver has its own process, and the MPI ensures com-
munication and fast data exchange between the processes involved.

11MPI is the abbreviation for message passing interface.
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Figure 4.11: Communication flow chart of the implemented coupling procedure on the
example of two coupled fields.
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4.5.2 Volume-coupled problem: nonlinear thermoelasticity

The interaction of a thermal field with an elastic, mechanical field is a classical
candidate for volume coupling. With regard to the coupling strategy, two coupled
fields can be seen as the most straightforward combination. The driving field, i.e.
the field that is solved first during the iteration process, is typically the one that
acts and, thus, enforces a reaction of the second field.

A possible way to treat coupled thermo-mechanical problems is depicted in
Fig. 4.12, where the mechanical field is solved before the thermal field. A thermal
predictor is applied and the acceleration methods from Section 4.2 are employed
to correct the temperature. In the following, the proposed partitioned coupling
strategy is applied to nonlinear finite strain thermoelasticity. Here, the focus is
on the example introduced by ARMERO & SIMO [3], based on which they demon-
strated their adiabatic split. This was also discussed in [90, 50]. The variables
of interest that are exchanged between the solvers are the discrete deformation
gradients12 (F) and the discrete temperature values (Θ) at the Gauss points. The
problem is coupled over the volume so that the coupling domain includes the
whole geometry.

tn
Thermal Predictor

Θ̂n = f(Θn,Θn−1, ...,Θn−m)
Solve Mechanical Field

GM(U, Θk) = 0

Solve Thermal Field
GΘ(Ũ

k+1, Θ) = 0
Apply Acceleration Method

Θk+1 = Θk + ΔΘk+1

Check Convergence Criteria
||Rk|| < ε||R0||

tn+1

New Iteration

Θn

Θ̂n

Ũk+1

Θ̃
k+1

Θ(k+1)

Θk+1 → Θn+1

Uk+1 → Un+1

If not converged

k = k + 1

Figure 4.12: Partitioned coupling strategy for thermo-mechanical coupling.

4.5.2.1 Constitutive model for nonlinear thermoelasticity

The governing equations for nonlinear thermoelasticity were introduced in the
second chapter. The mechanical field is governed by the quasi-static balance of
linear momentum, and the corresponding boundary-value problem is given by
Eqns. (2.74)-(2.76). The thermal field is described by means of the equation of
heat conduction, see Eqns. (2.93)-(2.96) for the initial boundary-value problem.
However, some kinematic relations and also the choice of the free-energy function
shall be discussed in the following.

12In this example, it is more practical to transfer the deformation gradient (or the strain tensor)
instead of the displacements as the thermal field is directly coupled to these quantities.
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First, the deformation gradient is multiplicatively split into a mechanical and
thermal part ∼F = ∼FM ∼FΘ

, see [110, 166, 111, 74] and the literature cited therein
for detailed discussions. Employing this split consequently leads to det ∼F = J =

JM JΘ > 0. For the mechanical part, the volumetric, isochoric split ∼FM
= ¯

∼FM
ˆ
∼FM

, see Eq. (2.15), is applied. The thermal part is assumed to be pure volumet-
ric. Based on this assumption, the thermal deformation gradient takes the form
∼FΘ

= ϑ(Θ)∼I with JΘ = ϑ3(Θ), where ϑ is known as the thermal stretch-ratio. Fol-
lowing [166], this parameter is connected to the volumetric thermal expansion
coefficient αΘ(Θ) over a differential equation from which ϑ can be calculated by
a simple integration

αΘ =
1

ϑ

dϑ

dΘ
→ ϑ(Θ) = exp

⎡
⎣ Θ∫
Θ0

αΘ(Θ) dΘ

⎤
⎦ ≈ exp [αΘ (Θ−Θ0)] . (4.126)

For the Green-Lagrange strain tensor ∼E = 1/2(∼C − ∼I), some mathematical re-
arrangements serve as a basis to determine the expressions for the mechanical
(elastic) and the thermal strains

∼EM
=

1

ϑ2

(
∼E− ∼EΘ

)
and ∼EΘ

=
1

2

(
ϑ2 − 1

)
∼I . (4.127)

Apart from kinematic relations, an expression for the free-energy function Ψ is
required. This is achieved by a function that, similar to an example in [3], consists
of two parts

Ψ = ΨM(JM, ¯∼C) + ΨΘ(Θ) , (4.128)

a mechanical and a thermal part. For the mechanical contribution ΨM, the choice

ρ0 ΨM(JM, ¯∼C) =
K

2
ln2(JM) + c10(tr ¯∼CM

− 3) = U(JM) + w̄(¯∼C) (4.129)

is made. Here, K denotes the bulk modulus and μ = 2 c10 is the shear modu-
lus. The mechanical part is also decomposed into a pure volumetric part U(JM)
and an isochoric part w(¯∼C). The latter part is the classical Neo-Hooke model,
see [84] for instance, and the volumetric part is used, among others, in [154, 3]
for instance. Since thermal expansion is purely volumetric, U(JM) comprises the
coupling between the mechanical and the thermal field. Using JM = J/JΘ and
JΘ = exp [3αΘ (Θ−Θ0)], the volumetric portion can be rewritten in terms of J
and Θ to

U(J,Θ) =
K

2
ln2(J/JΘ) =

K

2
[ln J − ln JΘ]

2 =
K

2
[ln J − 3αΘ (Θ−Θ0)]

2 . (4.130)

The thermal contribution can be calculated by means of the expression for the
specific heat given by

cp(Θ) = −∂ 2Ψ

∂Θ2
Θ = −Θ

∂ 2

∂Θ2

(
K

2ρ0
[ln J − 3αΘ (Θ−Θ0)]

2 +ΨΘ

)

= −Θ

(
9
α2
Θ K

ρ0
+

d2ΨΘ

dΘ2

)
.

(4.131)
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This example is based on the rough approximation that cp = c is constant, so the
expression for ΨΘ can be obtained by a double integration – resulting in

ΨΘ(Θ) =

Θ∫
Θ0

⎛
⎝ Θ∫

Θ0

−9
α2
Θ K

ρ0
− cp

Θ
dΘ

⎞
⎠ dΘ =

(
cp −

9α2
ΘK

2ρ0
ΔΘ

)
ΔΘ−cpΘ ln

(
Θ

Θ0

)
.

(4.132)

Afterwards, it is possible to derive the constitutive relations for the stress tensor
and for the entropy

∼S = 2ρ0
∂ΨM

∂ ∼C
= K (ln J − 3αΘ ΔΘ) ∼C

−1 + 2 c10 J
−2/3 (

∼I− 1/3 tr(∼C)∼C
−1) ,
(4.133)

ξ = −∂Ψ

∂Θ
= − ∂

∂Θ

(
1

ρ0
U(J,Θ) + ΨΘ(Θ)

)
=

3αΘ K ln J

ρ0
+ cp ln

(
Θ

Θ0

)
.

(4.134)

Finally, the expression for the thermo-elastic coupling term, see Eq. (2.89), that
occurs in the heat equation of the thermal field can be calculated with Eq. (2.24)
to

γ( ˙∼C,Θ) = ρ0 Θ
∂ 2Ψ

∂Θ∂ ∼C
· ˙∼C = −3αΘ K Θ

2 ∼C
−1 · ˙∼C = −3αΘ K Θ

J̇

J
. (4.135)

4.5.2.2 The model problem: expansion of a hollow cylinder

The investigated problem serves as an example to demonstrate that the isother-
mal split, which is only conditionally stable, can be applied even for unrealisti-
cally high coupling strengths. To this end, the convergence acceleration methods
introduced in Section 4.2 are used to retain algorithmic stability and to improve
the convergence properties.

One-fourth of a hollow cylinder as depicted in Figure 4.13 is considered, which
coincides with the example used by ARMERO & SIMO [3]. In this thesis, 24 high-
order hexahedral finite elements with a polynomial degree of p = 5 are used
to discretize the geometry, whereas the mentioned authors used axis-symmetric
elements. Both fields are solved on the same mesh using the finite element code
AdhoC [45] so that data can easily be transferred without any interpolation.

The boundary conditions are given in Figure 4.5.2.2. At the inner radius, a lin-
ear increasing displacement ū(t) = 1tmm/s is prescribed, and the outer surface
temperature is set to Θ̄0 = 293.15 K. Adiabatic conditions are assumed for the
top and the bottom surface, which is why q̄ = 0 is prescribed. Further, the ge-
ometric dimensions are given in Table 4.4 and all required material parameters
can be found in Table 4.5. In this study, special attention is placed on the ther-
mal expansion coefficient since it can be used to regulate the coupling strength
between the fields. In [3], a measure for the coupling strength of linear isotropic
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Figure 4.13: Geometric sketch of the cylinder.

Table 4.4: Geometrical set-up
Inner radius ri 0.05 m
Outer radius ro 0.1 m
Thickness ts 0.01 m

thermoelasticity was introduced, showing that the strength is proportional to α2
Θ.

Assuming that this material parameter has a similar influence in the nonlinear
case, the degree of coupling is strengthen by increasing the thermal expansion
coefficient.

Table 4.5: Material parameters

Material parameter Symbol Value Unit
Density ρ0 7800 kg/m3

Heat capacity cp 460 J/kg K
Conductivity λΘ 45 N/s K
Thermal exp. coef. αΘ 1.5× 10−5 1/K
Bulk modulus K 1.642× 1011 N/m2

Shear modulus μ 0.802× 1011 N/m2

4.5.2.3 Results

To begin with, the temperature evolution at the result point P at x = 10, y = 0, z =
0 is considered. In Figure 4.15(a) the temperature is plotted against the time for
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ū =

⎡
⎣ 0
uy

uz

⎤
⎦
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Figure 4.14: High-order finite element mesh of the cylinder.

two different time-step sizes Δt at the result point. Two different coupling proce-
dures are considered, as explained in Section 4.1.2: explicit coupling, henceforth
abbreviated with Exp and implicit coupling Imp with an iteration tolerance of
ε = 10−4. Note that this tolerance needs to be satisfied by both fields. As depicted
in Figure 4.15(a), the simulation runs stable without any convergence problems.
The situation deteriorates dramatically if the thermal expansion coefficient is re-
set from αΘ = 1.5× 10−5 1/K to αΘ = 1.5× 10−4 1/K as shown in Figure 4.15(b).
Here, a stable solution cannot be obtained. The implicit procedure diverges in
the first time increment and is therefore not plotted in this figure. The explicit
method has no convergence criteria to fulfil, and a "zigzag"-shaped temperature
evolution is obtained for the larger time increment (Δt = 1 s).

For the small time-step size (Δt = 0.1 s), the situation is even worse, and the
temperature response becomes unstable at a certain time. Again, the temper-
ature evolution in the case of implicit coupling is not shown for this time incre-
ment. The instabilities are very similar to those observed by ARMERO & SIMO [3].
To avoid these difficulties, they proposed to use an adiabatic split as introduced
in Section 4.1.2.2. In [50], external convergence stabilization methods were em-
ployed to find a stable solution. As depicted in Figure 4.15(b), the dynamic se-
cant relaxation (DSR) and the quasi-Newton reduced-order method (QN) can be
used to obtain a stable temperature response. Both schemes are able to bring the
thermal and the mechanical field into equilibrium within an implicit coupling
procedure.

A remark concerning the results: Due to the fact that the thermal expansion co-
efficient was chosen unrealistically high, the temperature response is also physi-
cally unrealistic. Nevertheless, this example clearly demonstrates that the applied
acceleration schemes lead to a significant increase in the "chances" for a stable so-
lution, even for unrealistically high coupling strengths.
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Figure 4.15: Temperature evolution at the result point for different coupling strength lev-
els.

In the next step, some convergence properties of the DSR and the QN are deter-
mined. To this end, the coupling iteration residual Λ, see Eq. (4.13), for the very
first time increment is taken under consideration, as depicted in Figure 4.16(a).
Moreover, the number of Gauss-Seidel coupling iterations for every time-step is
given in Figure 4.16(b). Here, the iteration tolerance that needs to be satisfied is
set to ε = 10−3. A detailed overview of the results can also be found in Table 4.7.
It becomes apparent that the QN method performs slightly better than the DSR
method. The average number of iterations is lower, meaning that less solver calls
are needed and, thus, the overall computation time is lower too. An interesting
property might be the rate of convergence b of the acceleration method related
to the first time increment. Let Λk be the iteration residual at the k-th iteration
and Δk = kend − kstart a certain interval of coupling iterations, then the rate of
convergence is defined as

bk = −Δ log Λk

Δk
= − log Λk − log Λk−1

kend − kstart
. (4.136)

The parameters bk calculated for the first time increment are listed in Table 4.6.
A mean value b̄ of the convergence rate is given in Table 4.7. With b̄ = 1.28 (for
Δt = 1.0 s), the QN method shows the fastest convergence.

For this example, both methods require many iterations to achieve convergence
at the beginning of the simulation. With temporal progress, this number reduces
until k = 2 iterations for the QN method. This is interesting, since it seems
that only an initial aid by the acceleration methods is needed at the beginning
to achieve a stable solution.
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Table 4.6: Convergence rate (bk) within the first time increment.

Δt = 1.0s Δt = 0.1s

k DSR QN DSR QN

3 0.43 1.48 -0.19 1.59
4 1.77 0.81 1.86 0.87
5 1.16 1.50 0.54 0.76
6 0.27 1.22 0.86 0.86
7 0.98 1.21 0.69 0.82
8 1.41 1.48 0.77 0.97
9 0.51 0.70 1.07
10 0.55 0.59
11 0.38
12 1.12
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Figure 4.16: Convergence behavior of the QN and DSR method for strong coupling levels.

4.5.2.4 Convergence study

Section 4.2.6 addresses a convergence study performed on a nonlinear system of
equations, which will be done with this exampleas well. To this end, the number
of iterations required per time-step ς is investigated to assess the performance
of the applied convergence acceleration method. The results of this study are
summarized in Table 4.8. Here, the values of the average number of iterations
are given for different time-step sizes, where Δt = {0.1, 1.0} s, and for a different
point of application of the acceleration methods, either after the mechanical or
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Table 4.7: Convergence properties for QN and DSR methods: average number of iterations
per time-step (ς) and average convergence rate (b̄) for the first time increment.

Δt = 1.0s Δt = 0.1s

ς b̄ ς b̄

DSR 3.67 0.89 3.01 0.73
QN 3.13 1.28 2.59 0.99

after the thermal field. The sequence, however, of the fields remains unchanged
so that first the mechanical field is solved followed by the thermal field.

Nearly all methods can be used to find a convergent solution. Only the LE
method does not converge in case of Δt = 0.1s when applying it to the mechani-
cal field. The fastest acceleration can be achieved by means of the QN methods,
in particular if old values from previous time-steps are reused. Taking the so-
lutions from the last 10 iterations into account, an average of 2.05 iterations per
time-step can be accomplished. Besides, the DSR works well, and the BR shows
a promising enhancement of the convergence too. It turns out that the vector
sequence acceleration schemes (Section 4.2.4) cannot be used in this example as
they completely fail to balance the fields.

Table 4.8: Convergence study on the example of strongly coupled nonlinear thermoelas-
ticity: comparison of the number of coupling iterations per time-step (ς) for
different acceleration methods applied to the mechanical or the thermal field.

Point of application: Mechanical field Thermal field

Δt = 1.0s Δt = 0.1s Δt = 1.0s Δt = 0.1s

DAR1 5.13 4.93 5.0 4.84
DSR 3.73 3.01 3.67 3.01
LE 5.4 NC 4.27 3.82
QN 4.33 4.11 3.13 2.59
QN (5) 3.87 2.54 2.8 2.05
QN (10) 2.87 2.13 2.67 2.04
QN (15) 3.33 2.19 2.67 2.05
BR 4.33 4.40 4.46 4.42

The methods to accelerate the convergence within the Gauss-Seidel coupling
iteration loop can be combined with the vector prediction method. As shown in
Table 4.9, a prediction of the starting values at the beginning of every time-step
will further reduce the number of iterations required. For this example, the tem-
perature is extrapolated for the mechanical field. In addition, the predicted data
serve as the very first solution of the iteration process and, thus, the acceleration
methods can be applied one iteration earlier. As demonstrated in Table 4.9, a
thermal predictor (TP) of the order p = 2 delivers the most effective initial guess
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for this example.

Table 4.9: Convergence study for different acceleration methods in conjunction with vector
prediction.

Point of application: Mechanical field Thermal field

Δt = 1.0s Δt = 0.1s Δt = 1.0s Δt = 0.1s

DSR + TP(1) 3.46 2.22 3.60 2.21
DSR + TP(2) 3.40 2.15 3.30 2.10
DSR + TP(3) 3.13 2.42 3.0 2.25
QN + TP(1) 4.33 3.0 3.01 2.11
QN + TP(2) 4.13 3.01 2.60 2.09
QN + TP(3) 3.60 3.36 2.67 2.85
QN(10) + TP(2) 2.93 2.41 2.73 2.07
DAR + TP(2) 4.73 3.39 4.4 3.35
LE + TP(2) 4.67 NC 3.13 2.38
BR + TP(2) 4.07 3.26 4.0 3.18

4.5.3 Coupled thermal-radiation analysis

In this example, the Dirichlet-Neumann coupling between a thermal (heat con-
duction) and a radiation field is investigated. The formulation of this surface
coupling was introduced in Section 2.3.4. The following study aims to verify
the proposed formulation with other codes as well as to study the performance,
possibilities and frontiers of the different numerical methods for the analysis of
radiative heat transfer.

4.5.3.1 Partitioned coupling strategy

First, some general remarks concerning a partitioned coupling strategy for the
coupled thermo-radiative problem: In contrast to the coupled nonlinear thermoe-
lasticity problem, two different solvers are employed. The finite element solver
AdhoC is used for the thermal field, while the radiation field is computed by the
finite volume solver OpenFOAM [130]. With respect to the coupling strategy, this
has serious consequences. Since both methods utilize different discretizations,
the coupling data need to be interpolated on the other mesh before they can be
transferred. In this example, the barycentric triangle mapping concept is applied,
see Section 4.3.1.3.

In a coupled thermal-radiation analysis, the temperature on the boundary sur-
face mesh Θs is mapped on the surface mesh of the radiation field. The other
quantity is the radiation heat flux vector qr, which is projected from the radia-
tion field on the mesh of the thermal field. A possible coupling strategy for this
problem is depicted in Figure 4.17. The driving field is the thermal field, and the
thermal solver is thus called before the radiation field is solved. No convergence
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acceleration methods are applied in this example, and the convergence properties
of the coupling approach are not taken under investigation. However, the start-
ing values of the thermal field are predicted at the beginning of every time-step.
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Figure 4.17: Partitioned coupling strategy for a surface-coupled thermal-radiation problem
with non-matching coupling interfaces.

4.5.3.2 Model problem: thermal analysis of a fin

The objective of this example is to verify the Dirichlet-Neumann coupling be-
tween the thermal and the radiation field. To this end, a problem is considered
for which the results were confirmed by numerical and experimental data – and
can therefore serve as a benchmark example. Here, the model problem proposed
by GLASS ET AL. [68] is recomputed, which is also included in the benchmark
example catalogue of the commercial finite element software Abaqus [1]. This
benchmark problem involves the heat and radiation analysis of a transient com-
bustion process where a fin is subjected to fire effects and loading.

The geometry is depicted in Figure 4.18. Due to symmetry, only one fin on the
inner block is taken under consideration. The space between the fin and the outer
wall is the fluid domain ΩΣ, which is filled with a gas and henceforth denoted as
outer fluid. The block, to which fins are attached in a right angle, is also sur-
rounded by a gas, here referred to as the inner fluid. In the following, the domain
of the thermal field ΩΘ embraces one fin and a cutout of the inner block, and it is
discretized with ne = 92 high-order hexahedral finite elements with a polynomial
degree of p = 4, see also Figure 4.18. Further, the geometrical and physical data
for the thermal field are given in Table 4.10.

The outer fluid domain ΩΣ is discretized by means of nv = 13500 finite volume
cells as shown in Figure 4.19. In the following, the high-order code AdhoC [45] is
utilized to solve the thermal field, and the finite volume solver OpenFOAM [130]
is applied to the outer fluid field. For the special case in which the outer fluid is
approached by vacuum conditions, OpenFOAM is used to calculate the view fac-
tors to account for view factor radiation. For the case of a participating medium,
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Figure 4.18: Schematic sketch of the finned wall, its surroundings and the finite element
mesh.

Table 4.10: Geometrical and physical data for the thermal field.

Fin width b1 0.01 m
Base width b2 0.06 m
Wall distance h0 0.30 m
Fin height h1 0.15 m
Block height h2 0.10 m
Heat capacity cp 500 J/kg K
Density ρ 7800 kg/m3

Conductivity λΘ 50 W/m K

both convection and radiation are taken under consideration. Here, the classical
k-ε turbulence model is used to tackle the turbulent, convective heat transfer in
the outer fluid. Further, the P1-method, see Section 3.4.2, and the fvDOM, see
Section 3.4.3, are implemented to account for the thermal radiation.

Based on [68], the example consists of three different analysis phases:

1. The first phase is a steady-state heat transfer step for applying the initial
conditions.
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Figure 4.19: Portion of the finite volume mesh for the radiation field. The coupling inter-
face ∂ Ωc

o with the thermal field is highlighted in green.

2. The second step deals with a 30-minutes combustion phase in the outer
fluid, leading to a transient heat transfer inside the fin. Energy is transferred
from the outer fluid through the fin and its block to the inner fluid.

3. The third phase is a 60-minutes transient cool down period in which the
conditions are reset to those of the first phase.

Since the thermal radiation analysis is coupled over the surfaces, special attention
must be paid to the description of the boundary. In this example, the coupling
domain is given by the common interface of the thermal and the radiation field
(outer fluid) and is denoted as ∂Ωc

o, as shown in Figure 4.18. In view of thermal
radiation, a constant emissivity of εw = 1.0 is assumed for the outer wall (∂ΩΣ

o,W),
and (∂Ωc

o) εf = 0.8 is used for the fin and for the outer block walls. The wall tem-
perature is set to Θw = 38 ◦C. Besides, heat transfer due to convection must be
described on the interfaces. Between the inner fluid and the fin’s block, convec-
tion is approximated as a boundary condition by means of qc = hin (Θ − Θf) on
∂ΩΘ

in where the inner fluid temperature is Θf = 373.15 K. Here, the film coefficient
hin is temperature-dependent and reads hin(Θ) = 500 (Θ − Θf)

1/3 W/m2K. The
convection between the boundary of the outer fluid and the thermal field regard-
ing the coupling interface ∂Ωc

o varies within the analysis phase and also with the
numerical method used to approximate the radiation field.
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Table 4.11: Heat convection between the outer fluid and the fin walls. All film coefficients
(in W/m2K) in case of the VFM are taken from [1] and the convection velocity
uconv from [168].

Method Convection approach Phase 2 Phase 3
P1 Directly by the radiation solver 2 m/s 2 m/s
fvDOM Directly by the radiation solver 2 m/s 2 m/s
VFM Bound. cond. in heat equation h2 = 10 h3 = 2(Θ−Θf)

1/3

For the first phase, a steady state heat convection analysis with qc = h1(Θ−Θf)
on ∂Ωc

o is carried out. During this phase, the film coefficient is set to h1 = 2(Θ −
Θf)

1/3. For the second and the third phase, convection is either approximated via
the boundary condition or directly computed by the radiation solver. The latter
case is used to apply the P1-model or the fvDOM. Then, the convective fluid
velocity needs to be prescribed. Using the VFM, this is not possible since the
energy equation of the fluid is not solved for this method. Details can be found
in Table 4.11, which gives an overview of the different convection models used
for the outer fluid. Moreover, several material parameters are required to finalize
the model description. They are given in Table 4.12 and were taken from [168].
For a detailed explanation of the model problem, the interested reader is referred
to [68, 168].

Table 4.12: Physical properties of outer fluid at 20◦C taken from [168].

Material parameter Symbol Value Unit
Absorption α 0.70 1/m
Density ρ 1.20 kg/m3

Dynamic viscosity η 1.75×10−5 kg/m s
Gravitation constant g 9.81 m/s2
Heat capacity cp 1005 J/kg K
Prandtl number Pr 0.7 -
Pressure p0 1.00×105 kg/m s2

4.5.3.3 Results for vacuum

To begin with, the outer fluid is neglected and the space between the fin and the
outer wall is described by a vacuum. Thus, there is no convective heat transfer
between the outer fluid and the fin and, therefore, only convection due to the
inner fluid is taken under consideration by means of qc = hin (Θ − Θf) where
the film coefficient is taken as hin(Θ) = 500 (Θ − Θf)

1/3 W/m2K and the fluid
temperature is 100 ◦C. The initial temperature is set to Θ(t = 0) = Θ0 = 0 ◦C.
Moreover, the three analysis phases are reduced to one phase with a time period
of T = 5000 s.
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In the following, the temperature at the tip of the fin is compared for three
different cases: In the first case, the thermal radiation analysis is carried out
by means of the view factor method. Secondly, radiation is approximated as
a boundary model (BC-model) with qr = ε σsb(Θ

4 − Θ4
∞) where ε = 0.8 and

Θ∞ = 38 ◦C is used and, lastly, thermal radiation is fully neglected qr = 0. In Fig-
ure 4.20, the temperature at the node N1 is plotted against the time for these three
cases. As depicted, the influence of thermal radiation increases with higher tem-
peratures. Assuming that the VFM delivers the most realistic results in this study
since it allows to take the geometric influence into account, one can conclude
that the boundary model underestimates the temperature – whereas no radiation
leads to an overestimation. This is physically correct since there is no thermal
energy transfer by radiation whereas the heat loss in the case of the boundary
model is too high. The reason for this is that incoming radiative heat flux due
to reflection with the outer wall and the other fins cannot be incorporated. For
this example, one can conclude that the boundary model shows larger deviations
than if thermal radiation were completely neglected. This clearly demonstrates
that the boundary model can only be used to give a rough approximation for
radiating surfaces that have complex geometries and that interact with other sur-
faces. However, with increasing the distance between the radiating surfaces, the
boundary model approaches the radiative heat transfer with increasing accuracy.
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Figure 4.20: Developing temperature for the case of vacuum at the fin tip (node N1).

4.5.3.4 Results for participating medium

After computing the temperature evolution in vacuum, the space is now filled
with a fluid. In contrast to the vacuum, the convection between the fin walls
and the outer fluid needs to be taken into account, as described in Section 4.5.3.2.
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For the VFM, convection is prescribed on the coupling boundary, whereas for
the P1-method and the fvDOM, the convective part is included in the solution of
the energy equation for the fluid. In contrast to the previous simulation, a full
computation over all three phases is carried out. First, the temperature evolution
at the result nodes N1, N2 and N3 is investigated. In Figures 4.21 and 4.22, the
nodal temperature for the different radiation models is compared to the reference
results obtained with the commercial finite element solver Abaqus.
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(b) Temperature at result node N2.

Figure 4.21: Temperature increase at the result nodes and comparison of different numer-
ical radiation models.

At the beginning, the temperature development at the tip of the fin (node N1)
is taken under consideration. As depicted in Figure 4.21(a), the results in the first
and second phase (T2 = 1800 s) coincide well with the reference case, particularly
the fvDOM and the VFM. The P1-method underestimates the maximum tem-
perature, which demonstrates the rather conservative character of this method.
During the third phase, which describes the cooling period, the fvDOM and P1-
method have slight discrepancies to the reference case whereas the VFM nearly
reaches the decrease of the reference temperature. For the nodal temperature evo-
lution at N2, as depicted in 4.21(b), and at N3, given by Figure 4.22, the end tem-
perature of the heating period (phase 2) is slightly overestimated. Notwithstand-
ing, the results obtained with the different radiation models are in very good
agreement with the reference temperature. Referring to [168], the deviations can
be explained as follows: For the outer fluid, there is a lack of information con-
cerning the material properties. Thus, several assumptions for these properties
have been made, which might be the reason of the deviations occurring for the
fvDOM and the P1-model. The reference simulation was carried out by Abaqus,
where view factor radiation is implemented as well13. Surprisingly, there are also

13It must be reminded that the commercial FE solver Abaqus (Version 6.13 in this case) is able
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deviations between the VFM and the reference solution obtained by Abaqus. In
the present study, the view factors were calculated by means of the fluid solver
OpenFOAM [130] which unfortunately does not allow to take the symmetry of
the finned wall into account. This fact might be the source of the deviations be-
tween VFM and the reference solution.
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Figure 4.22: Temperature increase at the result node N3 and comparison of different nu-
merical radiation models.

A quantitative comparison of the results at the nodes N1, N2 and N3 is given in
Table 4.13. In addition to the numerical results, the experimental data for the tem-
peratures and its standard deviation is taken from [68]. Comparing the values to
the coupled thermal-radiation analysis reveals the good agreement of the results.
The maximum error is below 5% and can be found at N1 in the second phase
when applying the P1-method. Finally, it can thus be concluded that – in this
example – the coupled Dirichlet-Neumann problem of thermal-radiation leads to
promising results. The computations successfully combine different software as
well as discretization schemes and also allow to approach the radiative and con-
vective heat transfer in a participating medium. Thanks to the flexibility of the
partitioned coupling strategy, this problem can be extended such that geometric
changes of the structure can be included as well.

to perform view factor radiation analysis, but not in a multi-physics context. This means, for
example, that deformations of the geometry are not allowed during thermal radiation analysis.
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Table 4.13: Temperature at result nodes: comparison with benchmark results from Abaqus
and data from Glass et al. [68]

Phase
(Time) Node

Glass et al. [68]
Abaqus [1]

AdhoC /OpenFOAM�

Average Deviation P1-method fvDOM VFM

Phase 1
(initial)

N1 75.8 0.2 75.7 79.2 76.7 74.0
N2 93.0 0.3 92.9 94.0 93.5 92.3
N3 97.0 0.1 96.9 97.3 97.1 96.7

Phase 2
(1800 s)

N1 652.2 4.9 649.9 619.6 647.9 653.8
N2 238.6 6.6 237.2 249.1 252.1 246.3
N3 133.7 1.1 133.6 136.0 137.5 136.4

Phase 3
(5400 s)

N1 80.4 0.7 80.9 79.3 78.4 78.6
N2 95.7 0.5 96.1 95.9 96.0 95.0
N3 98.4 0.2 98.5 98.4 98.5 98.0

4.5.4 Three or more coupled fields

In a partitioned analysis with several fields, a suitable coupling strategy is the
key to obtain a fast simulation. If the number of fields is increased, the com-
plexity of the simulation commonly increases as well – and it becomes more and
more important to fine-tune the global coupling strategy. Unfortunately, a general
statement about which might be the best strategy can hardly be given since this
largely depends on the respective problem. Nevertheless, the following points
may help to construct a well-suited and problem-orientated coupling strategy:

• First of all, the sequential arrangement of the fields is important. Again, the
driving field should be the first one within the iteration process. If the whole
system is treated in an explicit manner – meaning that iterating between the
fields is neglected – the sequential arrangement is the only aspect that needs
to be taken into consideration.

• An appraisal of the coupling strengths between the fields can help. If one
field turns out to be only loosely coupled with the others, it may be excluded
from the implicit iteration process to avoid unnecessary solver calls. In this
case, it is solved only once in every time-step, either before or after the cou-
pling iterations. In [51], this idea was applied to electro-thermo-mechanical
problems and was referred to as implicit-explicit coupling. In cases where
a cost-intensive field can be excluded, a significant reduction of the global
simulation time is obtained.

In Figure 4.23, the idea of an explicit-implicit strategy is exemplary illus-
trated on a three-field problem. An extension of this idea is to use an adap-
tive switch between implicit or explicit coupling, individually for the dif-
ferent fields. This can be controlled by computing the error between a pre-
dicted solution and the solution of the first iteration. If the error is small
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enough, the iteration phase will be stopped and the solution from the first
iteration is taken as the converged solution. If the error starts to increase
again, one can switch back to the implicit procedure.

• The acceleration schemes need to be applied in such a way that they can
develop their entire potential. In particular, the efficacious point of appli-
cation has to be figured out. This again is a difficult issue that cannot be
generalized, but has to be investigated for every problem. A good choice
might be to accelerate the field that is expected to have the tightest coupling
with the others.
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Figure 4.23: Combination of implicit and explicit coupling strategy for a three-field system.

Chapter 5 addresses examples of three- and four-field problems in detail, based
on a coupling strategy that takes these three points into consideration. Special
attention is placed on electro-thermo-mechanical problems involving thermal ra-
diation, which finally leads to a volume- and surface-coupled problem.
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CHAPTER5
Numerical examples

In this chapter, the proposed partitioned coupling strategy is applied to multi-
physical problems with nf > 2 fields. The general purpose is to find the best
suited strategy to the corresponding problem under consideration. To begin with,
an electro-thermo-mechanical problem with finite deformations is studied, where
thermal radiation is approximated as a boundary condition in the heat equation.
In a second step, this is extended to four-fields by treating radiation as an addi-
tional field. For this example, all issues discussed in Chapter 4 – convergence ac-
celeration, data transfer and dynamic mesh motion – are employed and different
possibilities to perform the partitioned coupling process are discussed. The final
example is to simulate the field assisted sintering process, first without powder
consolidation and finally using a material model for highly compressible copper
powder, which was developed by ROTHE [146].

5.1 Electro-thermo-mechanically coupled problem

Within the scope of the first example, the radiation field is excluded, and only the
interactions of an electric, thermal and mechanical field are taken into account.
An appropriate partitioned coupling strategy is developed to tackle the three-
field problem. This strategy basically follows ERBTS ET AL. [51] and is applied to
a nonlinear, thermo-elastic problem with a heat source resulting from an electric
current.

5.1.1 Model problem: bimetallic beam

This example deals with the electro-thermo-mechanical modeling of a bimetallic
beam consisting of two layers, one made of steel and one made of silver. This
serves as an academic example for an in-depth study of the coupling strategy,
from low up to unrealistically high coupling strengths.

The electrical field is used to generate high heating rates by means of Joule heat-
ing. Because the layers consist of different materials, the thermal strains in the
layers differ from each other as well – leading to a bending of the beam. The de-
flection is assumed to be elastic and geometrically nonlinear. The material model
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used here coincides exactly with the example of the thermo-elastic expansion of
the thick-walled cylinder from Section 4.5.2.

b

l h

Silver Layer

Steel Layer

x

y

z

Figure 5.1: Schematic sketch of the bimetallic beam consisting of two layers.

Table 5.1: Geometrical set-up of bimetallic beam
Length l 2 m
Width b 0.1 m
High h 0.01 m

The beam is discretized with ne = 12 high-order hexahedral finite elements
that have a polynomial degree of p = 5. All fields are solved on the same mesh,
which consequently means that the data transfer is exact and an interpolation
concept is not required. A schematic sketch of the beam is given in Figure 5.1
and the mesh is depicted in Figure 5.2. Concerning the boundary conditions, the
left-hand side of the beam is clamped (ū = 0) and the electric potential is zero
(ϕ̄ = 0) on this surface as well. On the right-hand side, the prescribed electric
potential increases exponentially in time with ϕ̄(t) = Umax[1 − exp(−U̇0/Umax t)].
The temperature boundary conditions are given as follows: Thermal radiation is
approximated as q̄ = εσsb(Θ

4−Θ4
∞) = q̄r with Θ∞ = Θ0 = 0 ◦C over all surfaces of

the beam, except at the clamped (wall) face where q̄ = 0 is assumed. All boundary
conditions are illustrated in Figure 5.2. The initial temperature is set to Θ(t =
0) = Θ0 = 0 ◦C. The geometric dimensions are given in Table 5.1 and the material
parameters for steel and silver are summarized in Table 5.2. In this example, all
parameters except the electric conductivity are assumed to be constant, i.e. they
do not depend on the temperature. In the following, it is assumed that the electric
conductivity takes the form

λϕ(Θ) =
λϕ, 0

1 + αϕ (Θ−Θ0)
, (5.1)

where λϕ, 0 = λϕ(Θ0) is the reference electric conductivity at the reference temper-
ature Θ0 and αϕ denotes the linear temperature coefficient.
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ū = 0 ϕ̄(t)
q̄ = qr
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q̄ = 0
ϕ̄ = 0

q̄ = qr

Figure 5.2: High-order mesh and boundary conditions of the bimetallic beam.

Table 5.2: Material parameters of steel and silver

Material parameter Symbol Steel Silver Unit
Density ρ0 7800 10500 Kg/m3

Heat capacity cp 460 230 J/Kg K
Conductivity λΘ 45 430 N/s K
Electric conductivity at Θ0 λϕ, 0 12.0× 106 62.0× 106 A/V m
Linear temperature coef. αϕ 5.60× 10−3 3.80× 10−3 1/K
Thermal expansion coef. αΘ 1.55× 10−5 1.95× 10−5 1/K
Emissivity ε 0.8 0.1 -
Bulk modulus K 1.642× 1011 1.061× 1011 N/m2

Shear modulus μ 0.802× 1011 0.303× 1011 N/m2

5.1.2 Partitioned coupling strategy

In order to find an appropriate coupling strategy for the three-field problem, the
coupling between the fields involved shall briefly be recapitulated. For the me-
chanical and the thermal field, the same coupling appears as in the example of
Section 4.5.2. Besides, the interactions with the electric field shall be mentioned.
It is coupled to the thermal field by means of the Joule heating term in the heat
conduction equation. Due to the temperature-dependency of the electric conduc-
tivity, temperature changes also affect the electric field. Further, the electric field
is coupled to the mechanical field due to large deformations. Based on these as-
sumptions, the coupling strategy is developed. A fully implicit approach is cho-
sen, starting with the electric field, followed by the thermal field and concluding
with the mechanical field. For this example, the electric field can be viewed as
the driving field as it is responsible for inducing energy into the beam. Iterating
between the fields is carried out until all fields are balanced in the sense that the
iteration tolerance εz = 10−4, z ∈ {M, Θ, ϕ} is satisfied. Acceleration schemes
are employed to improve the convergence. The entire coupling strategy is out-
lined in Figure 5.3. In this figure, the acceleration scheme is applied at the end,
after the mechanical field. This is, however, only one possibility. It can also be
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used to accelerate the thermal or the electric field. Since there is no general state-
ment about the best point of application at hand, this needs to be figured out in
a convergence study. For the first iteration, the mechanical solution is predicted
by means of vector prediction methods so that the electric and thermal field are
solved on an estimated current configuration.

tn
Mechanical Predictor

u∗n = f(un,un−1, ...,un−m)

Solve Electrical Field
Gϕ(ϕ,Θ

k,uk) = 0

Solve Thermal Field
GΘ(ϕ

k+1,Θ,uk) = 0
Stabilize Solution
uk+1 = uk + Δuk

Check Convergence Criteria
||Rk|| < ε||R0||

tn+1

New Iteration

Solve mechanical Field
GM(ϕk+1,Θk+1,u) = 0

un

u∗n

u∗n

ϕk+1

Θk+1

ũk+1

uk+1

ϕk+1 → ϕn+1

Θk+1 → Θn+1

uk+1 → un+1

If converged

If not converged

k = k + 1

Figure 5.3: Partitioned coupling strategy for the electro-thermo-mechanical problem.

5.1.3 Results

In the following, the temperature evolution and the deflection are taken into
consideration. The deflection is defined as the maximum displacement uy in y-
direction, occurring at the free end (z = l) of the beam. Both the temperature and
the displacement are taken from the result node as depicted in Figure 5.4.

z
x

y Reference configuration

Current configuration

Result node

Figure 5.4: Displacement in y-direction of the bimetallic beam at t = 100 s.
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The results at this node are given in Figure 5.5(a) for the temperature evolution
and in Figure 5.5(b) for the deflection. Obviously, the electric current leads to
high temperatures which therefore lead to large deflections of the beam. After
t = 100 s, one obtains Θmax = 354.27 ◦C and uy = −0.425m which is clearly a
large deformation, as illustrated in Figure 5.4.
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(b) Displacment in y-direction.

Figure 5.5: Temperature and displacement plotted against time at the result node for an
implicit and explicit coupling strategy.

The further objectives are to study different coupling strategies and to investi-
gate the influence of convergence acceleration methods. At the beginning, a fully
explicit coupling strategy is taken under consideration. In this context, fully ex-
plicit means that no coupling iterations are performed between the fields. Hence,
each solver is called only once per time-step. The results are given in Figure 5.5(a)
with respect to the temperature evolution and in Figure 5.5(b) for the displace-
ment in y-direction. As depicted in both Figures, the differences between an im-
plicit and an explicit scheme are quite small and can hardly be detected. The
implicit case requires an average number of 2.18 iterations to achieve balance be-
tween the three fields. This means that every solver is called 2.18 times per time-
step, which leads to the fact that the computational costs for the explicit scheme
are approximately half the amount of the implicit scheme. For this special exam-
ple, one can conclude that the implicit solver calls are dispensable since they are
neither required to attain a sufficient accuracy nor are they needed to stabilize the
coupling process.

In the next stage, the coupling strength is increased successively. This can be ac-
complished in a straightforward manner by multiplying the thermal expansion
coefficients αΘ as well as the linear temperature coefficients αϕ with a constant
factor γ ∈ { 2, 4, 6 }. The objective is to study the performance of the convergence
acceleration schemes. In particular, the Dynamic Secant Relaxation (DSR) and
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the Quasi-Newton least square method (QN) are applied to the coupled problem.
The number of required coupling iterations per time-step ς is given in Table 5.3
and compared to the reference case (Ref) where no acceleration method is em-
ployed. This averaging parameter is computed after the fifteenth load-step – or,
in other words, after T = 30 s, since Δt = 2 s is chosen for the time increment.

Table 5.3: Convergence study of the bimetallic beam and comparison of iterations required
per time-step (ς) for different acceleration methods (NC = no convergence).

γ Ref QN(T) DSR(T) QN(M) DSR(M)

2 4.07 3.93 3.87 4.0 3.93
4 9.93 5.13 3.93 5.8 5.47
6 NC 6.13 4.61 NC NC

As shown in Table 5.3, the QN method and the DSR method serve to increase
the stability and accelerate the iteration process. There are only small improve-
ments for the case that γ = 2 holds, but for γ = 4 and γ = 6, the positive influence
of the acceleration methods is quite obvious. For the case with the highest degree
of coupling (γ = 6), a converged solution cannot be achieved without these meth-
ods. Further, it turns out that the point of application, either after the thermal (T)
or after the mechanical field (M), is important. Apparently, the better option is
to apply it after the thermal field, as this is the only way to achieve convergence
in the case of γ = 6. In order to investigate this in a more detailed way, the cou-
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Figure 5.6: Coupling iteration residuals Λk of the electric, thermal and mechanical fields
for γ = 6 using DSR(T).

pling iteration residual Λk = ||rk|| is plotted against the number of Gauss-Seidel
coupling iterations in Figure 5.6. This is done for γ = 6, and the DSR method is
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5.2. Multi-field problem with thermal radiation 151

applied to the thermal field. It seems that the electric field converges very fast and
can therefore been viewed as loosely coupled. The mechanical and the thermal
field however require more Gauss-Seidel coupling iterations. To reach the toler-
ance of ε = 10−4, the thermal field requires 8 global coupling iterations whereas
the mechanical field requires only 4. This shows how important it is to stabilize
the crucial field during the simulation – and it also indicates why a converged
solution cannot be obtained when applying the acceleration methods to the me-
chanical field. Further, one can conclude that it is very important to check if all
fields are balanced. If only the convergence criterion of the electric field were to
be checked, two coupling iterations would suffice. However, this would lead to
at least very inaccurate results as the other fields would not be in equilibrium.

5.2 Multi-field problem with thermal radiation

In this example, thermal radiation is considered as an additional field to simulate
the interaction of a radiating body with its environment. Again, the bimetallic
beam from the previous example is taken under investigation. The coupling strat-
egy now requires an extension to treat four coupled fields, as proposed in [168].
Further, different methods to solve the radiative transfer equation (RTE) – the
view factor method (VFM), see Section 3.4.1, the methods of spherical harmonics
(P1-approximation), see Section 3.4.2, and the discrete ordinate method (fvDOM)
described in Section 3.4.3 – are studied, and their impact on the coupling strategy
is investigated.

5.2.1 Model problem: bimetallic beam coupled with radiation field

In the following, the model problem as given in Section 5.1.1 is extended as fol-
lows: The beam is placed inside a chamber and is fully enclosed by the walls
of the chamber, as depicted in Figure 5.7. When the beams starts to heat up,
the occurring surface radiation leads to incoming radiation at the inner chamber
walls. This incoming radiation can be reflected and will then irradiate into the
beam over its surface. In order to cover these effects, a thermal radiation solver
is used to simulate the interaction of the beam surface with the environment.
The space between the beam and the chamber walls is discretized by means of
50× 40× 30 = 60000 finite volume cells, see Figure 5.7. Here, only one half of the
chamber is shown. The dimensions of the chamber are given in Table 5.4. It is
presumed that the space between the beam and the chamber walls is filled with a
participating medium, an ideal gas that is homogeneous and that features a con-
stant emission and absorption coefficient of α = 0.5. The surfaces of the inner
chamber walls are adopted as ideal black, i.e. the emissivity is ε = 1.0. In this
example, the influence of convective heat transfer is neglected.
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Bimetallic beam
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Figure 5.7: One half of the finite volume mesh (gray) of the chamber together with finite
element mesh (red) of the bimetallic beam.

Table 5.4: Geometrical set-up of the chamber.
Length l 2 m
Width b 0.51 m
High h 0.6 m

5.2.2 Partitioned coupling strategy

The coupling effects between the electro-thermo-mechanical problem were dis-
cussed in Section 5.1.2. However, the presence of the radiation field needs to be
taken into account. First of all, it is coupled with the thermal field. As outlined
in Section 2.3.4, the temperature and the heat flux must be at equilibrium on the
coupling domain – which, in this case, is the surface boundary of the bimetal-
lic beam. Moreover, as large displacements are assumed, the radiation field has
to be computed on the updated mesh. Thus, it is coupled with the mechanical
field through the displacements of the coupling domain. In both cases, a surface
coupling arises so that the whole problem can be seen as a surface- and volume-
coupled system.

Due to the surface coupling, data need to be transferred over interfaces with
non-matching meshes. The bimetallic beam is discretized with a very coarse high-
order finite element mesh, whereas the radiation field uses finer finite volume
cells. To this end, the data are interpolated before being transferred. In addition,
the finite volume mesh needs to be updated dynamically with respect to the cur-
rent deformation. Several possibilities to tackle these problems were discussed in
Section 4.3. In this example, the barycentric triangle interpolation is utilized and
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a Laplacian smoother is used to take mesh motion into account.
The three-field strategy proposed in the previous example is now extended to a

four-field problem. Again, a fully implicit strategy is employed so that balance is
achieved if all fields are converged. The general strategy is shown in Figure 5.8.
Thermal radiation is chosen to be the last field in the partitioned sequence. The
reason for this is that the radiation field shall be solved on the current updated
configuration. The point of application of the acceleration methods is chosen
after the thermal field, that means that the temperature is corrected by means of
the dynamic secant relaxation (DSR) method or the quasi-Newton (QN) method.

tn
Mechanical Predictor

U∗n = f(un,un−1, ...,un−m)

Solve Electrical Field
Gϕ(ϕ,Θ

k(Qk−1
map),u

k) = 0

Solve Thermal Field
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map) = 0
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If converged

If not converged

k = k + 1

Figure 5.8: Partitioned coupling strategy for a coupled four-field problem including a ra-
diation field.

5.2.3 Results

First of all, the influence of mesh deformation is investigated. Due to the kine-
matic coupling condition, the mesh of the surroundings needs to be updated dy-
namically in every iteration. As depicted in Figure 5.9, two different situations
are possible: The chamber walls can be fixed, as shown in Figure 5.9(a), allow-
ing only little deflection in comparison to the case where the chamber walls are
not constraint, see Figure 5.9(b). For the former situation, at a certain time, some
of the finite volume cells becomes so distorted that the computation is aborted.
Henceforth, the example using flexible chamber walls is taken under consider-
ation to allow larger beam deflections. Due to the large displacements, it is as-
sumed that the coupling strength might be higher and a partitioned solution is
therefore numerically more challenging. However, there is no physical reason to
use flexible chamber walls; in this study, they are used to test the four-field cou-
pling approach.
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(a) Deformed mesh with fixed wall boundary. (b) Deformed mesh without constraining the
wall boundary.

Figure 5.9: Mesh deformation for different boundary conditions of the chamber walls.
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(b) Displacement in y-direction.

Figure 5.10: Temperature and displacement plotted against time at the result node for
different thermal radiation models.

The temperature development and the displacement in y-direction are com-
pared to the results from the previous section where the influence of the chamber
was not simulated. The results for the three different radiation models – the VFM,
the P1-method and the fvDOM– are depicted in Figure 5.10. The variable of in-
terest is the temperature, and the temporal course is given in Figure 5.10(a). It
turns out that, with increasing temperatures, the differences between the simple
boundary model and the more complex radiation models increase as well. How-
ever, these are only slight deviations, the maximum difference amounts to only
6% between the P1 and the standard boundary model at the end of the simu-
lation. The reason for this is that there are no complex geometries and that an
approximation of radiation via the boundary condition thus delivers acceptable
results.

Similar to the previous section, the aim is to study the performance of acceler-
ation methods. To this end, the thermal expansion coefficient is once more mul-
tiplied with the factor γ ∈ { 2, 4, 6 }. The results are given in Table 5.5, in which
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the averaged coupling iterations per time-step for different radiation models are
compared. In this study, the convergence acceleration methods are applied to
the thermal field. The results clearly reveal a need for additional stabilization
schemes to achieve convergence for strong coupling levels (γ = 6). Without the
DSR or the QN, a converged solution cannot be accomplished. Further, it turns
out that the number of iterations varies with the radiation model. For example,
the combination of γ = 2 and the fvDOM seems to require the fewest number
of iterations. However, the differences between the radiation models are small,
also for higher coupling strengths. It is demonstrated that both the DSR and the
QN methods allow to accelerate and to stabilize the four-field problem, indepen-
dently of which radiation model is used. A comparison between the QN and the
DSR shows that the latter method performs slightly better. In the case of γ = 6,
the QN requires up to ς = 2.2 iterations per time-step more (P1-method) than the
DSR.

Table 5.5: Convergence study on the example of the bimetallic beam for different radiation
models: comparison of the average number of coupling iterations.

VFM P1-method fvDOM

γ Ref DSR QN Ref DSR QN Ref DSR QN

2 4.80 4.47 4.53 4.47 4.20 4.47 3.67 3.20 3.20
4 11.73 5.87 5.87 12.07 5.93 6.87 NC 6.15 6.67
6 NC 7.25 9.35 NC 6.67 8.89 NC 7.55 8.78

In order to get a better insight of the convergence behavior of the radiation
field, the coupling iteration residual is plotted against the number of iterations in
Figure 5.11(a) for the DSR scheme and in Figure 5.11(b) for the QN method. In
these figures, the convergence in the first time-step is considered at high coupling
strengths (γ = 6). The results show that the VFM and the P1-method exhibit a
very similar convergence behavior, whereas the fvDOM performs slightly worse.
To achieve an accuracy in the coupling iteration residual of ε < 10−4, both ac-
celeration schemes require 8 Gauss-Seidel iterations when applying the VFM or
P1-method – and 9 in the case of the fvDOM.

Another interesting aspect has to do with how different radiation models influ-
ence the total computation time. In order to make the comparison as fair as pos-
sible, the example with the coupling strength of γ = 4 is considered. In the case
where the DSR method is applied, all radiation models require approximately
six iterations to reach convergence. Figure 5.12(a) lists the results, with the nor-
malized computation time plotted against the time. As mentioned in Section 3.4,
the fvDOM is a very cost-intensive method. This is also reflected in the example.
At the end of the simulation (t = 30s) the total computation time is approxi-
mately 77% higher compared to the P1-method and even 85% higher compared
to the VFM. A comparison to the three-field problem, which is based on the sim-
ple boundary radiation model, is difficult – due to the fact that it reaches a con-
verged solution in approximately four coupling iterations, see Table 5.3, whereas
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(a) Application of the DSR to the thermal field.
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(b) Application of the QN to the thermal field.

Figure 5.11: Coupling residual of the radiation field plotted against the number of itera-
tions for different radiation models at high coupling strengths (γ = 6).

the other radiation models require about six. For this reason, the computation of
this example is carried out once again, this time ensuring that the coupling al-
gorithm also requires six iterations per time-step. This can be done by setting a
very sharp iteration tolerance and terminating after six iterations, allowing for an
almost fair comparison. Figure 5.12(b) depicts the relative overall computation
time related to the most time-consuming method, the fvDOM. Not surprisingly,
the boundary radiation model is the fastest way to incorporate radiation. For this
example, the computation time compared to the fvDOM takes only 8%.
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Figure 5.12: Relative computation time for different radiation models.
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5.3 Simulating the FAST process

In this example, a partitioned coupling strategy for the simulation of the field
assisted sintering technology (FAST) is proposed. The process is governed by an
electric, thermal and mechanical field plus a radiation field to tackle the thermal
conditions of the surroundings. Two different simulations are carried out: In the
first step, the temperature evolution inside the FAST tools and the chamber is
computed without taking the powder compaction process into account. In the
second simulation, the powder material is added and the results are compared to
monolithic simulations and to experimental data from [146].

5.3.1 Temperature evolution

The first simulation serves to determine the temperature evolution in the FAST
tools for fully consolidated copper powder where the relative density is approxi-
mately ρrel = 1. This means that the compaction process itself is not studied. Nev-
ertheless, to gain information of how the graphite tool-system influences the final
temperature, the stress distribution of the powder and the material parameters of
the sintering process, such an investigation is of principle interest. HARTMANN
ET AL. [76] studied the punch/die system and applied a monolithic coupling ap-
proach to solve the electro-thermo-mechanically coupled problem. However, the
influence of the chamber in which the graphite tool-system is located was dis-
regarded. The objective of the following investigation is to take the complex in-
teractions of the radiating surfaces with the surroundings and the chamber walls
into account. To this end, an additional radiation field is introduced. This conse-
quently means that a simulation of the FAST process now requires the solution of
four coupled fields.

5.3.1.1 Constitutive relations

Referring to HARTMANN ET AL. [76], the same constitutive model and material
parameters are utilized. Concerning the kinematic relations, the strain tensor is
assumed to be an additive decomposition of a mechanical and a thermal part

∼E = ∼EM
+ ∼EΘ

, (5.2)

where the latter contribution is purely volumetric ∼EΘ
= αΘ (Θ − Θ0)∼I. Further,

the free-energy function Ψ(∼EM
,Θ) consists of a mechanical and a thermal part

Ψ(∼EM
,Θ) = ΨM(∼EM

) + ΨΘ(Θ). (5.3)

HARTMANN ET AL. [76] assumed a small strain thermoelasticity material model
and used

ρΨM(∼EM
) =

λ

2

(
tr ∼EM

)2
+ μ ∼EM

· ∼EM
(5.4)
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as the mechanical part of the specific free-energy function. Based on this function,
the expressions for the stress tensor and the entropy can be calculated to

∼σ = ρ
∂ΨM

∂ ∼EM

= λ tr ∼E∼I + 2μ ∼E− αΘ ΔΘ(3λ+ 2μ)∼I , (5.5)

ξ = −∂Ψ

∂Θ
= −∂ΨΘ

∂Θ
+

αΘ(3λ+ 2μ)

ρ

(
tr ∼E− 3αΘ ΔΘ

)
. (5.6)

Following [76], the thermo-elastic coupling term results to

γ( ˙∼E,Θ) = αΘ (3λ+ 2μ)Θ tr ˙
∼E . (5.7)

Further reading on modeling small strain thermoelasticity is provided in [76].
The thermal field is considered drawing on the equation of heat conduction,
which features nonlinear dependencies of the material parameters. Further, the
electric field is once again modeled by the conservation of charge with the as-
sumption of a stationary electric current.

5.3.1.2 Model description

In Figure 5.13, the geometry and the dimensions of the graphite tool-system are
depicted on a rotation-symmetric drawing in the x-y-plane. The specifications of
this machine tool are taken from [76]. As only the temperature evolution inside
the graphite-powder system is investigated, the powder, die, punch, and cone
part are assumed as a contiguous region.

a

b c
d

e

f
g
h

j
k

i

Figure 5.13: Rotation-symmetric drawing of the graphite tool-system and dimensions, ro-
tated counterclockwise by 90◦.

The finite element mesh of the graphite system is depicted in Figure 5.14(a).
Due to the symmetry, only one-eighth of the geometry is taken under consider-
ation. As shown in Figure 5.14(a), it is distinguished between the graphite and
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Table 5.6: Dimensions in mm of the FAST tools system based on [76].

a b c d e f g h i j k
27.5 5.0 15.5 10.4 25.0 48.0 73.6 115.1 135.1 10.0 79.7

the powder domain. The mesh consists of 384 high-order hexahedral elements
with a polynomial degree of p = 4. All finite element computations are carried
out with the high-order finite element code AdhoC. The FAST tools are located
inside a chamber which has the simple geometry of a box with the dimensions
110× 135.1× 110 mm3. The space between the punch/die system and the cham-
ber walls defines the radiation field. This field enables radiative heat transfer be-
tween the radiating surfaces of the graphite tools and the surroundings. For the
spatial discretization, a finite volume mesh consisting of 13171 finite volume cells
is used. As depicted in Figure 5.14(b), only one-eighth of the chamber volume
is discretized due to symmetry conditions. This finite volume mesh is employed
when applying the fvDOM and the P1-method. For the VFM, only the discretized
surfaces of the chamber walls and the graphite tools are required. The surface
mesh is extracted from the finite volume mesh in Figure 5.14(b). Since there are
no symmetry conditions available for the VFM in OpenFOAM, the whole model
needs to be discretized for the radiation field. The resulting finite volume mesh
consists of 88344 volumes.1

Powder

Graphite

Result node

(a) High-order finite element mesh of the
graphite tools.

(b) Finite volume mesh of the space between the
tools and the chamber walls.

Figure 5.14: Used meshes for simulating the FAST process.

1The finite element mesh is not affected when using the VFM. In this case, the surface temper-
atures are simply mirrored before they are transferred to the radiation field.
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The boundary conditions of the mechanical, the thermal and the electric field
are presented in Figure 5.16. Regarding the thermal field, water-cooling of the
graphite tools is modeled by forced convection heat flux at the top of the cone
part. The rising flow can be described by q̄c = h(Θ − Θw), where h = 88 W/m2K
denotes the heat transfer coefficient and Θw = 295.15 K is the constant water tem-
perature. In Figure 5.16, the radiating surfaces are colored turquoise. This surface
is either the coupling interface to the radiation field over which the radiative heat
flux and temperature are exchanged – or, in the case of the boundary model, ther-
mal radiation is approximated as q̄r = ε σsb(Θ

4−Θ4
∞). Here, an ambient tempera-

ture Θ∞ = 303.15 K is assumed and the surface emission coefficient is ε = 0.8. For
the electrical field, a time-dependent electric current is applied, providing a heat
source based on Joule heating. This was determined experimentally [76], and the
temporal course is shown in Figure 5.15.
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Figure 5.15: Experimentally determined electric current applied to the graphite tools,
taken from [76].

The boundary conditions for the radiation field are depicted in Figure 5.17. The
coupling interface (red) defines the coupling domain between the radiation and
the thermal field. At the chamber walls, the velocity of the fluid, which is the
rarefied gas that approaches vacuum conditions, is prescribed to be zero, and the
wall temperature coincides with the ambient temperature Θ∞.

The material properties for the consolidated copper powder and for graphite
are summarized in Table 5.7. For realistic simulations, the temperature depen-
dency of several material parameters for both materials was experimentally de-
termined by HARTMANN ET AL. [76]. In the following, the thermal and electric
conductivity (λΘ, λϕ) and the heat capacity (cΘ) are described by temperature-
dependent functions. Following [76], the parameters are approximated by ana-
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ūx = 0 ūz = 0
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Figure 5.16: Boundary conditions of the graphite tools system for the a) mechanical, b)
the thermal and c) the electric field.
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Figure 5.17: Boundary and interface conditions of the space between tools and chamber
walls.

lytic ansatz functions

λΘ(Θ) = b1 e
−b2Θ + b3 e

−b4Θ, (5.8a)
λϕ(Θ) = c1 e

−c2Θ − c3 e
−c4Θ, (5.8b)

cΘ(Θ) = d1 + d2Θ+ d3 tanh(d4Θ− d5) (5.8c)

for graphite and, with the help of a linear ansatz functions, for copper powder

λΘ,Cu(Θ) = e1 Θ+ e2, (5.9a)
λϕ,Cu(Θ) = f1 Θ+ f2, (5.9b)
cΘ,Cu(Θ) = g1 Θ+ g2. (5.9c)
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The coefficients needed in Eqns. (5.8a) – (5.9c) are depicted in Tab. 5.8 and Tab. 5.9.

Table 5.7: Material properties for graphite and copper.
Material parameter Symbol Graphite Copper Unit
Young’s modulus E 1.15×10+10 1.2×10+11 N/m2

Poisson ratio ν 0.2 0.3 -
Density ρ 1.85×10+03 8.92×10+03 kg/m3

Linear temp. coef. αΘ 4.55×10−06 1.60×10−05 1/K
Thermal conductivity λΘ (5.8a) (5.9a) W/mK
Electric conductivity λϕ (5.8b) (5.9b) S/m
Heat capacity cΘ (5.8c) (5.9c) m2/s2K

Table 5.8: Coefficients of the temperature-dependent material properties (1/2).
i = 1 i = 2 i = 3

bi 8.5700 · 10+1 W
mK

5.124 · 10−3 1
K

8.81 · 10+1 W
mK

ci 1.6900 · 10+5 S
m

2.168 · 10−4 1
K

1.66 · 10+5 S
m

di 5.8650 · 10+2 J
KgK

3.507 · 10−1 J
KgK2 8.39 · 10+2 J

KgK

e1 −7.8335 · 10−2 W
mK2 4.332 · 10+2 W

mK

fi 3.800 · 10+7 S
mK

5.5000 · 10+9 S
m

gi 8.2214 · 10−2 J
KgK2 3.737 · 10+2 J

KgK

Table 5.9: Coefficients of the temperature-dependent material properties (2/2).
i = 4 i = 5

bi 3.292 · 10−4 1
K

ci 2.089 · 10−3 1
K

di 3.247 · 10−3 1
K

0.9431 [-]

The simulation is carried out with a constant time increment of Δt = 2 s, and
the time period under consideration is set to T = 2200 s. A partitioned coupling
strategy is applied, similar to the one used in the previous section, see Figure 5.8.
However, the radiation field and the mechanical field are assumed to be decou-
pled. Following [76], the fully coupled electro-thermo-mechanical problem incor-
porates thermoelasticity at small strains. As this does not lead to substantial geo-
metric changes, the radiation field can be solved on a fixed configuration. Further,
this implies that the view factors are constant during the computation and, there-
fore, the computational costs for the VFM can be reduced drastically.2 Besides,

2This is due to the fact that a QR-decomposition of the D matrix of Eq. (3.109) needs to be

https://doi.org/10.51202/9783186345189 - Generiert durch IP 216.73.216.36, am 18.01.2026, 21:45:10. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186345189


5.3. Simulating the FAST process 163

the electric and the thermal field are coupled against each other via temperature-
dependent material parameters and via the Joule heating term. Between the me-
chanical and the thermal field, the coupling occurs due to thermal expansion and
the thermo-elastic coupling term in the heat equation.

A further remark on the numerical treatment of the radiation field: Since air
would cause oxidation of the tools under high temperatures, a vacuum is created
inside the chamber by technical means. However, to apply the fvDOM or the P1-
method, a participating medium is required. To this end, a very thin gas is used
as a participating fluid such that vacuum conditions are nearly reached. This
can be obtained choosing a small absorption coefficient (α = 0.01) such that the
optical depth is much smaller than one and the transmittance τ approaches one.

5.3.1.3 Results

To begin with, the results under perfect vacuum conditions are presented. The
temperature is compared to the experimentally and numerically determined re-
sults from [76], where the standard boundary radiation model is employed.
There is no participating media, so that the VFM is applied to simulate the ra-
diation field. In the following, three different cases are computed:

• Case a) involves the standard conditions for the chamber. The emission
coefficient εw = 0.8 is assumed for oxidized steel chamber walls. Further,
Θw = 305.15 K is taken for the constant chamber wall temperature.

• In case b), the emission coefficient is changed to εw = 0.2, which approaches
blank steel, whereas the wall temperature remains unchanged.

• Case c) also uses εw = 0.2 and prescribes a time-dependent wall tempera-
ture. The chamber walls are water-cooled, as usual, which is why the wall
temperature is not constant. As there is no experimental data for the tem-
perature, it is interpolated as

Θw = 0.5 [Θs(t) + 305.15K] , (5.10)

whereΘs is the maximum temperature on the surface of the graphite tools.

The temperature evolution at the result node for the three different cases is de-
picted in Figure 5.18, together with the experimental and numerical data from [76].
It turns out that the computed temperature is considerably higher when using the
VFM, and it approaches the experimentally determined temperature with a bet-
ter accuracy. The reason for this is that the VFM allows to capture the influence of
the complex geometry and, further, it allows to simulate effects such as reflections
and irradiation between the tool surfaces and the chamber walls. Furthermore,
the influence of the emission coefficient and the temperature for the chamber
walls was studied. It turned out that the third case – the one using εw = 0.2 and

done only once at the beginning of the simulation. It can then be reused in every iteration and in
every time-step, so the unknown heat fluxes can simply be obtained by backward substitution.
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a variable wall temperature – delivers the most suitable approach to the experi-
ments.
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Figure 5.18: Temperature development at the evaluation point P . Comparison of the
results obtained with the VFM to experimental and simulation data given
in [76]
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Figure 5.19: Temperature development at the evaluation point P . Comparison of the
results obtained with the P1-method and the fvDOM to experimental and
simulation data given in [76]

Next, the vacuum chamber is approached by an optically very thin medium
which allows to apply the fvDOM and the P1-method to the radiation field. Again,
the temperature evolution at the result point is considered, and the results for
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the different radiation models are shown in Figure 5.19. The fvDOM and the P1-
method lead to reasonable temperatures too, whereas the former is slightly above
the VFM (case a). The P1-method slightly underestimates the temperature, which
is due to the known fact that it is not well-suited for optically thin media.

However, all radiation models deliver promising results, thus constituting bet-
ter approaches to the experiments than the boundary radiation model. Unfortu-
nately, there are still deviations compared to the experimental data, in particular
for the cooling period, which starts almost in the second half of the simulation.
In order to reduce the remaining deviations and to improve the numerical re-
sults, knowledge about the surface temperature of the chamber walls is required.
In addition, it was mentioned by HARTMANN ET AL. [76] that such deviations
might be due to an inaccurate modeling of the water-cooling convection at the
upper surface. Further, they suppose that there is a strong influence of the elec-
tric and thermal contact conditions between contact surfaces of the punch/die
system and that this leads to an imperfect resistance and Joule heating.

Figure 5.20 shows a comparison between the temperature distribution at T =
1100 s for the VFM (case 3) and the boundary model. Moreover, the temperature
values at the result point at T = 1100 s for the different radiation models are
listed in Table 5.10. The minimal difference between the experimental data and
the numerical solution is ΔΘ = 62.3 K.

x

y

z x

y

z

a) b)

Figure 5.20: Temperature distribution in the machine
tools for a) VFM (case 3) and b) the
boundary model.

Θ[ ◦C]
Exp. [76] 699.0
BC [76] 450.5
VFM (1) 577.6
VFM (2) 601.6
VFM (3) 636.7
fvDOM 589.9
P1 551.6

Table 5.10: Absolute temperature
at result point at T =
1100 s and deviation
to experimental data.

In the following, the results of the whole radiation field obtained with the VFM
(case 3) will be addressed). Figure 5.21(a) depicts the temperature, and Fig-
ure 5.21(b) shows the heat flux after T = 1100 s. Here, it is defined that a heat flux
that leaves the graphite tool-system is indicated by a negative sign. As shown in
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Figure 5.21(b), there is a region at the end of the tool-system that has a positive
sign, i.e. the incoming heat flux is higher than the outgoing portion. Since the am-
bient temperature of this region is below the surface temperature, the reason for
the very high incoming heat flux must consequently lie in the strongly radiating
center of the FAST tool-system. This effect is called self-irradiation and describes
the radiative transfer between surfaces of the graphite tool-system. This leads
thermal energy back into the punch/die system and therefore results in higher
temperatures.

Taking the heat flux under consideration underlines the superiority of a Dirichlet-
Neumann coupling formulation between the radiation and thermal field over the
standard boundary radiation model, which is not able to capture effects like self-
irradiation.

(a) Plot of the temperature distribution.

Incident
Radiation

(b) Plot of the radiative heat flux.

Figure 5.21: Radiative heat flux and temperature distribution after T = 1100 s of the
VFM.

5.3.2 Consolidation of copper powder

In the second FAST example, a constitutive model for copper powder is ap-
plied for a realistic simulation of the compaction process. In the following, a
thermo-viscoplastic model for highly compressible copper powder developed by
ROTHE [146] is employed, covering large deformations as well as the material’s
temperature dependency.

The basis of the constitutive formulation is a multiplicative split of the defor-
mation gradient into four parts

∼F = ∼Fe∼FΘ∼Fp∼Fc
, (5.11)

where ∼Fe
is a reversible elastic part, ∼FΘ

a reversible thermal part, ∼Fp
an irre-

versible plastic and ∼Fc
denotes an irreversible creep part. Due to the complexity

of the powder material model, a further description is not given in this work.
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The basic constitutive equations are summarized in the Appendix A.4. A very
detailed derivation of the constitutive equations can be found in [146].

5.3.2.1 Model description

The thermal and electric fields are solved on the same mesh with the same bound-
ary conditions as utilized in the previous simulation, see the Figures 5.13, 5.14(a)
and 5.16. The applied current is shown in Figure 5.22(a) and the applied axial
force in Figure 5.22(b), both taken from [146].

Table 5.11: Coefficients for the heat capacity of graphite and copper powder from [146].
Material cp0 cpS
Copper 397.83 J(kgK) 2.07 ×10−4 1/K

Graphite 896.0 J(kgK) 1.62 ×10−3 1/K
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Figure 5.22: Applied electric current and axial force based on [146].

In this sintering simulation, different thermal and electric material parameters
are chosen. Based on experimental data, ROTHE [146] proposed the ansatz

λΘ(Θ) = −aΘΘ+ bΘ tanh

(
ρrel − cΘ

dΘ

)
+ eΘ, (5.12a)

λϕ(Θ) = ρ2rel(aϕΘ
−bϕ − cϕ), (5.12b)

cΘ(Θ) = cp0 [1 + cpS(Θ−Θ0)] (5.12c)
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for the specific heat capacity, the electric and thermal conductivity for copper
powder and

λΘ(Θ) = aΘΘ
bΘ , (5.13a)

λϕ(Θ) = aϕΘ
bϕ , (5.13b)

cΘ(Θ) = cp0 [1 + cpS(Θ−Θ0)] . (5.13c)

for graphite. The coefficients based on the metric SI unit system are given in Ta-
ble 5.12 for the thermal conductivity λΘ, in Table 5.13 for the electric conductivity
λϕ and in Table 5.11 for the heat capacity cΘ. All coefficients are taken from [146].

Table 5.12: Coefficients for the thermal conductivity of graphite and copper powder
from [146].

Material aΘ bΘ cΘ dΘ eΘ
Copper 0.05 W/(mK2) 214.60 W/(mK) 0.83 0.17 259.80 W/(mK)

Graphite 1130 W/(mK) -0.425 - - -

Table 5.13: Coefficients for the electric conductivity of graphite and copper powder
from [146].

Material aϕ bϕ cϕ
Copper 2.69×1010 S/m 1.08 1.21×106 S/m

Graphite 1.49×104 S/m 3.04×10−1 -

x

y

z

ūz = 0
ūx = 0

F̄

y

z
ūy = 0

ūt = 0

ūz = 0

x

Figure 5.23: Powder mesh and boundary conditions.

As shown in Figure 5.23, only the powder region is discretized for the mechan-
ical field. Based on the assumption that the graphite tools are rigid compared
to the initial state of the powder, the force is directly applied on the top of the
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powder region, see Figure 5.23. This assumption further allows to approach the
contact between powder and the tools by simply constraining the displacement
on the Neumann boundary of the powder domain.

In the following simulation, the results of the partitioned formulation are com-
pared to monolithic computations and experiments carried out by ROTHE [146].
In view of the partitioned formulation, the following assumptions and simplifi-
cations are made:

• The graphite tools are assumed to be rigid and are therefore not modeled
for the mechanical field. Thus, the contact conditions between the powder
and the tools can be covered by constraining the displacement boundary
conditions, and the load is directly applied to the powder.

• As reported in [146], there are also electric and thermal contact interfaces
between the FAST tools and between the powder and the tools. These con-
tact conditions are also not modeled in this work.

• Coupling effects resulting from geometric nonlinearity are neglected, i.e.
the electric and the thermal field are solved on a fixed configuration.

In this simulation, the radiation field is not taken under investigation, and the
radiating surfaces are treated with the simple boundary radiation model. The
coupling strategy is based on a three-field problem, following Figure 5.3.

5.3.2.2 Results
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(b) Relative density during processing.

Figure 5.24: Comparison of temperature evaluation and relative density. Monolithic and
experimental data is taken from [146].
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The results of the sintering simulation are depicted in Figure 5.24(a), where
the temperature development is shown, and in Figure 5.24(b), where the evolu-
tion of the relative density is plotted. Compared to the results obtained with the
monolithic approach [146], there is a significant deviation in both courses, yet
the tendency of the temperature and density evolution during processing seems
to agree. At the end of the simulation after T = 860 s, the deviations in the
temperature compared to the monolithic approach are around 15.5% and for the
relative density approximately 15.2%. The reason for the discrepancies is not so
much a problem of the partitioned coupling algorithm, but is rather due to the
assumptions and simplifications made for this computation, particularly because
of neglecting the mechanical, thermal and electric contact conditions. Since all
fields depend on each other, it is difficult to determine the source of the deviation
clearly. For example, a lower relative density also has influence on the thermal
and electric conductivity, which leads to lower temperatures in the graphite tool-
system and also in the powder. Presumably, it is the combination of these effects
that leads to such strong deviations compared to the sintering computations and
experiments of [146].
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CHAPTER6
Conclusions and outlook

Within the scope of this thesis, partitioned solution approaches are applied to
solve multi-physically coupled problems. The intended purpose is to develop a
flexible coupling strategy for an arbitrary number of physical fields that can be
treated with specialized solvers. Further emphasis is placed on increasing the
chances for algorithmic stability and to provide an accurate data transfer in the
case of incompatible meshes. The proposed strategy was shown to be applicable
for several numerical computations. Apart from academic examples serving to
test the partitioned scheme, an industrial application is taken under investigation.
Here, the simulation focuses on complex interactions of four physical fields that
describe the field assisted sintering technology (FAST).

The FAST process is governed by electric, thermal and mechanical fields. To
this end, the descriptive equations of these fields are introduced and the cor-
responding coupled initial-boundary value problem is formulated. It is known
from the literature, see e.g. [176, 76], that the temperature development during
processing is of principle interest. As FAST deals with high heating rates and hot
temperatures, the effect of thermal radiation becomes an important issue. That
is why the radiative heat transfer is treated as an additional physical field in this
thesis. A radiation solver is coupled to the thermal field and, in the event of large
deformations, also to the mechanical field. For the former coupling, a Dirichlet-
Neumann partition is proposed that describes the interaction of radiating surfaces
with their surroundings. The latter coupling describes a situation in which the
field must be related to the current configuration, leading to a one-way Dirichlet-
coupling, i.e. iterating is not required to achieve balance. As radiation transfers
thermal energy in vacuum, the coupling is also formulated for the absence of a
participating medium. In summary, the FAST process is described by four phys-
ical fields which are coupled over the volume and the surface.

The spatial discretization of the FAST tools for the electric, thermal and me-
chanical fields is carried out by means of the finite element method (FEM). Fur-
ther, the ambient of the tools is the radiation field, which is discretized by the
finite volume method (FVM). In this context, different numerical models for the
radiative transfer are discussed. For the special case of vacuum conditions, the
view factor method (VFM) is utilized. For a participating medium, however, the
method of spherical harmonics (P1-approximation) and the finite volume discrete ordi-
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nates method (fvDOM) are applied.
A further objective is to provide a robust and efficient solution strategy based

on a separated treatment of the coupled problem. The proposed strategy fol-
lows the classical Gauss-Seidel iteration process with repetitive data exchange be-
tween the solvers. Algorithmic stability is increased by means of external stabi-
lization methods. Several such procedures are investigated in this thesis. Apart
from schemes that fall in the class of Aitken relaxation or quasi-Newton methods,
so-called vector sequence acceleration methods are applied. However, in-depth per-
formance studies on simple and academic examples show that these procedures
cannot achieve the same convergence rates as Aitken relaxation or quasi-Newton
methods. In this context, strongly coupled nonlinear thermoelasticity is solved
by applying an isothermal split. As reported in [3] , this split is only conditionally
stable. It is demonstrated in this thesis that the convergence stabilization meth-
ods even allow to solve unrealistically high coupling levels based on this split.
Further, they are able to drastically reduce the required coupling iterations and,
accordingly, to reduce the overall computation time as well.

In another simulation, the proposed Dirichlet-Neumann coupling between the
radiation and the thermal field is investigated and also compared to experimen-
tal data. To this end, the finite element solver AdhoC for the thermal field is
coupled with the finite volume solver OpenFOAM of the radiation field. It can be
shown that the thermal-radiative coupling formulation delivers reliable results
and a good agreement with the experiments. Further, the three different numeri-
cal radiation models are investigated and compared to the standard, but the less
complex, boundary model – which approximates radiation as a boundary condi-
tion in the heat equation of the thermal field. This model is not coupled with an
additional radiation solver. It turns out that the boundary model cannot repro-
duce the results with the same accuracy as the other radiation models. Another
advantage of an external radiation solver is, that – in case of participating media
– the surrounding fluid field is simulated. This allows to take Buoyant-forces into
account, which are responsible for the effect of natural convection.

As selected numerical examples for the radiation-electro-thermo-mechanical
four-field problem, a bimetallic beam in a chamber is considered, followed by
the simulation of the FAST process. The example of the bimetallic beam serves
to find an appropriate coupling strategy for the fields involved. Again, different
coupling strengths between the fields are studied and the convergence accelera-
tion methods are applied. As demonstrated for this example, the point of applica-
tion of these methods, i.e. which of the four fields is stabilized, is a crucial point.
It turns out that the thermal field is apparently the best choice as it is directly
coupled to all other fields. Moreover, the computational effort for the different
radiation models is compared. Here, it shows that it is especially the fvDOM that
leads to a significant increase in the total simulation time.

Finally, the partitioned coupling approach is applied to simulate the FAST pro-
cess. To begin with, the temperature evolution during processing is computed
inside the graphite tools under the assumption of fully compacted powder. The
objective is to gain a better understanding of thermal radiation and effects such as
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self-irradiation of the FAST tools and reflection between the tools and the cham-
ber walls. Again, radiation is considered as a physical field of its own – leading to
promising results. Compared to the experimental data from [76], the temperature
evolution can be treated better than with the simple boundary radiation model.
The reason for this is that self-irradiation and reflection are covered, leading ther-
mal energy back into the tools. Another interesting issue is that the vacuum of
the chamber can be modeled by means of a very rarefied gas. This allows to ap-
ply the P1-method and the fvDOM, which require the presence of a participating
medium.

At the end, a constitutive powder model [146] is used to simulate the consolida-
tion process of copper powder. Unfortunately, the simulation cannot reproduce
the experimentally obtained data and the numerical results given in [146]. There
are several reasons for those discrepancies, which are not so much related to the
partitioned strategy but rather to the black-box solver used for the electric, ther-
mal and mechanical fields.

In the following, some open questions shall be discussed – followed by an
outlook concerning prospective research possibilities. With respect to the parti-
tioned coupling approach, a parallel treatment of the fields involved poses inter-
esting opportunities. Instead of solving the fields in a sequential manner (Gauss-
Seidel formulation), a parallel approach (Gauss-Jacobi formulation) can lead to
considerable savings of computation time. This can be of interest for problems
that require an in-depth analysis of thermal radiation, which can be very cost-
intensive. Attempts for a parallel solution of multi-physic problems can be found
in [162, 152, 151, 23], for instance. Further research is required for aspects of sta-
bility regarding the Gauss-Jacobi procedure and the convergence.

Another interesting point is concerned with an improved time integration of
the partitioned coupling strategy. Due to the flexibility, different time steps for the
fields involved can be chosen, and an error-based time step selection combined
with high-order time integration would complete this issue. Applied to a Gauss-
Jacobi scheme, this offers further research possibilities and has – to the author’s
knowledge – not yet been investigated and, thus, might be a challenging open
issue for the future.

It has been demonstrated that a comprehensive thermal radiation analysis can
be an important ingredient to accurately simulate the temperature development
of the FAST process. Further research needs to be conducted in this field to con-
firm these findings. Regarding simulations of the entire compaction process of
a powder material, it would be an interesting aim for future work to focus on
a coupled computation that involves the four physical fields and that can also
handle aspects such as contact between the tools.
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APPENDIXA
Appendix

A.1 View factor radiation
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Figure A.1: Schematic sketch of two finite perpendicular rectangles with one common edge.

In the following an example for view factor radiation is considered. For the enclo-
sure given in Figure A.1 – two perpendicular rectangles – the view factor FA1−A2

between the surface A1 and A2 shall be calculated. To begin with, the geometric
relations as depicted in Figure A.1 are described. First, for arbitrary points P1

and P2 lying on the surfaces A1 and A2, the normal vectors ni and the coordinate
vectors ri pointing from the origin to Pi are introduced

n1 =

⎡
⎣00
1

⎤
⎦ , n2 =

⎡
⎣10
0

⎤
⎦ , r1 =

⎡
⎣x1

y1
0

⎤
⎦ and r2 =

⎡
⎣ 0

y2
z2

⎤
⎦ (A.1)
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and, moreover, the distance vectors si between the points are determined

s12 = r2 − r1 =

⎡
⎣ −x1

y2 − y1
z2

⎤
⎦ and s21 = r1 − r2 =

⎡
⎣ x1

y1 − y2
−z2

⎤
⎦ . (A.2)

Recapitulating the formula for infinitesimal view factor calculation

dFdA1−dA2 =
(n1 · r12)(n2 · r21)

π S4
dA2 , (A.3)

requires the distance between two points on the surface

S2 = |s21|2 = |s12|2 = x2
1 + (y2 − y1)

2 + z22 (A.4)

and also the following scalar products

n1 · r12 = z2 and n2 · r21 = x1 . (A.5)

Introducing this into Eq. (A.3) and integrating over dA1 dA2 = dx1 dy1 dz2 dy2,
leads to

FA1−A2 =
1

π A1

∫
x1

∫
y1

∫
y2

∫
z2

z2 x1

(x2
1 + (y2 − y1)2 + z22)

2 dz2 dy2 dx1 dy1 . (A.6)

Integrating four times using special computer software delivers the view factor

F1−2 =
1

πW

[
W tan−1

1

W
+H tan−1

1

H
− L tan−1

1

L

+
1

4
ln

(
(1 +W 2)(1 +H2)

1 + L2

[
W 2(1 + L2)

(1 +W 2)L2

]W 2 [
H2(1 + L2)

(1 +H2)L2

]H2
)]

,

(A.7)

where the geometrical abbreviations H = h/l, W = w/l and L =
√
H2 +W 2 are

utilized for clarity reasons. With l = 30 cm, w = 20 cm, h = 10 cm, A1 = w×l = 0.6
m2, and A2 = h× l = 0.3 m2 the view factor reads

FA1−A2 = 0.1595 . (A.8)

The reciprocity rule delivers the remaining view factor

FA2−A1 =
A1

A2

FA1−A2 = 2FA1−A2 = 0.3190 . (A.9)

Assuming that the temperatures Θ1 = 350 K and Θ2 = 300 K and the emission
coefficient ε1 = 0.8 and ε2 = 0.5 are given, the unknown heat fluxes can be calcu-
lated by

Dq = Aeb (A.10)
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where D and A have the following components

Dij =
δij − Fi−j

εj
+ Fi−j and Aij = δij − Fi−j . (A.11)

Evaluating both matrices leads to

[
1.25 −0.1595

−0.07975 2

] [
q1
q2

]
=

[
1.0 −0.1595

−0.319 1.0

] [
σsbΘ

4
1

σsbΘ
4
2

]
= σsb

[
Θ4

1 − 0.1595Θ4
2

Θ4
2 − 0.319Θ4

1

]
.

(A.12)

Finally, the unknown heat fluxes on both surfaces read

[
q1
q2

]
= σsb

[
1.25 −0.1595

−0.07975 2

]−1 [
Θ4

1 − 0.1595Θ4
2

Θ4
2 − 0.319Θ4

1

]
=

[
637.308

119.336

]
W . (A.13)
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A.2 Vector sequence acceleration methods

The vector sequence acceleration methods generate sets of transformed vectors
which can be summarized by means of the following table:

j →

i ↓ z00 z01 z02 z03 · · · z0m

z10 z11 z12 z13

z20 z21 z22 z23

z30 z31 z32 z33 . .
.

z40 z41 z32
...

z50 z51
... zn−33

z60
... zn−22

... zn−11

zn0

In order to locate every vector of the sequences, two indices i and j are required
and by definition, for j = 0 all vectors zi0 are known. In other words, the zi0 span
the known vector sequence S

S :=
{
z0, z1, ..., zn : zi ∈ Rd

}
, (A.14)

which are the solution vectors from the partitioned coupling iteration. To acceler-
ate the iteration process, the sequence S shall be transformed into a new sequence
that exhibits better convergence properties. Based on this definition, j is the col-
umn index that denotes the j-th sequence and i is the row index that refers to the
i-th vector of the corresponding sequence.

A.2.1 Wynn’s ε-algorithm

One of the most famous algorithm to accelerate vector sequences is the so-called
vector ε-algorithm (VEA) which was discovered by WYNN in the early 1960s [173].
It states that the vectors of the new sequences are calculated by using the vector
inverse based on the following formulas

εi−1 = 0 and εi0 = zi , i = 0, 1, ...

εij+1 = εi+1
j−1 +

(
εi+1
j − εij

)−1
= εi+1

j−1 +
εi+1
j − εij

‖εi+1
j − εij‖2

, i, j = 1, 2, ...
(A.15)
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where the zi are known vectors of the given sequence S. Based on this formula,
the pattern of this algorithm reads

j →

i ↓ zi−1j−1 zi−1j zi−1j+1 zi−1j+1

zij−1 zij zij+1

zi+1
j−1 zi+1

j

zi+2
j−1

Based on this pattern, the new vector is computed by using three other vectors.
In order to apply the VEA to accelerate the convergence of the partitioned cou-
pling strategy, the three last iterates { zk, zk−1 , zk−2 } are considered. To make
this procedure available as an acceleration scheme, the sequence index j is set
to one j = 1 which allows to design a procedure that can be applied after two
new coupling iterations have been performed. For the new vector zk+1 = εi2 one
obtains

zk+1 = zk +
z2 − z1

‖z2 − z1‖22
, with z2 =

zk − zk−1

‖zk − zk−1‖22
, z1 =

zk−1 − zk−2

‖zk−1 − zk−2‖22
.

(A.16)

This formula can now utilized to accelerate the coupling process in every third
iteration. Beside this algorithm, an other generalization of the ε-algorithm for
the acceleration of vector sequences was developed by Brezinski, see [16] for in-
stance. This algorithm was called topological ε-algorithm (TEA) and which obtains
an accelerated sequence by means of the following rule

εi−1 = 0 and εi0 = zi , i = 0, 1, ... ,

εi2j+1 = εi+1
2j−1 +

h

hTΔεi2j
, i, j = 0, 1, ... ,

εi2j+2 = εi+1
2j +

Δεi+1
2j

(Δεi+1
2j )TΔεi2j+1

, i, j = 0, 1, ... .

(A.17)

where the vector h is an arbitrary non-zero vector. Setting j = 0 and taking the
last three iterates, leads after some mathematical rearrangements to a formula,
see Eq. (4.62), which is similar to the VEA and which can be applied to accelerate
the partitioned coupling algorithm.

A.2.2 Brezinski’s θ-algorithm

Another method which shall be discussed is Brezinski’s Θ-algorithm for scalar se-
quences and which was afterwards extended to the vector case, see [16] for in-
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stance. In the multi-dimensional case, this transformation reads

θi
−1 = 0 and θi

0 = zi , i = 0, 1, ... ,

θi
2j+1 = θi+1

2j−1 +
Δθi

2j

‖Δθi
2j‖2

, i, j = 0, 1, 2, ... ,

θi
2j+2 = θi+1

2j +
(Δθi+1

2j+1)
TΔ2θi

2j+1

(Δ2θi
2j+1)

TΔ2θi
2j+1

Δθi+1
2j , i, j = 0, 1, 2, ... .

(A.18)

and is called vector θ-algorithm (VTA). Further, there exist a second technique
which was also proposed by BREZINSKI [16]. It reads

θi
−1 = 0 and θi

0 = zi , i = 0, 1, ... ,

θi
2j+1 = θi+1

2j−1 +
g

gTΔθi
2j

, i, j = 0, 1, 2, ... ,

θi
2j+2 = θi+1

2j + ωi
j

Δθi
2j

(Δθi
2j+1)

TΔθi
2j

with ωi
j = −

hTΔθi+1
2j

hTΔθi+1
2j+1

, i, j = 0, 1, 2, ...

(A.19)

where g ∈ R
d×1 and h ∈ R

d×1 are arbitrary non-zero vectors used to avoid the case
that the denominators vanish. Following BREZINSKI [16] this method is named
as the generalized θ-algorithm (GTA) used. For both methods, setting j = 0 and
taking the last four iterates into account, an applicable formula to accelerate the
convergence of the partitioned coupling process can be obtained, see Eqns. (4.63)
and (4.65).

A.2.3 W -algorithm

The third vector sequence acceleration method under consideration was pro-
posed by Osada [131] and is named as Euclidean W -transformation (EWT). Fol-
lowing [131], the EWT scheme reads

Wi
0 = zi , i = 0, 1, 2, ...

Wi
j = Wi−1

j−1 −
(ΔWi−1

j−1)
TΔ2Wi−3

j−1
(ΔWi−1

j−1)TΔ2Wi−3
j−1 − (ΔWi−3

j−1)TΔ2Wi−2
j−1

ΔWi−2
j−1 ,

j = 1, 2, ... , i = 3j, 3j + 1, ...

(A.20)

There exist a second procedure which is designated as the vector W -transformation
(VWT) [131] based on the following formula

Wi
0 = zi , i = 0, 1, 2, ... ,

Wi
j = Wi−1

j−1+(
1−

(ΔWi−2
j−1)

TΔWi−3
j−1

(ΔWi−3
j−1)TΔWi−3

j−1

)(
ΔWi−1

j−1
‖ΔWi−1

j−1‖2
− 2

ΔWi−2
j−1

‖ΔWi−2
j−1‖2

+
ΔWi−3

j−1
‖ΔWi−3

j−1‖2

)−1
,

j = 1, 2, ... , i = 3j, 3j + 1, ... .
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(A.21)

Similar to the previous method, the limitation to j = 0 and taking the last four
iterates into account leads to an acceleration formula for the convergence of the
partitioned coupling process given by Eqns. (4.66) and (4.67).
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A.3 Barycentric coordinates

A

B

C

x

y

P

�xA
�xB

�xC

Figure A.2: Barycentric coordinates on the triangle ¯ABC

For the Barycentric mapping procedure it is necessary to express the Cartesian
coordinates (x, y) in Barycentric coordinates w1, w2, w3. For the sake of clarity, the
two-dimensional case is considered first and extended to the three dimensions at
the end of this paragraph. Cartesian coordinates can be expressed as

x = w1 xA + w2 xA + w3 xC , (A.22)
y = w1 yA + w2 yA + w3 yC . (A.23)

The wi are also known as Barycentric weights and since w1 + w2 + w3 = 1 must
hold, one can deduce that

x = w1 xA + w2 xA + (1− w1 − w2) xC , (A.24)
y = w1 yA + w2 yA + (1− w1 − w2) yC . (A.25)

In this system of equations, the weights w1 and w2 are unknown. However, they
can easily be calculated by solving(

xA − xC xB − xC

yA − yC yB − yC

)(
w1

w2

)
=

(
x− xC

y − yC

)
. (A.26)

Finally, one can find that

w1(�x) =
(yB − yC)(x− xC) + (xC − xB)(y − yC)

(yB − yC)(xA − xC) + (xC − xB)(yA − yC)
, (A.27)

w2(�x) =
(yC − yA)(x− xC) + (xA − xC)(y − yC)

(yC − yA)(xA − xC) + (xA − xB)(yA − yC)
, (A.28)

w3(�x) = 1− w1(�x)− w2(�x) . (A.29)
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Barycentric mapping means that data �d given at the points A,B,C is projected on
the point P by

�d(�xP ) = w1(�xP ) �dA(�xA)+w2(�xP ) �dB(�xB)+[1− w1(�xP )− w2(�xP )] �dC(�xC) . (A.30)

There is another way to determine the barycentric weights by considering the
area of the triangle. Let ABC the area of the entire triangle, then one can deduce
that

ABC = ABP +PBC+APC → 1 =
1

ABC

(
ABP + PBC + APC

)
. (A.31)

Based on the area of the sub-triangles the barycentric weights can be calculated
to

w1 + w2 + w3 =
ABP

ABC
+

PBC

ABC
+

APC

ABC
= 1 . (A.32)

Consequently, it follows that the interpolation procedure is related to the per-
centage area of each sub-triangle. This procedure can easily be generalized to
the three-dimensional case. Instead of a triangle, a tetrahedron is defined by
four points which is spanned by four triangles. The calculation of the barycen-
tric coordinates can be obtained in exactly the same way, however, now four
points need to be considered and therefore, three weights w1, w2, w3 – since 1 =
w1 + w2 + w3 + w4 must hold – need to be determined.
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Elasticity relation

∼S =
K

2ϑ2

[
tr
(

∼C∼C
−2
i

)
ϑ2

− 3

]
∼C
−1
i

+
μ

ϑ4

[
∼C
−1
i ∼C∼C

−1
i

− 1

3
tr
(

∼C∼C
−2
i

)
∼C
−1
i

]

Plastic flow-rule: elasticity (φ < 0) or plasticity (φ = 0 ∧ φ̇ ≥ 0)

˙
∼Cp

=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ḟc
fc
(∼I− ∼Cp

) φ < 0

2

fc
Λ

∂ φ

∂ J2i

μ

ϑ4 ∼C +
2

fc
Λ

[
∂ φ

∂ I1i
∼I−

1

3

∂ φ

∂ J2i

μ

ϑ4
tr(∼C

−1
p ∼C)∼I

]
∼Cp

+
ḟc
fc
(∼I− ∼Cp

) φ = 0 ∧ φ̇ ≥ 0

Interpolated single surface convex yield function

φ = c k ln

(
eg1/(ck)+eg2/(ck)

2

)
, g1 =

√
J2 + α(I1 + 3ξ)2 − k,

g2 =
√
J2 +Δ − k + A2e

A3I1

Creep flow-rule

˙
∼Cc

=
2

3
gv 〈I1c〉 ∼Cc

, gv = Ac(Θ−Θ0)

(
1− c∞

fc

)

∼Cc
= fc∼I, fc =

2

3
Ac(Θ−Θ0)(fc − c∞) 〈I1c〉 , I1c = fc tr ∼S

Isotropic hardening

k̇M =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

γk
3kM

〈I1c〉 I1c φ < 0

Λ
γk
kM

(
∂ φ

∂ I1i
(I1i + 3ξM) + 2

∂ φ

∂ J2i
J2i

)
−ΛχβkkM +

γk
3kM

〈I1c〉 I1c φ = 0 ∧ φ̇ ≥ 0

Hydrostatic kinematic hardening

ξM = −aξe
−bξrv + cξrv −

1

1− ρ0,rel√
det∼Ci

, rv =
1

2
ln (
√

det∼Ci
)

Hydrostatic Tensile Hardening

It = βtρ
2
rele

btρrel + I0, β̇t = cβ(1− βt) 〈Θ−ΘS〉

Miscellaneous

I1i = tr (∼Ci∼S), J2i =
1

2

(
∼Ci∼S · ∼S∼Ci

− 1

3
I21i

)
, ∼Ci

= fc ∼Cp
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The constitutive material model for copper powder that is used for the sintering
simulations shall briefly be outlined. This model implies finite strain thermo-
viscoplastic behavior and has been developed by ROTHE [146]. For a detailed
explanation of the constitutive equations and the corresponding parameters ref-
erence is made to [146]. Therein, aspects of the implementation are provided and
numerical sintering simulations are presented.
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A.5 Unit system

In order to describe physical quantities and the material parameters, the stan-
dard metric SI unit system is utilized. The international base units are given in
Table A.1.

Table A.1: SI base unit system.
Base unit name Symbol Unit Unit symbol
Length l Meter m
Mass m Kilogram kg
Time t Second s
Electric current I Ampere A
Temperature Θ Kelvin K

Based on this system, the following special units used in this thesis for the phys-
ical quantities can be established, as shown in Table A.2

Table A.2: Special units based on the SI system.
Quantity Symbol Unit SI units SI base units
Force N Newton m kg/s2

Pressure Pa Pascal N/m2 kg/m s−2

Energy J Joule N m m2 kg/s2

Power W Watt J/s m2 kg/s3

Voltage V Volt W/A m2 kg/s3 A−1

Electric resistance Ω Ohm V/A m2 kg/s3 A−2

Electric conductivity S Siemens A/V m−2 kg−1 s3 A2
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