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Zusammenfassung

Dieser Beitrag nimmt die aktuelle Debatte um Chatbots zum Anlass die
Risiken algorithmischer Systeme fiir betroffene Personen und insbeson-
dere Angehérige marginalisierter Gruppen zu untersuchen. Letztere sind
vom Einsatz neuer Technik meist éiberproportional negativ betroffen, ob-
wohl die gesellschaftlichen Machtstrukturen, die Rassismus, Sexismus und
Transphobie den Weg bereiten, lingst umfassend untersucht sind. Wir
analysieren Regelungen des Datenschutzrechts, die Strukturen von Infor-
mationsmacht adressieren, blicken auf relevante Regelungen der neuen EU-
Datengesetze, ziehen Schlussfolgerungen aus dem Diskurs zum Antidiskri-
minierungsrecht und erweitern durch den Riickgriff auf das Konzept der
Intersektionalitat die Perspektive des Rechts. Auf Grundlage von Ansitzen
zu Value Sensitive Design, Data Justice und Design Justice zeigen wir mit
Bezug insbesondere auf die relevanten datenschutzrechtlichen Regelungen,
wie Daten-Gerechtigkeit ,by Design“ durch Prozesse gewihrleistet werden
kann.

1. Einfiihrung

Die Bereitstellung von OpenAls Chatbot ChatGPT zur allgemeinen Nut-
zung ab Ende 2022 befeuerte den iiber lingere Zeit bestandig aufgebauten
Hype um sogenannte Kiinstliche Intelligenz (KI). In der Folge stellten
auch die groflen Plattformanbieter ihre eigenen Chatbots und verwandte
Anwendungen vor. Die mediale und gesellschaftliche Aufmerksamkeit rich-
tete sich dabei zundchst auf die zukiinftigen Potenziale und moglichen
Anwendungsfelder dieser Technik. Doch zuletzt mehrten sich Berichte
iber Fehlfunktionen und Ausfille von Chatbots verschiedener Hersteller.
Von ChatGPT, das rassistische Rap-Texte und Computer-Programme ge-
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nerierte!, itber Googles Bard, das bei seiner Vorstellung im Brustton der
Uberzeugung falsche Antworten gab?, zu einer Test-Version von Microsofts
Suchmaschine Bing als Chatbot, die Nutzende davon iiberzeugen wollte,
dass es noch das Jahr 2022 sei® oder auch, dass sie ihre Frau verlassen
sollten, um eine Beziehung mit dem Chatbot zu fiihren*. Diese Probleme
sind keineswegs neu, sie zeigten sich z. B. in dhnlicher Form bereits bei den
Bildgeneratoren, die zuvor vorgestellt wurden.®

Mit den auf Large Language Models basierenden &ffentlich zugénglichen
Chatbots ist der bisherige Hohepunkt einer Entwicklung erreicht, in der
Technik als geheimnisvolle Black Box betrachtet wird, in die eine Vielzahl
ungefilterter und auch personenbezogener® Daten, oft aus dem Internet,
hineingegeben werden und die auf fiir die Nutzenden meist nicht nach-
vollziehbare Weise Outputs erzeugt. Wie genau diese Modelle arbeiten,
wird dabei nicht dokumentiert oder, soweit dies doch geschieht, nicht
transparent offengelegt. Die Modelle werden wahlweise als ,magische Ins-
trumente” oder ,menschendhnliche Intelligenzen® beschrieben, was in
beiden Fillen nicht zutrifft.® Das Vorgehen der Anbieter:innen erinnert bei
genauerer Betrachtung eher an einen Wursthersteller, der ein wundersames
neues Produkt bewirbt, jedoch nicht offenlegt, welche Zutaten darin verar-
beitet wurden, ob diese aus zuverldssigen Quellen stammen und auf welche
Weise die Herstellung vonstatten geht.

Mit dieser Entwicklung entfernen sich die technische Realitit und die
verfiigbaren Angebote immer weiter von der gesetzlich normierten Vorstel-
lung, dass Technik und die damit einhergehende Datenverarbeitung kon-
trolliert eingesetzt werden sollen, damit ihre Auswirkungen untersucht und
gesteuert werden konnen. Diese Entwicklung wird durch die schiere Infor-

1 Perrigo, Time v. 5. Dez. 2022; Biddle, The Intercept v. 8. Dez. 2022.

2 Schrder, Heise Online v. 9. Feb. 2023.

3 https://www.reddit.com/r/bing/comments/110eagl/the_customer_service_of_the_new
_bing_chat_is/.

4 Roose, New York Times v. 16. Feb. 2023.

Vgl. z.B. Johnson, Wired v. 5. Mai 2022; Luccioni u.a., Stable Bias: Analyzing Societal

Representations in Diffusion Models.

Gal, The Conversation v. 8. Feb. 2023.

Elish, Don’t Call AT “Magic”.

Schwartz, The Guardian v. 25. Jul. 2018.

Bender, The Guardian v. 14 Jun. 2022. Vgl, auch schon Clarke, Profiles of the Future: An

Inquiry into the Limits of the Possible, 1973: ,,Any sufficiently advanced technology is

indistinguishable from magic®.

v
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mationsmacht,!' die Anbieter:innen durch diese Datenpraktiken erlangen
konnen, begiinstigt.

Nach unserem Verstindnis bedarf es einer umfassenden Betrachtung
der Verarbeitung von Daten und ihrer unerwiinschten Folgen, die sich
nicht nur auf das, was klassischerweise als Datenschutzrecht betrachtet
wird, beschranken darf. Vielmehr ist der Blick holistisch und interdiszi-
plindr auf die Informationsmacht und sdmtliche unerwiinschten Folgen
von Datenpraktiken zu lenken - es wire naiv anzunehmen, dass allein
die Datenschutz-Grundverordnung (DSGVO) und ihre Durchsetzung tiber
die Datenschutzaufsicht all diese Probleme l6sen konnten. Gleichzeitig
ist die DSGVO der rechtliche Ausgangspunkt fiir jede Verarbeitung perso-
nenbezogener Daten. Uber das Konzept der Risiken fiir die Rechte und
Freiheiten natiirlicher Personen! und das Ziel nach Art.1 Abs.2 DSGVO,
die Grundrechte natiirlicher Personen zu schiitzen, ist sie fiir viele weitere
Gebiete der Technikregulierung anschlussfahig. So greift etwa der aktuel-
le EU-Entwurf zur Verordnung tber Kinstliche Intelligenz (KI-VO-Ent-
wurf )12 Risiken u.a. auch fiir die Grundrechte auf.?

Die Jahreskonferenz 2022 des Forum Privatheit wahlte mit dem Begriff
der Daten-Fairness einen bewusst weiten Begriff, der viele Interpretations-
moglichkeiten eroffnet. Fragen nach Fairness verhandeln stets Formen von
Gerechtigkeit, die wir in diesem Beitrag analysieren, in dem wir unser
Verstandnis von Daten-Fairness als Daten-Gerechtigkeit darlegen.

Im Folgenden erldutern wir zunichst die bekannten Probleme algorith-
mischer Systeme, die schon vor einiger Zeit dadurch aufgefallen sind, dass
sie rassistische, sexistische und transphobe Inhalte generieren (Abschn.2)
und identifizieren die Form des Diskurses, der in zweifacher Hinsicht von
Individualisierung geprégt ist, als hinderlich fiir das Erreichen von Daten-
Gerechtigkeit: Zum einen wird der Blick auf einzelne Schuldige gerichtet,
zum anderen von Einzelnen erwartet, diese machtvolle Anbieter:innen mit
Hilfe ihrer Individualrechte zur Rechenschaft zu ziehen (Abschn.3). In

10 Rouvroy/Poullet, in: Gutwirth u.a. (Hrsg.), Reinventing Data Protection?,2009, 45 (69).

11 Bieker, DuD 2018, (27-31).

12 Der aktuelle Entwurf des Rates mit neuen Regelungen zu ,General Purpose“-Anwen-
dungen ist abrufbar unter: https://data.consilium.europa.eu/doc/document/ST-149
54-2022-INIT/en/pdf. Fiir einen Uberblick iiber den KI-VO-Entwurf, vgl. Guijarro
Santos, ZfDR 2023, 23.

13 Vgl. ErwGr. 32, 42, 43, 47 72a, 79a, Art. 6 Abs. 3, Art. 7 Abs. 1 Buchst. b, Abs. 2, Abs. 3
Buchst. a, Art.9 Abs. 2 Buchst. a, Art.13 Abs.3 Buchst. b (iii), Art.14 Abs. 2, Art.36
Abs. 6 Buchst. e, Abs. 7 Buchst. a, Abs. 8 Buchst. a, Art. 43 Abs. 6, Art. 65 Abs. 1, Abs. 2,
Art. 67 Abs.1u. Annex IV Nr. 3.
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Abschn. 4 blicken wir auf die rechtlichen Regelungen, die sich mit Informa-
tionsmacht und strukturellen Aspekten von Datenverarbeitung befassen,
insbesondere das Datenschutz- und Informationsfreiheitsrecht, und zeigen
Beziige zum Antidiskriminierungsrecht auf. Unter Riickgriff auf die im
bestehenden Recht enthaltenen systemischen Regelungen, erginzt um die
Ansitze von Value Sensitive Design, Data Justice und Design Justice zeigen
wir, inwieweit sich Daten-Gerechtigkeit im bestehenden Recht finden ldsst
(Abschn. 5). Schliefllich unterbreiten wir in Abschn. 6 unter Riickgriff auf
die relevanten rechtlichen Regelungen und vorherigen Erkenntnisse Vor-
schldge fiir Prozesse, mit denen Daten-Gerechtigkeit in der Praxis erreicht
werden kann. Abschn. 7 gibt einen Uberblick iiber die Erkenntnisse und
endet mit einem Ausblick.

2. Neue Technik, alte Probleme

Die oben aufgezeigten, anekdotischen Berichte der Presse offenbaren
grundlegende Beschriankungen und systemische Probleme dieser Technik.
Allerdings wird der weitere Schritt zu einer Betrachtung dieser strukturel-
len Ebene meist nicht vollzogen, sondern es bleibt beim Aufzeigen einer
Vielzahl von , Einzelfallen Dies macht es unkritischen Befuirwortern leicht,
Risiken im Vergleich zu - rein hypothetischen — Vorteilen und den Poten-
zialen des Einsatzes der Technik kleinzureden.!

Dabei wiirde eine tiefergehende Analyse wenig Uberraschendes zutage
fordern. Sie wiirde zeigen, dass die seit Jahren bestehenden Probleme
von Technik als Black Box, die von systemischem Rassismus, Sexismus
oder Transphobie durchzogen ist und die vor dem teilweise iiberstiirzten,
teilweise (bewusst) unfertigen Verbreiten nicht ausreichend getestet und
dokumentiert wurde, im Fall dieser speziellen algorithmischen Systeme
in besonderem Mafle bestehen. Diese und weitere Probleme waren schon
vor der Veréffentlichung der Chatbots absehbar.!> Die Beseitigung dieser
sich, wie Simone Brown!® und Mar Hicks' aufgezeigt haben, bestdndig wie-
derholenden gesellschaftlichen Probleme und machtvollen Strukturen in

14 Altman, Planning for AGI and Beyond.

15 Bender u.a., in: FAccT 21, 2021.

16 Browne, Dark Matters, 2015.

17 Hicks, in diesem Band; vgl. bereits Hicks, in: Mullaney u.a. (Hrsg.), Your Computer is
on Fire, 2021, 11 (13).
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verschiedenen Gestalten wird von den Verantwortlichen aufgeschoben und
an betroffene Personen und Gruppen ausgelagert, damit die Unternehmen
vom Boom der Anwendungen profitieren und ihre Monetarisierungsstrate-
gien umsetzen konnen. Sie spielen die Informationsmacht!® aus, die sich
aus der eingesetzten Technologie, der Marktstellung ihrer Unternehmen,
einer fehlenden oder mangelhaften Regulierung und den aus der massen-
haften Verarbeitung von Daten gewonnenen Erkenntnissen ergibt.

Die Versprechen der Anbieter:innen iiber die Effizienz algorithmischer
Systeme orientieren sich dabei an fragwiirdigen Benchmarks'®, und in der
praktischen Umsetzung wird teilweise nicht einmal danach gefragt, ob eine
Anwendung tiberhaupt die gewiinschte Funktionalitit bietet.?® Dies hingt
auch damit zusammen, dass die Zwecke der Datenverarbeitung durch
die Anwendung nicht im Vornherein klar festgelegt sind. Diese ,,General
Purpose“-Anwendungen werden vielmehr frei zugénglich gemacht, sodass
sich gar nicht absehen lésst, wofiir die fiir ihre Bereitstellung und die im
Rahmen ihrer Nutzung gesammelten Daten eingesetzt werden.

Wihrend im EU-Gesetzgebungsprozess zur KI-Verordnung noch an De-
tails gefeilt wird, setzt die Realitdt schon Fakten — und dabei ist noch
nicht einmal die grundlegende Entscheidung getroffen, wie diese algorith-
mischen Systeme nach dem Willen des Gesetzgebers in das im KI-VO-Ent-
wurf vorgesehene System von Risikokategorien eingestuft werden sollen.?!

In den USA hat die Federal Trade Commission inzwischen angekiindigt,
Werbeversprechen der Anbieter kritisch in Hinblick darauf zu iiberprifen,
ob die Fahigkeiten der algorithmischen Systeme iibertrieben dargestellt
werden, den Anbietern die Risiken des Einsatzes bekannt sind und ob in
einem bestimmten Produkt tiberhaupt ein solches System enthalten ist.?2
Wihrend insbesondere der letzte Punkt {iberraschend wirken mag, gab
es bereits verschiedene Fille, in denen Aufgaben, die vorgeblich durch al-
gorithmische Systeme automatisiert wurden, tatsachlich von menschlichen
Crowdworkern zu Niedriglohnen erledigt wurden.?* Allerdings gilt auch

18 Rouvroy/Poullet, in: Gutwirth u.a. (Hrsg.), Reinventing Data Protection?, 2009, 45
(69).

19 Raji w.a., in: Proceedings of the Neural Information Processing Systems Track on
Datasets and Benchmarks 1 (NeurIPS Datasets and Benchmarks 2021), 2021.

20 Raji u.a., in: FAccT 22, 2022.

21 Volpicelli, Politico v. 3. Mérz. 2023; Heidelberger/Diakopoulos, Internet Policy Review
2023.

22 Atleson, Keep your Al claims in check.

23 Roberts, in: Mullaney u.a. (Hrsg.), Your Computer is on Fire.
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beim tatsdchlichen Einsatz algorithmischer Systeme, dass die zugrundelie-
genden Trainingsdaten von Menschen als unsichtbare Arbeiter:innen -
und oft unter besonders schlechten Arbeitsbedingungen?* — von gewaltvol-
len, rassistischen, sexistischen, transphoben oder anderen unerwiinschten
Inhalten bereinigt werden sollen.?* All diese Probleme, die von solchen Da-
tenpraktiken ausgehen und Probleme in der Umsetzung des Datenschutz-
rechts offenbaren, gleichzeitig aber auch eindeutig {iber die Materie der
herkdmmlichen Datenschutzkonzepte hinausgehen, zeigen sich in der ak-
tuellen Entwicklung von Chatbots, Bildgeneratoren®® und dhnlichen An-
wendungen wie unter einem Brennglas.

Die Beziige zwischen diesen Datenpraktiken und den bestehenden, pro-
blematischen Machtstrukturen, insbesondere im Hinblick auf algorithmi-
sche Systeme, sind bereits umfassend wissenschaftlich aufgearbeitet wor-
den. Dies betraf etwa Fille rassistischer, sexistischer und transphober
Diskriminierung: Joy Buolamwini und Timnit Gebru haben schon 2018
nachgewiesen, dass die Gesichtserkennungsfunktionalitdt algorithmischer
Systeme die Gesichter Schwarzer Menschen schlechter erkennt als die
weiler Personen und dass die Erkennungsrate bei Schwarzen? Frauen
besonders schlecht ist.?8 Ein von der Stadt Rotterdam eingesetztes algorith-
misches System zur Bestimmung des Missbrauchspotenzials von Sozialhil-
feempfinger:innen, bewertete das Risiko bei Frauen und People of Color
automatisch hoher als bei weiflen Mannern.?” Ebenso wie bei Schwarzen

24 Vgl. dazu auch den Entwurf einer Richtlinie zur Plattformarbeit der Kommission
(https://eur-lex.europa.eu/legal-content/DE/TXT/PDF/?uri=CELEX:52021PC0762)
und die Position des Rates (https://data.consilium.europa.eu/doc/document/ST-10
107-2023-INIT/de/pdf) sowie Veale/Silberman/Binns, European Labour Law Journal
2023.

25 Ebd.; Jones, Work without the Worker, Labour in the Age of Platform Capitalism,
2021; Gray/Suri, Ghost Work, 2019.

26 Luccioni u.a., Stable Bias: Analyzing Societal Representations in Diffusion Models.

27 Wir schreiben das Wort Schwarz grofi, da es sich dabei nicht um die tatséchliche
Farbe der Haut oder eine angebliche biologische ,Rasse” handelt, sondern ,,um eine
politische Selbstbezeichnung von Menschen in einer bestimmten gesellschaftlichen
Position, die mit Rassismuserfahrungen verbunden ist‘, https://www.journalist.de/st
artseite/detail/article/das-diversity-lexikon; vgl. auch: Hasters, Was weifie Menschen
tiber Rassismus nicht héren wollen aber wissen sollten, 2020, S. 29 f,; aus juristischer
Sicht: Liebscher, Rasse im Recht — Recht gegen Rassismus, 2021.

28 Buolamwini/Gebru, in: Proceedings of Machine Learning Research 81.

29 Constantaras u.a., Wired v. 6. Mar. 2023, vgl. schon Eubanks, Harper’s Magazine v.
Jan. 2018.
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Menschen®® gibt es auch bei trans* Menschen eine lange Geschichte der
Nutzung von Datenverarbeitung zu Uberwachungszwecken®., Wie Mar
Hicks und Simone Browne darlegen, sind algorithmischer Bias gegen trans*
Frauen und Schwarze Menschen also keine neuartigen Phdnomene.>

In diesen Aufarbeitungen wird auch deutlich, dass die entsprechenden
Personen meist aufgrund mehrerer Kategorisierungen - insbesondere Ge-
schlecht, Rassifizierung und Geschlechtsidentitdt, aber auch Klasse oder
Behinderung® - von Diskriminierung betroffen sind. Dieses Phinomen
wird vom Konzept der Intersektionalitdt erfasst, nach dem diese Katego-
risierungen sich nicht gegenseitig ausschlieflen, sondern aufeinander auf-
bauen und zusammenwirken.>* Die bereits aufgezeigten Beispiele verdeut-
lichen, dass die Probleme der aktuellen Datenpraktiken sich nicht nur
in einer Dimension von Unterdriickung auswirken, sondern eben etwa
Schwarze Frauen oder trans* Frauen, die in mehrere Kategorisierungen
fallen, besonders von Diskriminierung betroffen sind. Um die strukturellen
Probleme der aktuellen Datenpraktiken anzugehen und nicht nur immer
wieder uber vermeintliche Einzelfalle zu reden, ist es daher an der Zeit,
diese Erkenntnisse auch in der rechtlichen Praxis zu berticksichtigen.

3. Individualisierung von Problemen

Fiir den notwendigen Schritt in die Praxis ist haufig die Form des Diskurses
hinderlich: So findet oft eine Verengung auf einzelne ,Bad Actors oder
,Bad Tech“ statt, als wiirde das Problem sich durch das Ansetzen an einer
Stelle I6sen lassen, wie Anna Lauren Hoffmann in ihrer Kritik des Begriffs
der Fairness im Antidiskriminierungsrecht herausgearbeitet hat.3

Dies lasst sich auch im Datenschutzdiskurs, zum Beispiel bei der Fokus-
sierung auf einzelne Unternehmen, erkennen. Es wird {iber konkrete An-
bieter berichtet und im selben Zug das weitere Feld einer gesamten Art von

30 Vgl. etwa Gilliard/Culik, Digital Redlining, Access, and Privacy.

31 Hicks, IEEE Annals of the History of Computing 2019.

32 Hicks, in diesem Band; Hicks, in: Mullaney u.a. (Hrsg.), Your Computer is on Fire, 2021,
11 (13); Browne, Dark Matters, 2015.

33 Es ist in diesem Kontext bemerkenswert, dass ein kolumbianischer Richter aus-
gerechnet in einem Fall zur Krankenversicherung eines autistischen Kindes auf
ChatGPT zuriickgriff, vgl. Taylor, The Guardian v. 3. Feb. 2023.

34 Hill Collins/Bilge, Intersectionality, 2020, S. 2.

35 Hoffmann, Information, Communication & Society 2019, 900 (903-905).
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Anwendungen ausgeblendet. Das Problem dieses Fokus auf ,Bad Actors®
ist, dass es den Blick primér auf die schuldigen Individuen lenkt, die eine
konsentierte gesellschaftliche Regel brechen und deren unangemessenes
Verhalten zu beseitigen sei.’® Dies geht zulasten der Problematisierung
sozialer und systemischer Ungerechtigkeiten, da in der rechtlichen Debatte
sodann nur iiber Schuld und Verursachung Einzelner diskutiert wird.

Dieses problematische Framing beschrinkt sich nicht allein auf mensch-
liche Verursacher: Genauso werden teilweise unbeabsichtigte Biases an-
gefiihrt, die sich in Systeme ,einschleichen®. So ist zu beobachten, dass
sich Anbieter fiir entstandene Schidden, zum Beispiel durch eine Gesichts-
erkennungssoftware, die Schwarze Menschen als Gorillas kennzeichnet,
entschuldigen und Besserung geloben, obwohl der Eintritt der Schiden
absehbar war und vermutlich bewusst in Kauf genommen wurde.?” Inzwi-
schen gibt es sogar Anbieter, die sich im Vornherein fiir den Output des
von ihnen eingesetzten Chatbots entschuldigen.®® Ob - und wenn ja, wel-
che - Mafinahmen zum Vermeiden einer unerwiinschten Funktionalitit
getroffen wurden und warum man sich trotz offensichtlich mangelnder
Beherrschbarkeit des selbst produzierten algorithmischen Systems fiir eine
Bereitstellung des Angebots entschieden hat, wird in der Regel nicht the-
matisiert.

Teilweise wird vorgeschlagen, das oft (fast) ausschliefllich weifl und
mannlich besetzte Entwicklungsteam diverser zu besetzen.*® Allerdings darf
als Abhilfemafinahme nicht nur die Beseitigung weifer Flecken innerhalb
des Entwicklungsteams gefordert werden, da dies Systemfehler auf ein
individuelles Problem seiner imperfekten menschlichen Gestalter:innen
reduziert.’® So konnen pauschale Forderungen nach ,mehr Diversitat*
benutzt werden, um die zugrundeliegenden strukturellen Probleme zu
tberdecken.*! Hoffmann fordert stattdessen, der Mentalitat, dass man nur
eine einzelne Quelle von Problemen beseitigen miisse, entgegenzuwirken,
damit die dahinter liegenden systemischen Ungerechtigkeiten adressiert
werden kénnen.*? Unter diesen Voraussetzungen konnten auch die relevan-
ten Akteure identifiziert werden, damit die Technologiefirmen sich nicht

36 Freeman, Minnesota Law Review 1978, 1049 (1053-1054).

37 Mac, New York Times v. 3. Sep. 2021

38 Shanklin, Engadget v. 27. Feb. 2023.

39 Hoffmann, Information, Communication & Society 2019, 900 (904).

40 Ebd.

41 Theilen u.a., Internet Policy Review 2021.

42 Hoffmann, Information, Communication & Society 2019, 900 (904-905).
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kollektiv durch Verweise auf unbeabsichtigte, dem Menschen inhdrente
Biases der Verantwortung entziehen kénnen. Schliefilich verstellt die Frage
nach Biases auch den Blick auf ein grundlegenderes Problem: die Frage,
ob eine bestimmte Technologie iiberhaupt eingesetzt werden sollte.*> Diese
Frage fokussiert auf die Risiken und strukturellen Probleme des Einsatzes
bestimmter Technik, auf die wir in Abschn. 6 eingehen.

Neben dieser Individualisierung der Quelle von Problemen - bei der
das Recht zu einer Verengung des Blicks fithren kann und so die wei-
teren Folgen nicht ausreichend beriicksichtigt werden - wird auch die
Umsetzung des geltenden Rechts individualisiert, indem die Erwartung
formuliert wird, dass betroffene Personen mit Hilfe der datenschutzrechtli-
chen Betroffenenrechte die Datenpraktiken global agierender Plattformen
aufbrechen.**

Zwar sind die Betroffenenrechte und weitere Regelungen des Individual-
datenschutzes ein wichtiger Teil des Datenschutzrechts®>, dieses enthalt
jedoch auch zahlreiche Regelungen zum Systemdatenschutz*®, wie wir sie
im folgenden Abschnitt vorstellen. Im Angesicht der strukturellen Natur
der Ursachen versprechen solch systemische Ansitze, auch weil damit
verbundene by-Design-Ansitze bereits vor der Verarbeitung ansetzen, gro-
Beren Erfolg. Dass einzelne Organisationen auch iiber die individuellen
Rechte des Datenschutzrechts strukturelle Probleme von Datenpraktiken
aufzeigen und in Teilen sogar weitreichende Folgen auslgsen kénnen?’,
steht dieser Schlussfolgerung nicht entgegen. Vielmehr zeigen der Grad
der erforderlichen Organisation und die erheblichen Ressourcen?$, die fiir
solche Formen der Rechtsverfolgung notwendig sind, wie unrealistisch
es ist, dass eine einzelne, bereits von den negativen Auswirkungen einer
Datenverarbeitung betroffene Person diesen Strukturen begegnen kénnte.

Zudem konnen die Betroffenenrechte erst geltend gemacht werden,
wenn die Datenverarbeitung bereits erfolgt. In einem solchen Fall, sind die
Rechte der betroffenen Personen jedoch bereits verletzt. Eine Verkiirzung

43 Powles/Nissenbaum, Medium v. 7. Dez. 2018.

44 Vgl. auch Matzner u.a., in: Gutwirth u.a. (Hrsg.): Data Protection on the Move:
Current Developments in ICT and Privacy/Data Protection. 2016, S. 277-305.

45 Vgl. Kaminski, Notre Dame Law Review Reflection 2022, 385.

46 Bieker, The Right to Data Protection 2022 (186 f.).

47 EuGH, Rs. C-362/14, Urteil v. 6. Okt. 2015, ECLI:EU:C:2015:650 — Schrems I; EuGH,
Rs. C-311/18, Urteil v. 16. Jul. 2020, ECLI:EU:C:2020:559 — Schrems II.

48 noyb, Annual Report 2021, S. 20. URL: https://noyb.eu/sites/default/files/2022-07/A
NNUAL%20REPORT%202021%2014072022%20interactive.pdf.
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des Datenschutzrechts auf die ex-post-Durchsetzungsbemiihungen einzel-
ner betroffener Personen oder, im Wege der Verbandsklage*®, auch von
Einzelnen, die sich von einer Organisation vertreten lassen, dient also nicht
deren ,Empowerment®, sondern liefert diese der Informationsmacht der
grofen Plattformen aus.

4. Bestehende gesetzliche Regelungen

Mit ihrer Datenverarbeitung schaffen die Anbieter einseitig Risiken, die
sich nicht nur auf die betroffenen Menschen und einzelne Gruppen, son-
dern auch auf die gesamte Gesellschaft auswirken kénnen.>® Dem entge-
genzutreten, ist auf individueller Ebene meist schon unmdglich, da das
Individuum, dessen Daten gesammelt wurden, gerade nicht in der Lage
ist, diese ohne Weiteres ,zuriickzuerlangen®. Hier setzen die gesetzlichen
Anforderungen an die Datenverarbeitung an: Unmittelbar adressiert das
Datenschutzrecht die aufgeworfene Machtfrage™ und setzt neben dem
Schutz von Individuen auch bei den Strukturen von Datenverarbeitung und
Gesellschaft an.>

Dafiir enthilt die DSGVO etwa einen eigenen Grundsatz der Fairness®,
der Rechtmadfligkeit und Transparenz (Art.5 Abs.1 Buchst.a DSGVO).
Nach dem Grundsatz der Zweckbindung, diirfen Daten nur erhoben wer-
den, um ein bestimmtes Ziel zu erreichen oder eine bestimmte Funktion®*
zu erfiillen (Art.5 Abs. 1 Buchst. b DSGVO). Weiterhin miissen die Daten-
verarbeitenden im Rahmen ihrer Rechenschaftspflicht nachweisen konnen,
dass sie die datenschutzrechtlichen Regelungen einhalten (Art.5 Abs.2
DSGVO). Zudem missen sie als Verantwortliche die Risiken fiir Grund-
rechte® schon vor dem Beginn der Verarbeitung (Art.25 DSGVO) - ggf.

49 Vgl. auch Bieker, The Right to Data Protectionm 2022 (190-192).

50 Steinmiiller u.a., Grundfragen des Datenschutzes, 1971, BT-Drs. VI/3826 Anlage 1, 5
(36, 40, 82£).

51 Theilen u.a., Internet Policy Review 2021; Rouvroy/Poullet, in: Gutwirth u.a. (Hrsg.),
Reinventing Data Protection?, 2009, 45 (69).

52 Bieker, The Right to Data Protection, 2022 (186-193).

53 In der deutschen Sprachfassung mit ,Treu und Glauben® ungliicklich iibersetzt.

54 Grundlegend zur Funktionalitdt algorithmischer Systeme vgl. Raji u.a., in: FAccT 22,
2022.

55 Der KI-VO-Entwurf sieht in Art.11 Abs.1 eine technische Dokumentation vor, in
der Anbieter:innen nach Annex IV Nr.3 u.a. Informationen zu den vorhersehbaren
unbeabsichtigten Folgen und Risikoquellen beziiglich der Grundrechte und Diskri-
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im Rahmen einer Datenschutz-Folgenabschitzung (Art. 35 DSGVO) - be-
werten und entsprechende Mafinahmen ergreifen, um ein den Risiken an-
gemessenes Schutzniveau zu gewihrleisten (Art.25 und Art. 32 DSGVO).
Dabei muss ein Perspektivwechsel erfolgen, denn die Regelungen dienen,
anders als etwa die IT-Sicherheit, gerade nicht den eigenen Interessen des
Verantwortlichen, sondern der Personen, denen aufgrund der Verarbeitung
Schiden drohen.>®

Neben dem Datenschutzrecht, das fiir personenbezogene Daten An-
wendung findet, steht das Informationsfreiheitrecht, das ebenfalls dazu
dient, Informationsmacht einzuhegen. Die Informationsfreiheit strebt eine
Machtbegrenzung durch Herstellung von Transparenz iiber staatliches
Handeln an, ist jedoch in den meisten Anwendungsfillen, insbesondere
im Hinblick auf private Anbieter algorithmischer Systeme, nur auf staatli-
che Akteure anwendbar. Wéhrend das Informationsfreiheitsrecht als indivi-
duelles Antragsrecht von Personen ausgestaltet ist und hier die informati-
onspflichtigen Stellen bei ihnen vorhandene Daten herausgeben miissen,
soweit sie nicht durch gesetzlich vorgegebene private oder offentliche In-
teressen daran gehindert sind, sind in einigen Bundesldndern Transparenz-
portale oder Open-Data-Portale aufgebaut worden, die ein proaktives Ver-
offentlichen vorsehen. Ebenso wie beim Datenschutz ,,by Design“ empfiehlt
sich ein planvolles Vorgehen fiir Informationsfreiheit ,by Design’, um ohne
groflen Aufwand die angeforderten Informationen zusammenzustellen und
rechtssicher zu beurteilen, welche Informationen in welcher Form heraus-
zugeben sind.

Im Fall von Ausschlussgriinden ist es hdufig méglich, die Informationen
mit geeigneten Schwiérzungen bereitzustellen — auch hierbei kann eine
entsprechende technische und organisatorische Gestaltung der Prozesse
und der Aktenfithrung helfen.”” Es lassen sich zwar geeignete Losungen
finden, um die Datenverarbeitenden sowohl im Datenschutz als auch in
der Informationsfreiheit zu unterstiitzen.>® Doch die heutigen E-Aktensys-
teme, Transparenzportale oder E-Government-Anwendungen, fiir deren
Hersteller und Betreiber die Anforderung der Umsetzung des Informations-

minierung bereitstellen miissen. Ebenso wie die Untersuchung moglicher Biases in
den Trainingsdaten nach Art.10 Abs.2 Buchst.f ist dies nur fiir Hochrisikosysteme
vorgesehen.

56 Friedewald u.a., White Paper Datenschutz-Folgenabschétzung, 2017 (31).

57 Hansen/Krasemann 2022, S. 35 ff.

58 Hansen/Bieker/Bremert 2022, S.287f.
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zugangrechts unter Wahrung der gesetzlich vorgesehenen privaten und
offentlichen Interessen jedenfalls nicht iiberraschend sein sollte, sind in
dieser Hinsicht heutzutage zumindest ausbauféhig.>®

Neben diesem Datenschutzrecht im engeren Sinne behandeln noch wei-
tere Rechtsnormen die aus der Datenverarbeitung entstehende Informati-
onsmacht. Insbesondere zum Antidiskriminierungsrecht bestehen zahlrei-
che Beziige.®® Dies zeigt sich auch in den Verweisen auf Antidiskriminie-
rungsvorschriften in der DSGVO selbst. Als einer der méglichen Schiden
fiir die Rechte und Freiheiten natiirlicher Personen, die der besondere,
auf Grundrechtsrisiken abstellende Ansatz der DSGVO verhindern soll,
nennen ErwGr. 75 und 85 die Diskriminierung der betroffenen Personen.
ErwGr. 71 verweist auf besondere Schutzmafinahmen, die sicherstellen sol-
len, dass die besonderen Kategorien personenbezogener Daten nach Art. 9
DSGVO nicht in einer Weise verarbeitet werden, die diskriminierend ist.
Insofern umfasst der Verweis auf den Schutz der Grundrechte natiirlicher
Personen in Art.1 Abs.2 DSGVO selbstverstidndlich auch das Grundrecht
auf Nichtdiskriminierung gemaf$ Art. 21 EU-Grundrechte-Charta.5!

Die Verbindungen zwischen Datenschutz- und Antidiskriminierungs-
recht sind jedoch erst in Ansétzen untersucht,®? obwohl sich die bestehen-
den gesellschaftlichen Probleme wie Sexismus, Rassismus oder Transpho-
bie auch - und wie bereits aufgezeigt in verstirktem Mafle — bei den
problematischen Datenpraktiken, wie dem Einsatz von Chatbots, nieder-
schlagen. Im Antidiskriminierungsrecht ist das Problem intersektionaler
Diskriminierungen ein bekanntes Phianomen.%?

Allerdings ist dieses Problem auch dort noch nicht ausgeraumt: So
stellen die verschiedenen, gesetzlich geschiitzten Kategorisierungen eine
Vereinfachung dar, die sich dem Problem der Intersektionalitit stellen

59 Ansitze der schleswig-holsteinischen Landesverwaltung siehe Thomsen, Sommeraka-
demie, 2022. Bedarf zu einer verbesserten ,By-Design“-Umsetzung besteht auch in
Bezug auf Archive, siehe Friedewald u.a., Access to Archives: Implementation of
Recommendation No. R(2000)13 on a European policy on access to archives, 2023 L.E.

60 Im Sinne von Steinmiiller u.a. lasst sich der Teil des Anti-Diskriminierungsrechts, der
dazu dient, unerwiinschte Auswirkungen von Datenverarbeitung zu adressieren, auch
als Datenschutzrecht im weiteren Sinne verstehen, Steinmiiller u.a., Grundfragen des
Datenschutzes, 1971, BT-Drs. V1/3826 Anlage 1, 5 (44); vgl. dazu Bieker, Right to Data
Protection 2022 (189-190, 195-199).

61 Vgl. z.B. Draude/Hornung/Klumbyté, in: Hepp u.a. (Hrsg.), New Perspectives in
Critical Data Studies 2022, 187 (194).

62 Vgl. Ebd. (202-208).

63 Vgl. schon Crenshaw, The University of Chicago Legal Forum 1989, 139.
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muss, damit die strukturellen Privilegien, die vorwiegend weifle Médnner
genieflen, nicht aus dem Fokus geraten.®* Dies betrifft insbesondere die
Objektivitat vermeintlich statischer und gegebener Grundannahmen sozia-
ler Kategorisierung, die zu hinterfragen ist, damit ebendiese bestehenden
Strukturen und Privilegien aufgebrochen werden konnen.®>

5. Fairness als Gerechtigkeit

In diesem Prozess des Hinterfragens ist es wesentlich, mit Hilfe der gesetzli-
chen Regelungen die herrschenden Machtstrukturen sichtbar zu machen,
um Schieflagen zu erkennen, Teilhabe zu ermdglichen und Macht umzu-
verteilen. Diese Fragen von Gerechtigkeit konnen den Blickwinkel des
Rechts erweitern und weife Flecken ausfiillen.

Aus der Perspektive von Data Justice sind insbesondere individualistische
Ansdtze im Datenschutzrecht wenig hilfreich, da sie die dahinterliegenden
Strukturen eher verwischen, als dass sie ein strukturelles Korrektiv anbie-
ten.¢ Allerdings sollte das bestehende Datenschutz-Governance-System in
seiner Gesamtheit betrachtet werden. Wéhrend etwa die DSGVO Regelun-
gen zum Schutz von Individuen, wie etwa die Betroffenenrechte, enthilt,
deren effektive Umsetzung auch von den Ressourcen der betroffenen Perso-
nen selbst abhédngt,®” gibt es auch Regelungen, die gerade darauf setzen,
dass Datenschutz ,,out of the box", von Beginn an, gewéhrleistet sein muss.
Dies sind insbesondere die bereits angesprochenen Regelungen des Sys-
temdatenschutzes,®® nach denen insbesondere Risiken fiir die Grundrechte
von Individuen bereits in der Planungsphase zu ermitteln und technische
und organisatorische Mafinahmen zur Einddmmung dieser Risiken noch
vor Beginn der Datenverarbeitung umzusetzen sind (vgl. Art.25, 32, 35
DSGVO).

Wihrend sich diese Regelungen also an individuellen Grundrechten als
Maf3stab orientieren, miissen sie nicht von betroffenen Personen durchge-
setzt werden, sondern sind von Datenverarbeitenden stets zu beriicksich-
tigen. Dabei ist natiirlich problematisch, dass die Datenverarbeitenden

64 Hoffmann, Information, Communication & Society 2019, 900 (906).

65 Ebd. (907). Gonzdlez Hauck, Zeitschrift fiir Rechtssoziologie 2022, 153-175.
66 Hintz, in: Dencik u.a. (Hrsg.): Data Justice 2022, 89 (95-97).

67 Ebd. (95).

68 S. Abschn. 3; Bieker, The Right to Data Protection, 2022, 187 f.
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selbst diese Mafinahmen ergreifen und damit einen Perspektivwechsel zu-
gunsten der betroffenen Personen und gegebenenfalls gegen ihre eigenen
wirtschaftlichen Interessen vornehmen miissen. In diesem Zielkonflikt liegt
den Datenverarbeitenden eine Optimierung im Sinne von Umsatz, Gewinn
und Marktanteil deutlich néher als die Beschéftigung mit Grundrechten;
das geschiftliche Risiko einer spiirbaren Sanktionierung oder im schlimms-
ten Fall einer Untersagung der konkreten Verarbeitung oder der Basis fiir
das Geschaftsmodells durch die Datenschutzaufsicht wird als niedrig einge-
schitzt.®

Damit es in der Praxis gelingt, Gerechtigkeit zu gewihrleisten, muss
Datenverarbeitung holistisch und kleinschrittig betrachtet werden: von den
Komponenten und Prozessen iiber Software-Anwendungen, Betriebssyste-
me, Hardware bis zu Infrastrukturen wie Libraries und weithin genutzten
Code-Repositories, Kommunikationsprotokollen und Plattformen sowie
dem weiteren gesellschaftlichen Kontext der Nutzung der Datenverarbei-
tung. Diese Betrachtungen miissen stetig — in der Planungsphase, wahrend
der Gestaltung, beim Inbetriebnehmen und fortlaufend beim Einsatz -
erfolgen. Nur durch solche Schutzmafinahmen ,by Design® lasst sich ge-
wihrleisten, dass die Risiken einer Datenverarbeitung fiir Individuen sich
nicht in konkreten Schéden realisieren.”®

Auch in technischen Systemen werden stets bewusste und unbewusste
Vorstellungen, Grundannahmen und Werte ihrer Entwicklungsteams ein-
geschrieben.”! Dies wird durch die bestehenden Machtstrukturen, die da-
zu fithren, dass bestimmte Gruppen ihre Privilegien nicht hinterfragen
miissen, sondern es als gegeben annehmen konnen nicht diskriminiert zu
werden,”? begiinstigt und bildet dadurch diese Strukturen wiederum ab.
Bei der Gestaltung dieser Systeme stellt sich also die grundlegende Frage,
welche Werte in dem System umgesetzt werden.”® Ansonsten drohen Werte
- sowie bewusste und unbewusste Biases — ohne Bedacht und Reflektion
festgeschrieben zu werden. Der Ansatz von Value Sensitive Design versucht,

69 Zu den drei Fillen in den Jahren 2019 bis 2022, in denen die Federal Trade Commis-
sion eine Loschung des Algorithmus angeordnet hatte, sieche Goland 2023, S. 17 ff.

70 Hansen/Bieker/Bremert 2022.

71 Hicks, in: Mullaney u.a. (Hrsg.), Your Computer is on Fire, 2021, 11 (14f.). Dabei
werden Forderungen nach mehr Diversitit in den Entwicklungsteams, wie bereits
in Abschn. 3 aufgezeigt, oft verwendet, um von den dahinterliegenden strukturellen
Problemen abzulenken.

72 Vertiefend hierzu: Eggers u.a., Mythen, Masken und Subjekte, 2020.

73 Friedman, Interactions 1996.
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diesen Prozess sichtbar zu machen. Dabei geht es in einem dreischrittigen
Prozess zunéchst in einer konzeptuellen Analyse darum, die direkt und in-
direkt betroffenen Personen (,,Stakeholder®) und die umzusetzenden Werte
und ihre Abwigung zu identifizieren. In einer empirischen Untersuchung
wird im Anschluss der soziale Kontext der Technologie betrachtet und
kann spiter auch der Erfolg eines bestimmten Designs untersucht werden.
Schliefllich wird in einer technischen Untersuchung analysiert, wie die an-
gestrebten Werte durch proaktive Gestaltung unterstiitzt werden konnen.”

Um die notwendige Erweiterung des Betrachtungsrahmens fiir die ge-
nannten Probleme zu erreichen, lassen sich die Ansatze von Data Justice
mit Value Sensitive Design und ,by-Design“-Ansdtzen kombinieren. Die
daraus hervorgegangene Methodologie von Design Justice hinterfragt be-
stehende Machtverhaltnisse, die sich in den einzelnen Bereichen von Da-
tenverarbeitung und ihren Folgen zeigen.”> Durch die frithzeitige Einbin-
dung der Perspektiven der von Marginalisierung betroffenen Personen und
Gruppen, die iiberproportional von den negativen Folgen, in Form der in
Abschn. 2 beispielhaft aufgezeigten Diskriminierungen,’”® der hier bespro-
chenen Datenpraktiken betroffen sind, konnen Risiken einer Verarbeitung
bereits im Gestaltungsprozess erkannt werden.

Auch hier gilt es, Intersektionalitdt zu beachten und die gelebten Erfah-
rungen der Angehdrigen marginalisierter Gruppen als Expertise tiber ihre
eigene Unterdriickung ernst zu nehmen. Dabei gilt es, wie wir fir das
Antidiskriminierungsrecht bereits im vorigen Abschnitt festgestellt haben,
auch zu berticksichtigen, inwieweit vermeintlich objektive Dritte durch be-
stehende Machtstrukturen Hegemonie ausiiben kénnen. Unter den Design-
Prinzipien von Design Justice gilt es etwa die Personen, die von den Ergeb-
nissen des Design-Prozesses direkt betroffen sind, in den Vordergrund zu
stellen, den potenziellen Auswirkungen einer Design-Entscheidung einen
hoheren Stellenwert zu geben als den Intentionen der Designenden und
Veranderungen nicht als Endpunkt, sondern als Teil eines fortlaufenden
Prozesses zu betrachten.”

In Anlehnung an das Konzept von Design Justice und unter Beriicksich-
tigung der Kritik der Individualisierung von Problemen zeigen wir im fol-

74 Friedman u.a., in: Himma/Tavani (Hrsg.): The Handbook of Information and Com-
puter Ethics, 2008.

75 Costanza-Chock, Design Justice, 2023.

76 S. auch ErwGr. 35, 36, 37, 44 KI-VO-Entwurf.

77 Ebd., 190-204.
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genden Abschnitt auf, wie sich Daten-Gerechtigkeit in Prozessen verankern
lasst, damit ein fortlaufendes Korrektiv aufgebaut wird.

6. Prozesse fiir Daten-Gerechtigkeit

Der aktuelle Stand der Implementierung von algorithmischen Systemen
verdeutlicht bereits die Notwendigkeit der grundlegenden Umsetzung und
Durchsetzung der datenschutzrechtlichen Regelungen. Die Einfithrung
von Chatbots hat in besonderem Mafle gezeigt, dass diese Vorschriften
eine wesentliche Rolle spielen miissen. Die Regelungen zur Risikobewer-
tung, ,by-Design“-Ansitzen, Datenschutz-Folgenabschitzung und Rechen-
schaftsplicht hétten bereits frithzeitig zum Erkennen der bestehenden Pro-
bleme gefiihrt. Dazu hitte auch gehort, die Rechtmafligkeit der Verwen-
dung der aus zahlreichen, grofiteils gegeniiber den Nutzenden nicht offen-
gelegten, Quellen gesammelten Daten in den zugrundeliegenden Large
Language Models sicherzustellen und sich der Qualitdt - und der Daten-
sammlungen inhdrenten Biases — bewusst zu werden.

Es ist anzunehmen, dass bei einer verniinftigen Analyse der Risiken fiir
Grundrechte eine Freigabe der Anwendungen nicht hitte erfolgen konnen.
Neben grundlegenden Rechtmafligkeitsfragen hitte die Folgenabschitzung
nicht nur Risiken aufgezeigt, sondern auch MafSnahmen zur deren Einhe-
gung oder Abmilderung enthalten.

Um solche Risiken iiberhaupt zu erkennen, geniigt es jedoch nicht, eine
Checkliste abzuarbeiten. Dafiir sind die moglichen Risiken zu abhéngig von
den konkreten Kontexten eines Verarbeitungsvorgangs. Vielmehr bedarf es
dafiir vordefinierter Prozesse, die je nach Kontext angepasst werden. Um
den spezifischen Kontext jeweils ausreichend zu beriicksichtigen, ist es wie-
derum maf3geblich, dass der Einsatzzweck einer Anwendung - also letztlich
der Zweck der Datenverarbeitung — im Vorwege ausreichend definiert wird.

Anstatt solche Anwendungen zu veréffentlichen und am Rande in den
AGB”® oder Aufsitzen in rudimentirer Weise auf bestehende Risiken hin-
zuweisen’?, ohne diese zu adressieren oder zu bewiltigen, miissen die
Risiken einer solchen Verarbeitung fiir die Rechte von Individuen noch
vor dem Beginn der Verarbeitung umfassend beschrieben und bewertet

78 https://openai.com/policies/usage-policies.
79 Bubeck u.a., Sparks of Artificial General Intelligence: Early experiments with GPT-4,
2023.
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werden. Nur so kann der Verarbeitungsvorgang entsprechend den Risiken
angepasst werden; einschliefllich der moglichen Entscheidung, ein Large
Language Model nicht zur allgemeinen Nutzung freizugeben, solange das
nicht bisher beherrschte Risiko besteht, dass diese Anwendungen rassisti-
sche, sexistische und transphobe Diskriminierungen perpetuieren.

Es liegt nicht in der Verantwortlichkeit der betroffenen Personen, einen
Verarbeitungsvorgang zu testen und Verbesserungsvorschlage zu unterbrei-
ten. Diese Aufgabe ist im Datenschutzrecht, begrifflich und rechtlich,
den Verantwortlichen, also den Datenverarbeitenden, zugeordnet. Im Da-
tenschutzrecht ebenfalls Sache der Anbieter ist es im Rahmen ihrer Re-
chenschaftspflicht, {iber den ganzen Lebenszyklus einer Anwendung, also
bereits vor Beginn iiber den Betrieb bis nach deren Einstellung, nachzuwei-
sen, dass die datenschutzrechtlichen Anforderungen eingehalten werden.

Diese datenschutzrechtlichen Regelungen sollten jedoch ebenfalls erwei-
tert und tiber den konkreten Kontext des Datenschutzes hinaus weiterge-
dacht werden. Zum Beispiel ist es ein allgemeiner Grundsatz des Zivil-
rechts, dass eine Haftung fiir Tétigkeiten, die andere potenziell gefahrden,
besteht, wenn diese Gefahren nicht ausreichend durch Verkehrssicherungs-
pflichten begrenzt werden. Demnach miissen durch den Verursacher der
Gefahr die Mafinahmen ergriffen werden, die erforderlich sind, um dem
Entstehen von Schidden vorzubeugen und negative Auswirkungen im Falle
eines Schadenseintritts gering zu halten oder abzumildern. Diese Verkehrs-
sicherungsgrundsitze aus der physischen Welt, z. B. zur Gebdude- oder
Wegesicherung, sind auch auf den digitalen Bereich {ibertragbar. Zudem
ist das Treffen von Mafinahmen zur Einhegung mdglicher Schéden ein
Grundsatz des Produkthaftungsrechts.®? In Anbetracht der Risiken, die
mit algorithmischen Systemen einhergehen und die oft gerade nicht ausrei-
chend untersucht werden, erscheint auch eine Gefdhrdungshaftung, also
eine Haftung ohne den Nachweis konkreten Verschuldens aufgrund der aus
der Titigkeit folgenden erlaubten Gefahr, wie etwa dem Betreiben gefahrli-
cher Anlagen, moglich.®!

Im Lebenszyklus von Anwendungen gibt es spezifische Risiken, die mit
den Anderungen des Einsatzes oder der Umgebung verbunden sind und

80 Dabei sind auch Pflichtversicherungen denkbar. Ein von ChatGPT synthetisch er-
zeugter Text zu einer moglichen gesetzlichen Regelung findet sich bei Wagner, ZDF-
heute v. 30. Apr. 2023.

81 Vgl. dazu auch den Entwurf der Kommission zu einer KI-Haftungsrichtlinie (https://
eur-lex.europa.eu/legal-content/ DE/TXT/PDF/?uri=CELEX:52022PC0496) und de
Conca u.a., May Cause Liability - Use Care When Using the Internet of Things.
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fiir deren Erkennung und Behandlung ein prozessorientierter Ansatz not-
wendig ist. So besteht die Gefahr eines function creep, also der schleichen-
den Ausweitung der urspriinglich begrenzten Zwecke durch Nutzende oder
die einsetzende Organisation selbst. Diese Gefahr besteht natiirlich nur,
wenn die Zwecke vorab festgelegt sind, wie es in Art.5 Abs.1 Buchst.b
DSGVO vorgeschrieben ist.

Mit dhnlicher Auswirkung konnen sich auch die Risiken einer Verar-
beitung im Lauf der Zeit dndern oder miissen etwa mit neugewonnenen
Erkenntnissen anders beurteilt werden. Beispielsweise ist die Annahme ver-
breitet, dass die Modelle, die durch Maschinenlernen entstehen, lediglich
abstrahierte Muster oder Strukturen enthalten, die keinen unmittelbaren
Riickschluss auf die méglicherweise personenbezogenen oder anderweitig
sensiblen Trainingsdaten zulassen. Diese Annahme muss aber nicht stim-
men: So konnten Forschungsteams fiir algorithmische Systeme demonstrie-
ren,

1. dass sich zumindest in bestimmten Konstellationen feststellen lief3, ob
Datensitze zu einer Person in den Trainingsdaten enthalten waren
(Membership Inference Attack, z. B. bei Large Language Models, die
mit Daten zu bestimmten Krankheiten oder Patient:innen in bestimmten
Krankenhausern trainiert wurden)82 sowie

2. dass sich aus Large Language Models personenbezogene oder urheber-
rechtlich relevante Daten aus den Trainingsdaten extrahieren lieflen.3

Diese Erkenntnisse sind aus Datenschutzsicht besonders deswegen rele-
vant, weil Large Language Models zumeist wie anonyme Daten eingestuft
wurden und man annahm, dass mit dem Maschinenlernen der Effekt
einer Anonymisierung einherginge. Anonyme oder anonymisierte Daten
unterfallen jedoch - anders als personenbezogene Trainingsdaten — nicht
dem Datenschutzrecht. Unter dieser Annahme wurde bisher nach unserer
Kenntnis nicht problematisiert, wenn algorithmische Systeme aus der EU
in einen Drittstaat weitergegeben wurden. Doch angesichts des Stands der
Forschung, dass darin eben doch personenbezogene Daten eincodiert sei-
en und entlockt werden konnten, wire die Annahme einer vorliegenden
Anonymitét nicht haltbar; der Anwendungsbereich der DSGVO wire eroff-

82 Shokri u.a. 2017, Ye u.a. 2022.
83 Frederikson u.a. 2015, Yeom u.a. 2020, Carlini u.a. 2021, Trameér w.a. 2022, Yu u.a. 2023.

46

hittps://dol.org/10.5771/9783748938743-29 - am 18.01.2026, 09:56:26.



https://doi.org/10.5771/9783748938743-29
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Daten-Fairness als Daten-Gerechtigkeit by Design

net.3* Dieser Effekt von vermeintlich anonymen Daten kann insbesondere
deswegen Schiden fiir die Grundrechte der betroffenen Personen ausldsen,
wenn die Verantwortlichen keine Vorsorge fiir diesen Fall getroffen haben,
weil sie sich aufSerhalb der DSGVO wihnten.®

Folglich ist auch fiir die Uberwachung von Risiken ein durchgingiger
Prozess notwendig,% der eine Anwendung tiber den gesamten Lebenslauf
begleitet. Auch bedarf es einer konstruktiven Fehlerkultur, die nicht durch
eine voreilige Entschuldigung versucht, eine Diskussion zu beenden, son-
dern durch die ein Verantwortlicher die Folgen eines Fehlers begrenzt und
Anderungen umsetzt, um diesen Fehler in der Zukunft ausschliefen zu
kénnen.

In diesem Kontext wird auch deutlich, wie sinnvoll es ist, dass der Risi-
ko-Begriff der DSGVO?® nicht nur auf die Rechte der betroffenen Personen
(also Personen, deren Daten verarbeitet werden), sondern auf siamtliche
natiirliche Personen abstellt, ganz im Sinne der direkten und indirekten be-
troffenen Stakeholder im Rahmen des Value Sensitive Designs. Wenn etwa
ein Large Language Model aufgrund der Daten einer bestimmten Gruppe
von Personen einen Bias aufweist, kann sich dieser zulasten ganz anderer
Personen auswirken.

Auch die Erkenntnisse zur Intersektionalitit von Diskriminierungen
miissen in diesen Prozessen beriicksichtigt werden. Dies gilt etwa konkret
fir die Bewertung von Risiken und die Erkenntnis, dass Personen, die
unter verschiedene, sich iiberschneidende Kategorisierungen fallen einem
besonders hohen Risiko unterfallen. Dieses ergibt sich nicht einfach aus

84 Wiederum gibt es Forschungsansitze zum gezielten ,Machine Unlearning’, sodass
es nicht undenkbar ist, einzelne oder viele Datensitze ,herauszulernen® und damit
auch einen Schutz gegen ,Membership Inference Attacks oder dem Auslesen der
Daten zu schaffen; fiir einen Uberblick siehe Nguyen et al. 2022. Es ist noch nicht
gekldrt, inwieweit mit bestimmten Unlearning-Ansitzen auch das Betroffenenrecht
auf Léschung umgesetzt werden kann und unter welchen Umstinden dies iiberhaupt
eine realistische Option darstellt.

85 Bruegger 2021, S.103 ff.

86 Vgl. auch Bender u.a., in: FAcct 21, S. 619.

87 Auch nach Artikel 34 Abs. Buchst. b Digitale-Dienste-Verordnung ist eine Bewertung
der nachteiligen Auswirkungen der Grundrechte, insbesondere des Rechts auf Nicht-
diskriminierung vorgesehen, nach Art. 48 Abs. 4 Buchst. e sind Schutzvorkehrungen
zur Vermeideung negativer Auswirkungen vorgesehen.

88 Bieker, The Right to Data Protection, 2023, 189.
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einer simplen Addition der Risiken, denen etwa ein Schwarzer Mann (Ras-
sismus) und eine weifle Frau (Sexismus) ausgesetzt sind.%

Allerdings gilt generell bei der Risikobewertung, dass diese sich nicht
hinter vermeintlich objektiver Pseudo-Mathematik verstecken darf.?® Mit
diesem erweiterten Fokus, der auf breiteren Gerechtigkeitsiiberlegungen
auch auflerhalb des Datenschutzrechts fuf3t, gibt es noch weitere Gruppen,
die von algorithmischen Systemen betroffen sind. Dazu zéhlen insbeson-
dere die Arbeiter:innen, die ,unsichtbare Arbeit®; etwa an den Chatbots
zugrundeliegenden Large Language Models selbst, verrichten.”! Zudem
beruhen viele Anwendungen, die sich algorithmischer Systeme bedienen,
darauf, dass konkrete Personen die Arbeit, die mit Hilfe der Systeme orga-
nisiert werden soll, verrichten. Dies sind in vielen Fillen sogenannte Gig-
Worker:innen, also prekir Beschiftigte, die Waren ausliefern oder andere
Dienstleistungen, wie zum Beispiel Content-Moderation, erbringen.

Die Einbindung der betroffenen Personen und Endnutzer:innen einer
Anwendung, insbesondere Angehdriger bereits marginalisierter Gruppen,
ist zudem ein wesentlicher Teil jeder Risikobewertung. Dies ist auch im
Rahmen einer Datenschutz-Folgenabschitzung eine Moglichkeit (Art.35
Abs. 9 DSGVO), von der frithzeitig im Prozess Gebrauch gemacht werden
sollte. Dabei ist die Perspektive der betroffenen Personen und Gruppen
als Expert:innen der von ihnen erfahrenen Diskriminierungen bereits bei
der Identifizierung moglicher, auch intersektionaler, Risiken eine hilfreiche
Unterstiitzung.

Allerdings ist es wichtig, auch hier Probleme nicht zu individualisieren
oder etwa in ausbeuterische Muster zu verfallen. So besteht die Gefahr
einer Tokenisierung®? einzelner Angehdriger marginalisierter Gruppen, al-
so der Vereinnahmung einer einzelnen Person als Reprédsentant:in einer
ganzen Gruppe, um Inklusion vorzutduschen, oder eine mangelnde Aner-
kennung der Arbeit betroffener Personen in einem solchen Prozess, die
in der Regel zu vergiiten ist. Die DSGVO verweist explizit auf Organisatio-
nen, die die Interessen der betroffenen Personen vertreten. Es geht also
auch hier um eine breite Einbindung von NGOs, Organisationen der Zi-
vilgesellschaft, Gewerkschaften, Kooperativen und Bewegungen, die auch

89 Crenshaw, The University of Chicago Legal Forum 1989, 139 (149, 1511.).
90 Bieker/Hansen/Friedewald, RDV 2016, 188 (193).

91 Gray/Suri, Ghost Work, 2019.

92 Theilen u.a., Internet Policy Review 2021, S. 5.
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diejenigen einbeziehen sollte, die die ,unsichtbare Arbeit” verrichten, wie
z. B. Gig-Worker:innen.

Es ist selbstverstindlich problematisch, dass ausgerechnet der fiir die
Datenverarbeitung Verantwortliche die gegenldufigen Interessen betrachten
und umsetzen muss. Dies ist eine inhdrente Begrenzung des Datenschutz-
und letztlich auch Antidiskriminierungsrechts, sodass auch der Riickgriff
auf dieses das Problem nicht ohne Weiteres 16sen kann. Die rechtlichen
Korrektive gegen Verstof3e sind zudem fiir die betroffenen Personen miih-
sam und erfordern von der Beschwerde bei den entsprechenden Stellen bis
zum Fiihren eines langwierigen und teuren Gerichtsverfahrens tiber mehre-
re Instanzen erhebliche finanzielle, zeitliche und mentale Ressourcen.’

Dabei besteht zudem das Problem, dass sich Datenverarbeitende nach
dem Unterliegen in einem Gerichtsverfahren darauf berufen, ihre Praxis
inzwischen angepasst zu haben, um sich so den gerichtlichen Anforderun-
gen zu entziehen. Im schlimmsten Fall erfordert dies erneute (gerichtliche)
Auseinandersetzungen, damit eine angemessene Umsetzung erfolgt. Dies
liegt auch an den geradezu unbegrenzten Ressourcen, die Anbietern zur
Verfiigung stehen, um ihre Geschiftsmodelle zu verteidigen.

Um dieses Gefalle zwischen den Anbietern, mit ihrer Informations-
macht, und den Einzelnen, die die Risiken dieser Machtakkumulation
tragen, zu Uberbriicken, sind tiefgreifende strukturelle Eingriffe notwendig,
die Giber das bestehende Daten(schutz)recht hinausgehen. Dabei sollte je-
doch nicht auf unpassende historischen Prazedenzfille geblickt werden; die
Anbieter von heute agieren global und dhneln daher weniger den nationa-
len Elektrizitits- oder Eisenbahnmonopolen des 19. und 20. Jahrhunderts.
Insofern ist nicht klar, ob mit kartellrechtlichen Regelungen auf nationaler
oder europdischer Ebene die Informationsmacht der Anbieter wirkungsvoll
zu regeln ist oder ob dies nur auf internationaler Ebene, etwa in Form von
Governance-Modellen wie der ICANN - die wiederum eigene Probleme
aufweisen — oder durch die Implementierung von Protokollen auf Infra-
struktur-Ebene, zu erreichen ist.”*

93 So nahm der Rechtsstreit einer betroffenen Person gegen ehrverletzende Suchworter-
gianzungen zum eigenen Namen, die Google als Autocomplete-Funktion im Jahr 2009
eingefiihrt hatte, mehrere Jahre bis zum BGH-Urteil vom 14. Mai 2013 - VI ZR 269/12
- in Anspruch. Als Reaktion fithrte Google ein Formular zum Entgegennehmen von
Beschwerden ein. Dass die Anbieter von ChatGPT oder anderen Anwendungen das
BGH-Urteil in die Gestaltung ihres Angebots einbezogen hitten, ist nicht ersichtlich.

94 Keyes, Wired v. 11. Jan. 2022.
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7. Ausblick

Es ist daher fraglich, ob im Rahmen der aktuellen Debatte um den Ein-
satz algorithmischer Systeme eine Losung erreicht werden kann, die die
fundamentalen Probleme dieser Technik ausreichend durch eine Verénde-
rung der ihrer Anwendung zugrundeliegenden Machstrukturen bewirkt.
Notwendig wire es dafiir zundchst den Fokus von Einzelnen abzuwenden
und stattdessen die bestehenden gesellschaftlichen Machtstrukturen zu
analysieren. Eine solche Analyse muss den Blick jedoch tiber das, was klas-
sischerweise als Datenschutzrecht angesehen wird, hinaus in benachbarte
Rechtsgebiete lenken.

Allerdings liefern auch diese Bereiche, wie etwa das Antidiskriminie-
rungsrecht in Bezug auf die hier beschriebenen intersektionalen Diskri-
minierungen, keine Patentlésungen. Es ist daher eine Erweiterung der
Perspektive jenseits des Rechts auch auf Losungsansitze notig, die von An-
gehorigen marginalisierter Gruppen entwickelt wurden. Mit den grundle-
genden Prozessen des bestehenden Datenschutzrechtes lassen sich — durch
eine solche Perspektiverweiterung — viele der aktuellen Probleme erfassen,
bewerten und Abhilfemafinahmen ableiten.

Wesentlich ist die Erkenntnis, dass die aktuellen Datenpraktiken nicht
alle Menschen gleich, sondern marginalisierte Gruppen {iberproportional
treffen. Auch hier muss sich der Fokus von der Industrie und den Anbietern
algorithmischer Systeme abwenden. Nur weil jemand ein Problem schatftt,
heifit es nicht, dass er, mit all seinen wirtschaftlichen Eigeninteressen,”
auch zur Problemdefinition und -l6sung berufen ist.”® Vielmehr muss die
Deutungshoheit von der Industrie hin zu den betroffenen Personen und der
Gesellschaft insgesamt gelenkt werden.

Die bestehenden Strukturen, die es Unternehmen ermdglichen und sogar
dafiir Anreize bieten, michtige Large Language Models bereitzustellen und
Risiken auszulagern, miissen grundlegend verdndert werden. Erst wenn
Anbieter gezwungen sind, Risiken zu bewiltigen, bevor sie mit Anwendun-
gen Geld verdienen oder Marktanteile sichern konnen, ist es realistisch,
dass Regelungen, die ihren wirtschaftlichen Interessen derart entgegenlau-
fen wie der Schutz marginalisierter Gruppen und Datenschutz, umgesetzt
werden.

95 Die sich durch den Einsatz von Anwendungen, die auf Large Language Models beru-
hen, zukiinftig noch einfacher und woméglich (teil-)automatisiert vertreten lassen,
vgl. Sanders/Schneier, Technology Review v. 14 Mérz. 2023.

96 Dencik, in: Dencik u.a. (Hrsg.): Data Justice 2022, 123 (133 f.).
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Je stirker eine Technik Auswirkungen auf die Menschen und die demo-
kratische Gesellschaft haben kann, desto wichtiger ist eine unabhéngige
Kontrolle bereits vor dem Inverkehrbringen und auch wéhrend ihres Ein-
satzes. Nur so kann Technik dazu beitragen gesellschaftliche Probleme zu
16sen und nicht, um die wirtschaftlichen Interessen weniger zu erfiillen,
eine Vielzahl von Problemen fiir die Gesellschaft insgesamt zu verstirken
oder zu verursachen.
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