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Prélogo

El presente volumen recoge las aportaciones del Seminario Germano-Es-
panol “Digitalizacién y Derecho de Obligaciones”, celebrado los dias 24
y 25 de octubre de 2024 en la Facultad de Derecho de la Universitat
de Barcelona, en el marco de una colaboracion académica habitual entre
universidades espafiolas y alemanas. El encuentro fue un espacio de dialogo
para examinar los desafios que plantea la transformacién digital en el De-
recho de obligaciones y en la teorfa general del contrato. En un contexto en
el que la inteligencia artificial, los bienes inteligentes y las plataformas digi-
tales redefinen las relaciones juridicas, el seminario ofreci6 una perspectiva
comparada y transnacional, a través de cinco paneles tematicos, en los
que se analizé cémo la digitalizacién no solo modifica los instrumentos
del trafico juridico tradicionales, sino también los principios que sustentan
la autonomia privada, la responsabilidad y la equidad en las relaciones
contractuales modernas. El primer panel, dedicado a los bienes inteligentes
y la inteligencia artificial en la conclusion de contratos (Prof. Dra. Beate
Gsell, Ludwig-Maximilians-Universitit Miinchen; Prof. Dra. Natalia Mato
Pacin, Universidad Carlos III de Madrid) exploré las implicaciones juridi-
cas del uso de sistemas automatizados en la formacion de la voluntad
contractual y en él se abordaron cuestiones relativas a la intervencién de
algoritmos en la toma de decisiones, asi como a la influencia del disefio
digital sobre la autonomia del usuario, y la necesidad de nuevas formas de
transparencia y control en la contratacion electrénica. El segundo panel
examing los contratos de contenidos y servicios digitales, que es un dmbito
en el que confluyen el Derecho de consumo, la proteccién de datos y la
propiedad intelectual (Dra. Julia Ludwigkeit, Juez en el Tribunal Regional
de Wuppertal; Sra. Julia Buschmann, Universitat Bielefeld; Prof. Dr. Antoni
Rubi Puig, Universitat Pompeu Fabra). Se analizaron los deberes de actua-
lizacién del proveedor, el equilibrio entre el cumplimiento y la correccién
del cumplimiento, y la tensién entre la libre disposicion contractual y la
tutela de los derechos de autor en entornos digitales. El tercer panel se
centré en las cldusulas abusivas y la digitalizacién (Prof. Dr. Reiner Schulze,
Universitdt Miinster; Prof. Dr. Sergio Cdmara Lapuente, Universidad de
La Rioja), y mostré cémo la evolucién normativa europea influye en la deli-
mitacién del control de abusividad. La expansién de los contratos digitales
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Prologo

ha multiplicado los riesgos de asimetria informativa, de ahif la importancia
de reforzar los mecanismos de proteccion frente a condiciones generales
impuestas mediante interfaces digitales o practicas de disefio engafosas. El
cuarto panel profundizé en el tema de la inteligencia artificial y la responsa-
bilidad civil (Dra. Ann-Kristin Mayrhofer, Ludwig-Maximilians-Universitat
Miinchen; Dr. Tomas Garcia-Mic6, Universitat de Barcelona) y se abordé
la compleja cuestion de la imputacién de danos en entornos automatizados.
Las ponencias discutieron la distribucion de la carga de la prueba en
casos de dafos causados por sistemas de inteligencia artificial, asi como
la posible evolucion desde un régimen basado en la culpa hacia modelos
de responsabilidad objetiva para los proveedores de software inteligente.
Finalmente, el quinto panel analizé la inteligencia artificial en los servicios
financieros (Prof. Dr. Markus Artz, Universitat Bielefeld; Prof. Dra. Esther
Arroyo Amayuelas, Universitat de Barcelona), un ambito en el que las tec-
nologias de aprendizaje automadtico estdn transformando la evaluacién del
riesgo crediticio y la relacion entre entidades financieras y consumidores. Se
examinaron los efectos de la STJUE Schufa C-634/21, de 7 de diciembre de
2023, y los desafios éticos y juridicos que plantea la automatizacion de las
decisiones crediticias.

El seminario fue organizado en el marco de los Proyectos del Ministerio
de Ciencia, Innovacién y Universidades (MICIU) PID2021-127197NB-100
(Universitat de Barcelona) y PID2021-1241910B-100 (Universidad de La
Rioja), con la colaboracién del Grupo Consolidado de Derecho civil Ca-
talan de la Generalitat de Catalunya (347 SGR 2021) y la Facultad de
Derecho de la Universitat de Barcelona. En linea de continuidad con
esos proyectos, la publicacion que hoy se presenta al lector se financia
con recursos provenientes de las Universidades alemanas de Miinster y
Bielefeld y, en Barcelona, gracias a la contribucién del Proyecto MICIU
P1D2024-157907NB-100.

Ademas de agradecer a la editorial su labor, merecen nuestro mas sincero
agradecimiento los Dres. Rosa Garcia Teruel (Universitat de Barcelona) y
Tomas Garcia-Micé por su contribucién en la organizacién del seminario.
El mismo agradecimiento hay que manifestar a la Sra. Cara Fahrinkrug
(Universitdt Minster), la Prof. Dra. Asuncion Esteve Pardo (Universitat de
Barcelona), el Prof. Dr. Josep Solé i Feliu (Universitat de Girona) y, de
nuevo, a la Dra. Rosa Garcia Teruel, por su implicacién en la moderacion
de las ponencias.

El libro que recoge las ponencias de este encuentro estd dedicado a
la memoria de nuestro estimado colega Gerald Spindler, quien lamentable-
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mente fallecié demasiado pronto y de manera completamente inesperada.
Le afioramos mucho en Barcelona. Su extensa obra seguira teniendo efecto
durante mucho tiempo y también, en no menor medida, contribuird a
encontrar soluciones a los desafios legales que implica la digitalizacion.

Barcelona, Bielefeld y Miinster, en diciembre de 2025
Esther Arroyo Amayuelas, Markus Artz, Johann Kindl
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Vorwort

Im Rahmen der akademischen Zusammenarbeit, die sich in den vergan-
genen Jahren zwischen mehreren rechtswissenschaftlichen Fakultéiten aus
Spanien und Deutschland etabliert hat, hat am 24. und 25. Oktober 2024
an der Universitat de Barcelona ein Seminar zu dem Thema ,Digitalisie-
rung und Schuldrecht” stattgefunden. Der vorliegende Band enthilt die
schriftliche Fassung der von den teilnehmenden Rechtswissenschaftlerin-
nen und Rechtswissenschaftlern gehaltenen Referate. Das Treffen bot Raum
fir eine Diskussion tiber die Herausforderungen, die der digitale Wandel
fiir das Schuldrecht und fiir den Abschluss von Vertrdgen mit sich bringt.
Zugleich erdfinete das Seminar eine rechtsvergleichende sowie transnatio-
nale Perspektive im Hinblick auf Rechtsfragen, die sich im Zusammenhang
mit kiinstlicher Intelligenz, intelligenten Giitern und digitalen Plattformen
stellen. In fiinf Gespriachsrunden wurde erértert, wie die Digitalisierung
den Rechtsverkehr beeinflusst und sich auf die Austibung der Privatautono-
mie in modernen Vertragsbeziehungen auswirkt.

Das erste Panel, in dem Prof. Dr. Beate Gsell (Ludwig-Maximilians-Uni-
versitait Miinchen) und Prof. Dr. Natalia Mato Pacin (Universidad Carlos
III, Madrid) referierten, war mit dem Titel ,Intelligente Giiter, Vertrags-
schluss und kiinstliche Intelligenz“ tiberschrieben. Thematisiert wurden
Rechtsfragen, die der Einsatz automatisierter Systeme beim Vertragsschluss
in Bezug auf die Willensbildung aufwirft. Ferner ging es um den Einsatz
von Algorithmen bei der Entscheidungsfindung, den Einfluss des digitalen
Designs auf die Autonomie des Nutzers sowie um die Notwendigkeit neuer
Formen der Transparenz und Kontrolle beim elektronischen Vertragsab-
schluss. Das zweite Panel behandelte Vertrage tiber digitale Inhalte und
Dienstleistungen. Dr. Julia Ludwigkeit (Richterin am Landgericht Wupper-
tal) und Julia Buschmann (Wiss. Mitarbeiterin an der Universitat Bielefeld)
sprachen tiber die rechtliche Einordnung der Aktualisierungspflicht des
Bereitstellers digitaler Produkte. Prof. Dr. Antoni Rubi Puig (Universitat
Pompeu Fabra, Barcelona) erorterte anschlieflend das Spannungsverhaltnis
zwischen Vertragsfreiheit und Schutz des Urheberrechts im digitalen Um-
feld. Das dritte Panel, in dem Prof. Dr. Reiner Schulze (Universitit Miins-
ter) und Prof. Dr. Sergio Cdmara Lapuente (Universidad de La Rioja) refe-
rierten, war dem Thema ,Missbrauchliche Klauseln und Digitalisierung®
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gewidmet. Dabei ging es um die Entwicklung der Kontrolle missbrauchli-
cher Klauseln unter dem Einfluss der européischen Gesetzgebung. Ferner
wurde deutlich, dass angesichts der Verbreitung von Vertragen mit digitalen
Inhalten und der damit verbundenen erhéhten Risiken von Informations-
asymmetrien der Schutz vor allgemeinen Geschiftsbedingungen verstarkt
werden muss, die die Verwender ihren Kunden iiber digitale Schnittstel-
len oder mittels irrefithrender Gestaltungspraktiken stellen. Gegenstand
des vierten Panels war das Thema ,Kiinstliche Intelligenz und zivilrechtli-
che Haftung® Dr. Ann-Kristin Mayrhofer (Ludwig-Maximilians-Universitat
Miinchen) setzte sich mit der Verteilung der Beweislast bei der Haftung
fur KI-Schdden auseinander. Dr. Tomas Garcia-Mico (Universitat de Bar-
celona) ging sodann der Frage nach, ob sich die Haftung des Anbieters
von KI-Software von einer verschuldensabhingigen Haftung hin zu einer
Gefahrdungshaftung entwickelt. Thema des fiinften und letzten Panels war
kiinstliche Intelligenz im Finanzdienstleistungsbereich - einem Bereich,
in dem die Technologien des maschinellen Lernens die Bewertung von
Kreditrisiken und die Beziehung zwischen Finanzinstituten und Verbrau-
chern verandern. Prof. Dr. Markus Artz (Universitat Bielefeld) erlduterte
im Rahmen dieses Panels die Auswirkungen des Urteils des EuGH in der
Rechtssache Schufa C-634/21 vom 7. Dezember 2023, wahrend Prof. Dr. Es-
ther Arroyo Amayuelas (Universitat de Barcelona) die ethischen und recht-
lichen Herausforderungen der Automatisierung von Kreditentscheidungen
beleuchtete.

Das Seminar wurde im Rahmen der Projekte des Ministeriums fiir Wis-
senschaft, Innovation und Universititen (MICIU) PID2021-127197NB-100
(Universitat de Barcelona) und PID2021-1241910B-100 (Universidad de La
Rioja) organisiert und in Zusammenarbeit mit der Konsolidierten Gruppe
fir katalanisches Zivilrecht der Generalitat de Catalunya (347 SGR 2021)
und der Rechtswissenschaftlichen Fakultit der Universitat de Barcelona
durchgefiihrt. In Fortfithrung dieser Projekte wird diese Veroffentlichung
finanziert mit Mitteln der Universitdten Miinster und Bielefeld sowie von
spanischer Seite mit Mitteln des Projekts MICIU PID2024-157907NB-I00.

Wir danken dem Verlag fiir die angenehme und reibungslose Zusam-
menarbeit. Ferner mochten wir Frau Dr. Rosa Garcia Teruel (Universitat
de Barcelona) und Herrn Dr. Tomas Garcia-Micé fiir ihre wertvolle Mit-
wirkung bei der Organisation des Seminars unseren aufrichtigen Dank
aussprechen. Dank gebiithrt des Weiteren Frau Cara Fahrinkrug (Wiss.
Mitarbeiterin an der Universitat Minster), Frau Prof. Dr. Asuncién Esteve
Pardo (Universitat de Barcelona), Herrn Prof. Dr. Josep Solé i Feliu (Uni-
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versitat de Girona) und nochmals Frau Dr. Rosa Garcia Teruel, die die im
Anschluss an die Vortrége stattfindenden Diskussionen moderiert haben.

Der vorliegende Tagungsband ist dem Andenken unseres geschitzten
Kollegen Gerald Spindler gewidmet, der leider viel zu frith und vollkom-
men unerwartet verstorben ist. Wir haben Gerald in Barcelona sehr
vermisst. Sein umfassendes Werk wird noch lange Zeit fortwirken und
nicht zuletzt auch zur Losung der durch die Digitalisierung aufgeworfenen
Rechtsprobleme beitragen.

Barcelona, Bielefeld und Miinster, im Dezember 2025
Esther Arroyo Amayuelas, Markus Artz, Johann Kindl
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Der intelligente Kiihlschrank kauft ein
— Wirksamer Vertragsschluss beim Einsatz autonomer Agenten?"

Beate Gsell / Simon Steinhausen, Ludwig-Maximilians-Universitit Miinchen

Zusammenfassung: Der Einsatz von KI-Agenten beim Abschluss von Ver-
tragen ist langst Wirklichkeit geworden. Soweit KI-Agenten lernféhig sind,
lassen sich Zeitpunkt und Inhalt der mittels KI abgeschlossenen Vertrage
oft nur vage vorhersagen. Es stellt sich daher die Frage, ob die blofle freiwil-
lige Aktivierung eines solchen KI-Agenten durch den Betreiber ausreicht,
um ihm die Transaktionen als eigene zuzurechnen. Dies wird entgegen der
h.M. im deutschen Recht vor allem von Dornis abgelehnt. Der vorliegen-
de Beitrag soll zeigen, dass die Vertragsrechtsdogmatik des BGB es nicht
verbietet, die ,Erklarungen® des KI-Agenten ihrem Betreiber zuzurechnen,
sondern im Gegenteil die Vertragsfreiheit eine solche Zurechnung gerade
gebietet. Es wird zu zeigen sein, dass fiir die vertragsrechtliche Beurtei-
lung solcher durch KI-Agenten vermittelten Geschifte weder das Stellver-
tretungsrecht noch die Blankovollmacht Maf§ geben kénnen. Vielmehr liegt
der Einsatz von KI-Agenten insofern grundlegend anders, als keine andere
rechtsfahige Person beteiligt ist, der die Willenserkldrung alternativ zum
Betreiber der KI zugerechnet werden oder die alternativ zu ihm haften
kénnte, sodass sich die Frage einer Willensdelegation gar nicht stellt.

Schliisselwérter: Smart things; Vertragsschluss; Kiinstliche Intelligenz; di-
gitale Autonomie; autonome Agenten; KI-Agenten; Software-Agenten;
Rechtsfahigkeit; Agentenerkldrung; Computererklarung; automatisierte
Willenserklarung; digitale Vertrdge; Stellvertretung; Blanketterkldrung;
Rechtsscheinhaftung; Privatautonomie; Geschiftswille.

Resumen: El uso de agentes de IA en la celebracién de contratos es cada
vez mas una realidad. En la medida en que el agente de IA es capaz de
aprender, existe el problema de que solo de forma vaga se puede predecir

* Este trabajo es un resultado del proyecto de I+D+i PID2021-141910B-100, financiado
por MICIU / AEI /10.13039/501100011033 FEDER, UE, titulado Consentimiento, abusi-
vidad y transparencia en los contratos de contenidos y servicios digitales, del que la prof.
Gsell forma parte.
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Beate Gsell / Simon Steinhausen

el momento y el contenido de los contratos celebrados mediante IA. Se
plantea, pues, la cuestién de si la mera activacién voluntaria de dicho
agente de IA por parte del operador es suficiente para imputarle como
propias las transacciones. Esto ha sido negado recientemente en el Derecho
alemdn, sobre todo por Dornis, que difiere de la opinién mayoritaria. Esta
contribucién pretende demostrar que la dogmatica del Derecho contractual
contenida en el BGB no se opone a la atribucién al operador, como propias,
de las transacciones del agente de IA, sino que, por el contrario, la libertad
contractual exige precisamente dicha atribucién. Se demostrara que ni el
derecho de representacion ni el documento en blanco son determinantes; la
situacién es diferente cuando se utilizan agentes de IA, ya que no interviene
ninguna otra persona y, por lo tanto, tampoco ningtn otro posible sujeto
responsable.

Palabras clave: bienes inteligentes; celebracion de contratos; inteligencia
artificial; autonomia digital; agentes auténomos; agentes de IA; agentes de
software; capacidad juridica; declaracidén del agente; declaracién informati-
ca; declaracion de voluntad automatizada; contratos digitales; representa-
cidn; declaracién en blanco; responsabilidad aparente; autonomia privada.

A. Das soziale Phidnomen: Einsatz von autonomen Agenten beim Abschluss
von Vertrdgen

KI ist spatestens seit der Lancierung von ChatGPT im November 2022! ins
Bewusstsein einer breiteren Offentlichkeit geriickt und ihr Einsatz macht
sich zunehmend auch im Alltag bemerkbar. Selbstlernende KI-Agenten,
deren Handeln nicht mehr einem vom Menschen im Einzelnen festgelegten
Programm folgt und sich deshalb auch nicht mehr konkret vorhersehen
lasst, wenn man nur den Programmcode kennt, sind deshalb keine ferne
Zukunftsmusik mehr.

Solche autonomen Agenten konnen oder konnten dementsprechend
auch beim Abschluss von Rechtsgeschiften zum Einsatz kommen. Zur II-

1 "Introducing ChatGPT". OpenAl Blog, 30 November 2022, abrufbar unter https://open
ai.com/blog/chatgpt (zuletzt abgerufen am 11.12.2025).

18

hitps://dol.c ) -


https://openai.com/blog/chatgpt
https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://openai.com/blog/chatgpt

Der intelligente Kiihlschrank kauft ein

lustration sei das Beispiel angefiihrt, das in der wissenschaftlichen Literatur
zu diesem Thema wahrscheinlich am haufigsten diskutiert wird:2

Jemand kauft einen Kiihlschrank, der mit kiinstlicher Intelligenz aus-
gestattet ist, sodass er selbststindig Lebensmittel fiir seinen Eigentiimer
bestellen kann. Der Kiihlschrank ist so programmiert, dass er gesunde,
ausgewogene, nachhaltige und méglichst giinstige Lebensmittel einkautt.
Welche Lebensmittel das sind, ist nicht von vornherein festgelegt. Statt-
dessen ist der Kiihlschrank in der Lage, zu lernen und beispielsweise
neue Empfehlungen der Weltgesundheitsorganisation (WHO) und neue
wissenschaftliche Studien zu beriicksichtigen. Aufgrund dieser Fihigkeit
zum autonomen Lernen kann niemand im Voraus vorhersagen, welche
Lebensmittel der Kiihlschrank tatsdchlich kaufen wird. Der Eigentiimer
des Kiihlschranks ist aber damit einverstanden, dass dieser seine Einkdufe
selbst tatigt und hat die entsprechende Funktion aktiviert. Dazu hat er
alle fiir den Einkauf erforderlichen Daten in das System des Kiithlschranks
eingegeben, insbesondere seine Kreditkartennummer, seine anderen fiir
die Lieferungen erforderlichen personlichen Daten, seinen Namen, seine
Adresse usw. Er kennt sich in Erndhrungsangelegenheiten nicht aus und
widmet seine Zeit lieber anderen Dingen.

Aber kann mittels eines solchen KI-Agenten iiberhaupt wirksam kontra-
hiert werden, wobei nachfolgend unterstellt sein soll, dass aus den Bestel-
lungen des Kiihlschranks nicht hervorgeht, dass kein Mensch die Lebens-
mittel bestellt hat, sondern ein intelligenter Kithlschrank? Ob und wie Ver-
trage unter Einsatz von KI-Agenten ggf. zustande kommen, ist umstritten,
wobei jliingst Dornis® entgegen der h.M.* zu dem Schluss gelangt ist, dass

2 S. nur T. Dornis, Kinstliche Intelligenz und Vertragsschluss, AcP 223 (2023), 717
(7281.); s. ferner die weiteren Beispiele bei M. Hennemann, Interaktion und Partizipati-
on, Tiibingen 2020, S. 256 ft.; Specht/Herold, Roboter als Vertragspartner? - Gedanken
zu Vertragsabschliissen unter Einbeziehung automatisiert und autonom agierender
Systeme, MMR 2018, 40 (41); D. Paulus/R Matzke, Smart Contracts und das BGB -
Viel Lairm um nichts?, ZfPW 2018, 431 (442).

Dornis, Kiinstliche Intelligenz (Fn. 2), S. 730 ff,, 744 und passim.

4 S. nur mit unterschiedlicher Begriindung bzw. Nuancierung G. Teubner, Digitale
Rechtssubjekte? — Zum privatrechtlichen Status autonomer Softwareagenten, AcP 182
(2018), 155 (177 1.); N Grofs/] Gressel, Entpersonalisierte Arbeitsverhéltnisse als rechtli-
che Herausforderung — Wenn Roboter zu Kollegen und Vorgesetzten werden, NZA
2016, 990 (992); Paulus/Matzke, Smart Contracts (Fn. 2), S.442fL; Specht/Herold,
Roboter (Fn. 2), S.41; J. Grapentin, Die Erosion der Vertragsgestaltungsmacht durch
das Internet und den Einsatz Kiinstlicher Intelligenz, NJW 2019, 181 (184); A. Ruster,
Willenserklarungen mittels autonomer Systeme? - Zum Vertragsschluss bei Einsatz

W
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sich keine wirksamen Vertragserklarungen begriinden lieflen. Nachfolgend
soll gezeigt werden, dass die vertragliche Zurechnung entgegen Dornis
zu bejahen und damit im Sinne der Vertragsfreiheit zu beantworten ist.
Dabei wird allein der nicht ,pathologische® Grundfall behandelt, in dem
sich der KI-Agent innerhalb des durch den Aktivierungswillen seines Nut-
zers bestimmten Rahmen hilt. Nicht vertieft nachgegangen werden kann
hingegen der ebenfalls kontrovers diskutierten Frage, inwieweit sich eine
Haftung des Nutzers fiir Geschifte des KI-Agenten ergibt, die nicht von
dessen Aktivierungswillen gedeckt sind.>

B. Rechtsgeschdftliche Zurechnung lediglich aufgrund allgemeiner
willentlicher Aktivierung des Agenten?

I. Entscheidende Sachfrage

Vergleicht man das faktische Geschehen eines solchen Einkaufes, also die
»Erklarungen’, die der intelligente Kithlschrank und dessen Eigentiimer ab-
geben, mit der klassisch vom Menschen selbst getatigten Warenbestellung,
so ist der wesentliche Unterschied augenfillig: Der Mensch hat beim Ein-
kauf durch den Kiihlschrank zwar einen aktiven allgemeinen Willen zur
Aktivierung des Kiihlschrankes, der durchaus auf eine rechtsgeschaftliche
Bindung gerichtet ist und auch gewisse Leitplanken hinsichtlich des Inhal-
tes der kiinftigen Einkédufe aufweist. Jedoch gibt es anders als bei der vom
Menschen selbst getitigten Bestellung keinen prézisierten, den konkreten
Inhalt der einzelnen, spiter vom Kiihlschrank abgegebenen ,Erklarung®
umfassenden menschlichen Willen. Der Zusammenhang zwischen dem all-
gemeinen, inhaltlich mehr oder weniger abstrakt bleibenden menschlichen
Aktivierungswillen (,Einkauf gesunder Lebensmittel“) und den spiteren

kiinstlicher Intelligenz (Teil 2), JR 2021, 639 (6441f.); A. Kaulbach, Vertragsschluss
ohne Willenserkldrung? — Zum Einsatz autonomer Systeme beim Abschluss von Ver-
tragen, JZ 2022, 1148 (1148 f.); s. ferner die Nachw. bei Hennemann, Interaktion (Fn. 2),
S.236 Fn. 894.

5 S. dazu nur Kaulbach, Vertragsschluss (Fn. 4), S. 1148 ff.,, 1152; Dornis, Kiinstliche Intel-
ligenz (Fn. 2), S. 7411t; J. Schirmer, Rechtsfahige Roboter?, JZ 2016, 660 (664 f.); Teub-
ner, Rechtssubjekte (Fn. 4), S.184 ff.; Paulus/Matzke, Smart Contracts (Fn. 2), S. 445;
O. Sosnitza, Das Internet der Dinge — Herausforderung oder gewohntes Terrain fiir das
Zivilrecht?, CR 2016, 764 (768); E. Schilken, in: E. Schilken/T Repgen/S. Klumpp/F. Ja-
coby (Hrsg.), J. von Staudingers Kommentar zum Biirgerlichen Gesetzbuch, Buch 1,
Allgemeiner Teil, §§ 164-240, Berlin 2024, § 172, Rn. 8 m.w.Nachw.
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einzelnen Bestellungen durch den Kiihlschrank (,Avocados, Gurken, Ing-
wer usw’) ist also in dem Sinne gelockert, dass die einzelnen Bestellungen
durch den Kiihlschrank zwar in einem allgemein bestimmten Rahmen
liegen miissen, jedoch nicht konkret vorhersehbar sind. Womdglich gibt
es in naher Zukunft neue wissenschaftliche Erkenntnisse zur Erndhrungs-
gesundheit und bestellt der Kiihlschrank dann ganz andere Lebensmittel als
sein Eigentlimer sich heute vorstellen kann.

Es stellt sich folglich die Frage, ob eine solche lediglich allgemeine
menschliche Willensentduflerung zur Aktivierung es zuldsst, die einzelnen
in diesem Rahmen durch einen autonomen Agenten getitigten ,,Erkldrun-
gen“ dem Menschen zuzurechnen.

Alternativ wird diskutiert, ob nicht dem Agenten selbst eine Rechtsper-
sonlichkeit zugesprochen werden kann und ihm folglich Geschifte zuge-
rechnet werden konnen.® Dieser rechtspolitisch bedenkenswerten Idee soll
hier nicht weiter nachgegangen werden, sondern allein die Rechtslage de
lege lata betrachtet werden. Im geltenden Recht fehlt es aber an einer
tragfdhigen Grundlage fiir die Anerkennung von autonomen Systemen als
rechtsfahige Personen.’

Die in Deutschland h.M. ldsst den allgemeinen Aktivierungswillen ge-
niigen und rechnet dem Menschen dementsprechend auch ,Erklarungen®
zu, die von dem willentlich aktivierten autonomen Agenten abgegeben
werden.? Allerdings wird vielfach nicht vertieft begriindet, warum der ge-

6 S. vor allem Teubner, Rechtssubjekte (Fn. 4), S.160 ff m.w.Nachw.; fiir Anerkennung
von Teilrechtsfihigkeit auch Specht/Herold, Roboter (Fn. 2), S.43f; krit. T. Riehm,
Nein zur ePerson!, RDi 2020, 42.

7 Eingehend Hennemann, Interaktion (Fn. 2), S.233ff., mw.Nachw.; ebenso Kaulbach,
Vertragsschluss (Fn. 4), S. 1148, 1152.

8 S. nur statt vieler G. Spindler/M. Wobbeking, in: G. Spindler/F. Schuster/K. Kaesling,
Recht der elektronischen Medien. Kommentar, 5. Aufl., Miinchen 2026, BGB vor § 116
Rn. 10; K. Cornelius, Vertragsabschluss durch autonome elektronische Agenten, MMR
2002, 353 (255); Paulus/Matzke, Smart Contracts (Fn. 2), S.444; Grapentin, Erosion
(Fn. 4), S.184; J. Busche, in: F. Sicker/R. Rixecker/H. Oetker/B. Limperg/C. Schu-
bert (Hrsg.), Miinchener Kommentar zum Biirgerlichen Gesetzbuch: BGB, Band 1:
Allgemeiner Teil §§1-240a, AllgPersonlR, StiftRG, ProstG, AGG, 10. Aufl., Miinchen
2025, Vor § 145 Rn. 38; ferner die Nachw. bei Hennemann, Interaktion (Fn. 2), S.236
Fn. 893f; vgl. aber etwa Specht/Herold, Roboter (Fn. 2), S.43: ,Die Grundsitze der
Computererklarung, die auf eine Arbeitsteilung durch konkrete Voreinstellungen des
Inhabers abstellen und hieraus einen generalisierenden Handlungswillen sowie ein
generalisierendes Erklarungsbewusstsein ableiten, konnen hier mangels ausreichendem
menschlichen Beitrag nicht herangezogen werden.; gegen eine Zurechnung Dornis,
Kiinstliche Intelligenz (Fn. 2), S. 730 ff.
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lockerte Zusammenhang zwischen der menschlichen Willensentauflerung
und dem spiteren Inhalt der ,Erklarung“ des Agenten fiir eine zurechenba-
re Willenserklarung gentigen soll.” Die tradierte Rechtsgeschiftslehre, die
neben einem wohl auf die jeweilige Erklarung bezogenen Handlungswillen
und grundsitzlich einem Erklarungsbewusstsein weiterhin — zur Vermei-
dung der Anfechtbarkeit - einen konkreten Geschiftswillen verlangt,'? steht
hier gewiss vor Herausforderungen.!!

Umgekehrt ist allerdings der blofle Hinweis auf diesen gelockerten Zu-
sammenhang und die Unvorhersehbarkeit des konkreten Inhaltes der vom
autonomen Agenten produzierten Erklirungen fiir sich genommen kein
hinreichender Grund, eine rechtsgeschaftliche Zurechnung zu versagen.!?
Ausgangspunkt muss vielmehr der von der Privatautonomie und konkreter
der Vertragsfreiheit getragene Gedanke einer autonomen rechtsgeschaftli-
chen Bindung nach dem eigenen Willen sein. Warum soll die Vertragsfrei-
heit es nicht umfassen, in einem gewissen vordefinierten Rahmen (,,Ein-
kauf gesunder Lebensmittel®) ,sein Erklarungsschicksal vollends in die
Hiande der eingesetzten Software“! zu legen, mithin eine gewisse Aleatorik
einer autonomen Software in seinen Willen aufzunehmen?

Die entscheidende Sachfrage muss deshalb lauten: Ergibt sich aus dem
gesetzlichen Regime fiir Rechtsgeschifte, dass eine Zurechnung aufgrund
der fehlenden Prézision des Aktivierungswillens ausscheidet?

9 Insoweit besonders kritisch Teubner, Rechtssubjekte (Fn. 4), S.170 ff.: "unhaltbare
Fiktion [..], die [..] nicht einmal offengelegt wird.; "alternativer Fakt"; "In der
Sache gibt die herrschende Lehre das Willenselement beim Prinzipal bis auf die
Inbetriebnahme vollstindig zugunsten des digitalen Erklarungswertes auf, aber, wie
gesagt, ohne dies auch nur zuzugeben.’; ohne wirkliche Vertiefung etwa Grapentin,
Erosion (Fn. 4), S.184; ebenfalls recht pauschal auf eine Zurechnung verweisend
Spindler/Wobbeking (Fn. 8), BGB vor § 116 Rn. 10.

10 Dazu noch unten, VL; vgl. insbes. die Nachweise bei Fn. 65, 66.

11 Besonders deutlich Teubner, Rechtssubjekte (Fn. 4), S.155ff.; auch Kaulbach, Ver-
tragsschluss (Fn. 4), S.1153; Hennemann, Interaktion (Fn. 2), S.238; Sosnitza, Inter-
net der Dinge (Fn. 5), S.767; freilich gilt es insofern aber mit Jan-Erik Schirmer
zu erkennen, dass diese Willenserklarungsdogmatik gerade nicht gesetzlich verbiirgt
und damit einem anderweitigen Verstindnis durchaus zuginglich ist, s. Schirmer,
Roboter (Fn. 5), S. 664; dazu ebenfalls noch unten, VI.

12 Vgl. etwa Kaulbach, Vertragsschluss (Fn. 4), S.1152 mit Blick auf den Unterschied zu
sog. Computererklarungen, die einem vorher festgelegten Programm mit absehbaren
Ergebnissen folgen: ,In der mangelnden Vorhersehbarkeit des Systemverhaltens liegt
indes ein zentraler Unterschied zum automatischen Programm.*; Dies mag zutreffend
sein, liefert aber noch keine Rechtfertigung dafiir, warum dieser Unterscheid bei der
Zurechnung einen Unterschied machen soll.

13 Grapentin, Erosion (Fn. 4), S. 184.
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II. Das Stellvertretungsrecht ist nicht der Maf3stab

Naheliegend scheint es, den Vertragsschluss unter Einsatz eines KI-Agenten
als stellvertretungsrechtliche Drei-Personen-Konstellation zu deuten und
damit dem Zurechnungsregime der §§ 164 ff. BGB zu unterwerfen.!* Wie
bei der Zuhilfenahme eines menschlichen Vertreters gibt der Betreiber
eines KI-Agenten lediglich einen geschiftlichen Rahmen vor (im Kiihl-
schrank-Beispiel "gesunde Lebensmittel"), wohingegen die Bestimmung der
konkreten Geschiftsparameter (Vertragspartner, Vertragsgegenstand, Preis)
auf Ebene des KI-Agenten erfolgt. Die Konstruktion eines (verdeckten!®)
Vertretungsgeschafts setzt freilich die Annahme einer eigenen Willenserkla-
rung der KI voraus und kommt mit Blick auf § 179 Abs. 1 BGB weiterhin ob
der Moglichkeit einer gesetzliche Eigenhaftung der KI in Erklarungsnot.
Zwar ist den Vertretern einer (analogen) Anwendung des Stellvertre-
tungsrechts zuzugeben, dass der Einsatz eines weitgehend autonomen
KI-Agenten funktional in der Tat dem eines menschlichen Vertreters ent-
spricht.!® Die eigentliche Sachfrage, der sich das Institut der Stellvertretung
widmet, stellt sich beim KI-Agenten jedoch gerade nicht (dazu sogleich).
Folglich gehen die §§ 164 ff. BGB nicht nur tatbestandlich fehl, sondern
enthalten insoweit auch keinen (analogiefdhigen) Regelungsgehalt.

1. Die §§ 164 ff. BGB als Regime der (Vertrags-)Haftung im
Dreipersonenverhiltnis

Die §§164ff. BGB bestimmen zunichst, dass einer offenkundig (!) fiir
einen anderen abgegeben Willenserklarung Rechtswirkung zukommt - was
nicht selbstverstandlich ist und lange Zeit auch nicht galt.”” Soll danach
also der Erklarungsempféinger auf einen Vertragsschluss vertrauen diirfen,

14 Teubner, Rechtssubjekte (Fn. 4), S.168 fI.; dafiir auch Specht/Herold, Roboter (Fn. 2),
S.43f; M. Becker/P. Pordzik, Digitalisierte Unternehmensfithrung, ZfPW 2020, 334
(339); fiir Heranziehung der Grundsitze der Blanketterkldrung und analoge Anwen-
dung des Stellvertretungsrechts Kaulbach, Vertragsschluss (Fn. 4), S.1152.

15 S.zum Mangel der Offenkundigkeit bei der Stellvertretung naher J. Neuner, Allgemei-
ner Teil des Biirgerlichen Rechts, 13. Aufl,, Miinchen 2023, § 49 Rn. 44 ff.

16 S. nur Schirmer, Roboter (Fn. 5), S. 664; dies konzedierend auch G. Spindler, Digitale
Wirtschaft — analoges Recht: Braucht das BGB ein Update?, JZ 2016, 805 (816) und
Hennemann, Interaktion (Fn. 2), S. 238 f., 242 f. m.w.Nachw.

17 Zur Entwicklung siehe S. Huber, in: B. Gsell/W. Kriiger/S. Lorenz/C.Rey-
mann/J. Hager (Hrsg.), beck-online. GROSSKOMMENTAR zum Zivilrecht. Biirgerli-
ches Gesetzbuch (BGB), Stand 1.11.2021, § 164 Rn. 7 ff. m.w.Nachw.
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stellt sich in Anbetracht der negativen Vertragsfreiheit des Vertretenen die
Frage nach der Haftungsabgrenzung zwischen diesem und dem Vertreter,
die das BGB fiir die gewillkiirte Stellvertretung folgerichtig nach Maf3gabe
der zwischen Vertretenem und Vertreter getroffenen Abrede (= Vollmacht)
beantwortet. Im Ergebnis postuliert das Institut der Stellvertretung also
grundsitzlich eine Vertragshaftung des Vertretenen fiir Geschifte, die von
seinem abstrakten in der Vollmacht zum Ausdruck gekommenen Willen
gedeckt sind, wohingegen im pathologischen Fall des nicht mehr willensge-
deckten Geschifts der Vertreter haften soll (vgl. §164 Abs.1 S.1 respektive
§179 Abs. 1 BGB).

Die Stellvertretung griindet sich also gerade auf die Existenz zweier dem
Geschiftsgegner gegeniiberstehender Personen und Haftungssubjekte.’® Wo
dem Geschiftsgegner nur eine einzige Person und Haftungssubjekt gegen-
tibersteht, ist kein Raum fiir die §§164 ff. BGB, die gerade das Ob einer
(Vertrags-)Haftung nicht in Frage stellen, sondern diese (grundsitzlich)
anordnen und sich anschlieflend in einer Abgrenzung des maf3geblichen
Haftungssubjekts erschopfen.

2. Repriasentationsprinzip erlaubt keinen Riickschluss auf fehlende
Willenserklarung

Fehl geht auch die Erwédgung, dass beim KI-Einsatz eine Willenserkldrung
des Betreibers nicht denkbar sei, weil auch bei der Stellvertretung eine
auf den Abschluss des Vertretergeschifts gerichtete Willenserkldrung des
Vertretenen nicht vorliege bzw. nicht vorliegen konne, weil diesem der
genaue Vertragsinhalt noch unbekannt sei und er ihn deshalb nicht in der
erforderlichen Konkretheit seinem Willen zugrunde legen kénne.
Vielmehr stellt sich die Konzeption einer eigenen Willenserklarung des
Vertreters im Sinne einer "Vertretung im Willen",?® wie sie in §164 Abs.1

18 Ahnlich bereits Hennemann, Interaktion (Fn. 2), S.249f.

19 In diesem Sinne insbesondere Dornis, Kiinstliche Intelligenz (Fn. 2), S.134f. unter
Verweis auf Flume, der jedoch bei néherer Betrachtung ebenfalls wohl nicht einen
mangelnden Konkretisierungsgrad des Willens des Vertretenen als Zurechnungshin-
dernis ansieht, sondern das dazwischentretende Willensmoment des Vertreters, vgl.
W. Flume, Allgemeiner Teil des Biirgerlichen Rechts, Zweiter Band. Das Rechtsge-
schaft, 4. unverdnderte Auflage, Berlin Heidelberg 1992, § 43, 3., S. 753.

20 Mugdan, Die gesammten Materialien zum Biirgerlichen Gesetzbuch fiir das Deutsche
Reich, I. Band. Einfithrungsgesetzt und Allgemeiner Theil, Berlin 1899, S.475 [im
Original: Motive I, S. 223].
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S.1 BGB Niederschlag gefunden hat (sog. Reprasentationstheorie?!), als
eine stellvertretungsspezifische dogmatische Konstruktion dar, die sich
mit Blick auf Willensmingel und Kenntniszurechnung im Rahmen des
Vertretergeschifts rechtfertigt und tibrigens auch nicht ohne Ausnahmen
auskommt, wie §166 Abs.2 BGB belegt.?? Dass diese Konzeption hinge-
gen vorgelagerten, allgemein Geltung beanspruchenden Anforderungen der
Rechtsgeschiftslehre Rechnung tragt, ndmlich dergestalt, dass eine subjek-
tive Erfassung der konkreten Vertragsmodalitdten notwendigerweise erfor-
derlich sei fiir die Annahme einer Willenserklarung, ist nicht ersichtlich.??
Das Représentationsprinzip ldsst damit keinen Riickschluss darauf zu, dass
eine Willenserklarung generell stets dann zu verneinen wire, wenn ein
Wille sich nur im Sinne eines allgemeinen Rahmens gebildet hat.
Wenngleich es also auf erste Sicht naheliegen mag, die dogmatische
Konstruktion des geltenden Stellvertretungsrechts, die dem Geschéftsherrn
keine auf das konkrete Rechtsgeschift gerichtete Willenserklarung, sondern
"nur" eine abstrakte Bevollmachtigung zuerkennt, auf die Konstellation des
KI-Einsatzes zu tibertragen, ist dem nicht zu folgen. Denn einerseits han-

21 Im Gegensatz zu namentlich der Konzeption, dass die Erklarung des Vertreters allein
als Ausdruck des Willens des Vertretenen angesehen wird und deshalb genauso wie
bei der Botenschaft allein eine Willenserklarung des Vertretenen selbst angenommen
werden kann, dafiir F. C. von Savigny, Das Obligationenrecht als Theil des heutigen
Romischen Rechts, Band 2, Berlin 1853, § 57 S.59, wo es zum Fall eines Vertreters
mit einem ,sehr freien Spielraum® heif3t: ,Schlief3t er nun fiir mich den Vertrag ab,
so muf er dennoch unbedenklich eben so angesehen und beurtheilt werden, wie der
blofle Bote in den vorigen Fallen, welchen Namen wir ihm tibrigens beilegen mégen.
Denn mein, auf mannichfaltige Entschliisse gerichteter Wille, zwischen welchen der
Stellvertreter die Wahl haben soll, ist ja noch immer mein Wille, und der Stellvertreter
selbst erscheint in allen diesem Fillen, der anderen Partei gegeniiber, als der blofle
Trager meines Willens®, naher zum Ganzen und insbesondere dazu, dass die gesetz-
geberische Entscheidung fiir die Représentationstheorie weniger von inhaltlichen
Wertungen, dann vielmehr von pragmatisch-technischen Erwagungen getragen war,
S. Huber (Fn. 17), § 164 Rn.10 mw.Nachw. aus den Gesetzgebungsmaterialien; vgl.
hierzu auch Schilken (Fn. 5), Vorbemerkungen zu §§ 164-181, Rn. 32 f.

22 S. auch dazu S. Huber (Fn. 17), §164 Rn.12; Schilken (Fn. 5), Vorbemerkungen zu
§§ 164-181, Rn. 32.

23 Im Gegenteil spricht auch Albert Gebhard, Redaktor des Vorentwurfs zum BGB fiir
den Bereich des Allgemeinen Teils, dem Vertretenen einen Geschaftswillen lediglich
als Konsequenz aus der gesetzgeberischen Entscheidung fiir das Représentationsprin-
zip ab: "Die Kundgebung des Stellvertreterwillens enthalt bei Annahme des Prinzips
der direkten Stellvertretung eine Verneinung des als Regel anzunehmenden eigenen
Geschiftswillens!, A. Gebhard, in: W. Schubert (Hrsg.), Die Vorlagen der Redaktoren
fiir die erste Kommission zur Ausarbeitung des Entwurfs eines Biirgerlichen Gesetz-
buches, Allgemeiner Teil, Teil 1., Berlin 1981, S. 179 [im Original: S.159].
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delt es sich um einen methodisch fragwiirdigen Riickschluss vom speziel-
leren Stellvertretungsrecht auf den generellen Tatbestand der Willenserkla-
rung. Zum anderen verbietet es sich nicht zuletzt im Lichte der Vertragsfrei-
heit, einen Erlaubnistatbestand fiir die wirksame Fremdverpflichtung, wie
ihn das Stellvertretungsrecht eroffnet, in ein Verbotsregime fiir inhaltlich
entsprechend allgemein gehaltene (!) Selbstverpflichtungen umzudeuten.

3. Eine KI-Erkldrung kommt nicht in Betracht

Tatséchlich ist die Situation des Einsatzes von KI-Agenten grundsitzlich
verschieden von der Stellvertretung, da nur eine Zwei-Personen-Konstella-
tion vorliegt. Wo aber kein weiteres Rechtssubjekt dazwischentritt, kann
ein duflerlich erkennbares Verhalten, das auf das Vorliegen einer Wil-
lenserklarung schlieflen ldsst (= objektiver Tatbestand einer Willenserkla-
rung),*allein dem Verursacher dieses Verhaltens zugerechnet werden.

Die Alternative der Drittzurechnung mit der Folge einer fiir den Betrei-
ber fremden Willenserkldrung "der KI" scheidet hingegen de lege lata von
vornherein aus, weil dieser nun einmal nach geltendem Recht keine Rechts-
subjektivitit zukommt.?> Zwar mag dies de lege ferenda anders sein, wenn
man einer technischen Einrichtung Rechtssubjektivitit verleihen wollte.
Dies wire aber wohl nur sinnvoll, wenn die KI auch mit einer eigenen Haf-
tungsmasse versehen wiirde.?® Fiir die Zurechnung von Willenserklarungen
de lege lata spielen solche Uberlegungen aber jedenfalls keine Rolle.

24 Entscheidend ist fiir den objektiven Tatbestand der Willenserklarung, wie ein Verhal-
ten objektiv aus der Sicht des Erklirungsempféangers zu verstehen ist, s. nur BGH
NJW 2021, 464, 466 Rn. 32; H. Wendtland, in: W. Hau/R. Poseck (Hrsg.), Beck'scher
Online-Kommentar BGB, 76. Edition 1.11.2025, § 133 Rn. 8 m.w.Nachw.

25 Ganz h.M,, s. nur Spindler, Digitale Wirtschaft (Fn. 16), S. 816; Paulus/Matzke, Smart
Contracts (Fn. 2), S. 441; Uberblick und weitere Nachweise bei Hennemann, Interak-
tion (Fn. 2), S.233; fiir eine (partielle) Rechtsfahigkeit bereits de lege lata hingegen
vor allem Teubner, Rechtssubjekte (Fn. 4), S.160 ff m.w.Nachw.; weiterhin Specht/He-
rold, Roboter (Fn. 2), S. 431.

26 D. Linardatos, Autonome und vernetzte Aktanten im Zivilrecht, in: M. Baumgar-
tel/G. Kiparski (Hrsg.), DGRI Jahrbuch 2021/2022, 1. Auflage, K6ln 2023, S.443
(479f, Rn. 76 ff.); M. Griitzmacher/]. Heckmann, Autonome Systeme und KI - vom
vollautomatisierten zum autonomen Vertragsschluss?, CR 2019, 553 (559, Rn.37);
insoweit krit. Specht/Herold, Roboter (Fn. 2), S. 43 f.; eine Versicherungspflicht erwi-
gend P. Briutigam/T. Klindt, Industrie 4.0, das Internet der Dinge und das Recht,
NJW 2015, 1137 (1138).
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II1. Der "numerus clausus der Aktstypen fiir die delegierte
Rechtsgestaltung"?’ verfangt nicht

Vergegenwirtigt man sich die fehlende Willens- und Rechtsfahigkeit auto-
matisierter Systeme, wird klar, warum auch die These einer hinsichtlich der
Vertretung im Willen abschlielenden Kodifikation im BGB?8 der Moglich-
keit eines Vertragsschlusses nicht entgegensteht.

Anders als bei der Stellvertretung findet beim Einsatz eines KI-Systems
eine Vertretung im Willen gerade nicht statt. Hier tritt kein in einem nor-
mativen Sinne autonomer Wille an die Stelle desjenigen des Vertretenen.
Richtig ist, dass sich ein rechtsgeschiftlicher Vertreter grundsitzlich an
seinen Willensduflerungen festhalten lassen muss?® - nur dort, wo seine
Willenskldrung dem Willen des Vertretenen entspricht, treffen Rechtsfolgen
allein diesen; in allen ibrigen Fillen haftet er selbst gemafl §179 Abs.1
BGB gegeniiber dem Vertragspartner und aus dem der Stellvertretung zu-
grundeliegenden Kausalverhiltnis gegeniiber dem Vertretenen. Uber einen
solchen rechtlich beachtlichen Willen verfiigt aber eben der technisch au-
tonome KI-Agent mangels Rechtspersénlichkeit nicht. Die Situation unter-
scheidet sich dadurch mafigeblich. Es kommt beim Einsatz des KI-Agenten
gerade nicht zu einer Willensdelegation in dem Sinne, dass ein fremder
Wille an die Stelle des Willens des Geschéftsherrn tritt, sondern das Ge-
schift vollzieht sich allein nach dem Willen des Geschiftsherrn, der sich
zur Konkretisierung desselben einer willenlosen technischen Einrichtung
bedient.

IV. Der vertretungsunfihige Geschaftsunfahige ist kein Mafistab

Nun kann man gleichwohl den Einsatz des nach dem Vorstehenden de
lege lata nicht selbst zu eigenen Willenserkldrungen fahigen KI-Agenten
mit dem Agieren eines Geschdftsunfahigen beim Vertragsschluss verglei-
chen wollen.*® Dem Geschiftsunfahigen wird herrschend in einem Um-

27 Dornis, Kinstliche Intelligenz (Fn. 2), S. 735; grds. zum Gedanken des numerus clau-
sus der Aktstypen rechtsgeschiftlicher Gestaltung Flume, Allgemeiner Teil (Fn. 19),
§1,2,S.1f.

28 Dornis, Kunstliche Intelligenz (Fn. 2), S. 734 f.

29 Dies gilt, wenngleich eben eingeschrinkt, auch fiir den beschrankt Geschiftsfahigen,
weshalb dessen Qualifikation als Vertreter (vgl. § 165 BGB) folgerichtig ist.

30 S. Dornis, Kiinstliche Intelligenz (Fn. 2), S. 735.
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kehrschluss aus § 165 BGB bzw. bereits aufgrund der Konzeption des Ver-
tretungsgeschifts als eigenes Rechtsgeschaft des Vertreters in Verbindung
mit den §§ 104 f. BGB die Méglichkeit, als Vertreter wirksame Geschifte zu
bewirken, abgesprochen.’! Daher mag der Schluss naheliegend erscheinen,
dass parallel dazu auch die ,Erklirung® des KI-Agenten, dessen Betreiber
- im obigen Beispiel also dem Eigentiimer des smarten Kiihlschrankes -
nicht zugerechnet werden konne. Auch diese Schlussfolgerung geht jedoch
auf ndhere Sicht fehl.

Dass man dem Geschiftsunfahigen die Fahigkeit, als Stellvertreter zu
agieren, abspricht, ist vom Ausgangspunkt des Représentationsprinzips fol-
gerichtig, da auch dem Geschiftsunfahigen ein rechtsrelevanter Wille nicht
zukommt, sodass das Konzept einer Willensdelegation versagt.>?

Daraus folgt jedoch schon keineswegs zwingend, dass eine eigene zure-
chenbare Erklirung des Willenstrigers ausscheidet, der einen Geschiftsun-
fahigen mit Entscheidungsspielraum eingesetzt hat.>* Denn auch hier tritt
mit dem Geschiftsunfdhigen kein rechtsgeschiftlich relevanter Wille da-

31 S. Schilken (Fn. 5), § 165 Rn. 3 m.umfangr.Nachw.; kritisch aber C.-W. Canaris, Versto-
e gegen das verfassungsrechtliche Ubermafiverbot im Recht der Geschiftsfahigkeit
und im Schadensersatzrecht, JZ 1987, 993 (998): ,Auch in §165 BGB beruht die
unterschiedliche Behandlung von beschrinkter Geschaftsfihigkeit und Geschafts-
unfahigkeit nicht auf Sachgriinden, sondern auf doktrindrer Konsequenzmacherei
und der verfassungswidrigen Fiktion, dass der Geschaftsunfahige zur Teilnahme am
rechtsgeschiftlichen Verkehr generell aufler Stande ist.

32 S.aber zur Kritik an der Unterscheidung zwischen beschrankt Geschaftsfahigem und
Geschiftsunfahigem die vorhergehende Fn.

33 So aber die ganz h.M., s. bereits RGZ 145, 159 f; ferner die umfangr. Nachw. auch
der kritischen Stimmen bei Schilken (Fn. 5), §165 Rn.3; s. im Kontext des §11
Abs.2 GmbHG auch BGHZ 53, 210 (juris Rn.17ff, 20f.): ,Ebenso, wie selbst bei
ausdriicklicher Bevollmachtigung geméfd §§ 171, 172 BGB der Vollmachtgeber nicht
fiur die Geschiaftsfahigkeit des Bevollméchtigten einzustehen braucht [...], bindet
auch die nach § 105 BGB nichtige Erkldrung eines Geschiftsfithrers die Gesellschaft
in keinem Fall: s. ferner BGHZ 115, 78 (juris Rn.12), wo im Falle der Eintragung
eines Geschéftsunfahigen als Geschiftsfithrer einer GmbH im Handelsregister eine
Rechtsscheinhaftung angenommen wird, jedoch § 6 Abs. 2 S. 1 GmbHG eingreift, wo-
nach nur eine unbeschrankt geschiftsfahige Person Geschéftsfiithrer sein kann, dazu
S. Huber (Fn. 17), § 165 Rn. 23 ff. mw.Nachw.; hingegen fiir Genehmigungsfahigkeit
der Erkldrung des geschiftsunfihigen Vertreters zum Schutz der Privatautonomie des
Vertretenen Canaris, Geschaftsfahigkeit (Fn. 31), S 998.
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zwischen; dessen Erkldrung bleibt mithin Entduf3erung allein des Willens
des Geschaftsherrn.?*

Selbst wenn man aber mit der ganz h.M. jegliche Mdoglichkeit rechtsge-
schiftlicher Bindung beim Einsatz eines geschaftsunfahigen "Stellvertreters"
ablehnt,® ist mit Blick auf die Vertragsfreiheit nicht gesagt, dass die mehr
oder weniger aleatorische Ausfiillung eines hinreichend bestimmten Wil-
lensrahmens, den der Willenstrdger vorgibt, die Zurechnung als gewollte
Erklarung auch dann hindert, wenn keine Person als Vertreter dazwischen-
tritt. Vielmehr ist auch hier auf den bereits oben angesprochenen® maf3-
geblichen Unterschied hinzuweisen: Beim Einsatz eines KI-Agenten liegt
anders als beim Einsatz eines Stellvertreters, mag er auch geschéftsunfahig
sein und deshalb nicht wirksam als solcher fungieren konnen, ein Zwei-
Personen- und kein Drei-Personen-Verhiltnis vor. Man mag Griinde dafiir
sehen (bzw. gesehen haben), den Geschaftsverkehr vom Agieren Geschifts-
unféhiger als Vertreter freizuhalten, die beim Einsatz einer KI jedoch nicht
ohne Weiteres vorliegen. Dies gilt fiir Aspekte der Verkehrssicherheit,?
aber auch den Schutz des Geschaftsunfihigen vor einer Inanspruchnahme
und Haftung infolge seines Auftretens als Stellvertreter. Auch lésst sich die
Furcht, der Geschiftsunfahige werde unverniinftig handeln,®® ersichtlich
nicht allgemein auf KI-Agenten tibertragen. Schliefdlich mag man es ange-
sichts der Geschaftsfahigkeit der iibergrofien Mehrheit der Menschen auch
aus Zweckmafligkeitsgriinden fiir angangig halten, Geschéftsunfahige pau-
schal von einem Agieren als Stellvertreter auszuschlieflen. Der Vertretene
wird in der Tat kaum jemals in der prekédren Lage sein, dass ihm allein
ein Geschiftsunfihiger als moglicher Stellvertreter zur Verfiigung steht.
Ganz anders ist hingegen die Situation beim Einsatz von KI. Es liegt auf

34 In den dichotomen Kategorien von Stellvertretung und Botenschaft stellt sich der
Geschiftsunfihige damit auch dann nur als Bote dar, wenn ihm tatsdchlich Entschei-
dungsspielraum eingerdumt wird.

35 S. die Nachw. in Fn. 33.

36 S.unter ILL

37 S. auch - heute tiberholt, da viel zu weitreichend - die Protokolle der Kommission
fir die zweite Lesung des Entwurfs des Biirgerlichen Gesetzbuchs, Bd. 1, 1897, S. 56:
»Hinsichtlich der wegen Geisteskrankheit Entmiindigten war man im Allgemeinen
mit dem Entw. darin einverstanden, daf§ die Riicksicht auf die Sicherheit des Verkehrs
verbiete, wihrend des Fortbestehens der Entmiindigung in lichten Zwischenrdumen
oder nach dem Eintritt der Genesung den Entmiindigten als geschiftsfahig anzuer-
kennen".

38 Erwihnt etwa von Canaris, Geschaftsfahigkeit (Fn. 31), S 998.
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der Hand, dass es in vielen Bereichen verniinftigen Bedarf fiir einen den
Vertretenen entlastenden Einsatz von KI gibt und geben wird.

Der gesetzliche Ausschluss des Geschiftsunfahigen von der Stellvertre-
tung kann deshalb nicht Maf} geben fiir den Einsatz von KI beim Vertrags-
schluss. Dass ein Vertrag unmittelbar zwischen dem Willenstrager, der sich
dieses Willens durch den Einsatz der KI entduflert, und dem Erklarungs-
empfanger ausscheidet, erhellt an keiner Stelle aus dem Gesetz. Das Gesetz
verlangt die Erkldrung eines Willens, §§145ff. BGB, jedoch ohne einen
numerus clausus fiir die Modalititen dieser Erklarung vorzuschreiben.?

Unergiebig ist deshalb auch die vergleichsweise angefiihrte These, dass
beim Einsatz eines dressierten Primaten, der im Internet Geschifte tatigt,
ein Vertrag nicht zustande kommen konne.*® Weil der Primat keine eigen-
standige Person ist, erlaubt der Ausschluss des Geschiftsunfahigen von der
Stellvertretung keinesfalls den pauschalen Schluss, ein Vertrag kénne nie-
mals vom Verhalten eines Tieres abhiangig gemacht werden.*! Man denke
etwa an den Fall, dass ein Hund immer wieder einmal ,,ausbtichst“ und in
das Haus des Nachbarn eindringt und dort im Keller Lebensmittel frisst.
Es gibe hier keinen Grund, einem Vertrag, mit dem der Eigentiimer des
Hundes dem Nachbarn verspricht, diejenigen Lebensmittel zu bezahlen,
die der Hund in Zukunft frisst, die Wirksamkeit zu versagen, mit Blick
auf die ,Geschiftsunfahigkeit” des Hundes. Die Stellvertretungsfrage bzw.
die Frage einer Willensdelegation stellt sich nicht, da dem Hund keine
Rechtspersonlichkeit zukommt. Und im Lichte der Privatautonomie spricht
auch die Aleatorik, die darin liegt, dass niemand vorherzusagen mag, ob
und wann der Hund wieder beim Nachbarn ,einbricht” und dort Lebens-
mittel frisst, nicht gegen eine vertragliche Bindung. Wenn aber hier die nur
begrenzte Bestimmtheit des Inhalts der Erklarung ihrer Wirksamkeit nicht
entgegensteht, dann kann folgerichtig die Zurechnung einer zeitversetzten

39 S. auch BGH, Urteil vom 7. November 2001 — VIII ZR 13/01, BGHZ 149, 129-139,
Rn. 24: "[...] Willenserklirungen kénnen [...] auch durch elektronische Ubermittlung
einer Datei im Internet - online - abgegeben und wirksam werden.'

40 Dornis, Kinstliche Intelligenz (Fn. 2), S. 735.

41 Insoweit auch durchaus zutreffend, Dornis, Kunstliche Intelligenz (Fn. 2), S.735
Fn. 62: "Anders liegt der Fall, wenn ich den Einsatz eines geschiftsunfidhigen oder
tierischen Vertreters mit der Gegenseite abgesprochen habe. Dann resultiert die
rechtsgeschiftliche Bindung aber aus der Vorwegabrede. Dies entspricht einer Ver-
einbarung zur Geltung eines Schweigens als Willenserkldrung. S. hierzu unten IV.3!"
Dafiir, dass die Abstraktheit der Erklirung einen Vertragsschluss im Vorhinein nicht
hindern soll, einem Vertragsschluss zu einem spéteren Zeitpunkt hingegen entgegen-
stehen soll, fehlt es jedoch an einem tragfahigen Grund.
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Prazisierung und technischen Entauflerung durch einen KI-Agenten (den
Kiihlschrank) ebenso wenig daran scheitern, dass der Erklarende nur einen
ausfiilllungsbediirftigen Rahmen vorgegeben hat.

V. Der Vergleich der Zurechnung eines Blanketts ist nur begrenzt ergiebig

Im Diskurs um die Einordnung der KI-Erkldrung in die Rechtsgeschifts-
lehre wird nicht selten vergleichend auf die "Grundsitze zu Blanketterkl-
rungen"4? verwiesen. Deren nicht unbetrichtlichen dogmatischen Unschir-
fen erschweren allerdings tragfahige Schlussfolgerungen zur Zurechnung
von KI-Erklarungen.

Wihrend diese Grundsitze von manchen ohne vertiefte Einordnung
herangezogen werden, um eine Zurechnung zu begriinden,** wollen andere
auf die Parallele zum Blankett konkret eine Zurechnung der KI-Erkldrung
als Willenserklarung des Betreibers stiitzen** bzw. eine Zurechnung ana-
log §164 Abs.1 BGB begriinden*> oder aber hieraus lediglich eine Rechts-
scheinhaftung beim Einsatz von KI folgern.¢

Schwierigkeiten bereitet der Vergleich zum Blankett vor allem deshalb,
weil die Grundsitze zum Blankett keine einheitliche Konstellation betref-
fen, sondern das abredewidrig ausgefiillte Blankett, bei dem allein sich die
Frage einer Rechtsscheinhaftung entsprechend § 172 Abs. 2 BGB stellt, vom
abredegemdfs ausgefiillten Blankett zu unterscheiden ist, das sich durchaus
im Sinne einer echten Zurechnung als Vertragserklarung einordnen ldsst.
Hinzu kommt, dass sich in der Rechtsprechung die Frage der Zurechnung
einer Blanketterklarung vielfach im Kontext der Formbediirftigkeit stellt.

42 S. nur Grofi/Gressel, Entpersonalisierte Arbeitsverhéltnisse (Fn. 4), S.992; Pau-
lus/Matzke, Smart Contracts (Fn. 2), S.444f; R. Singer, in: M. Stieper/S. Klumpp/
R. Singer/S. Herrler (Hrsg.), J. von Staudingers Kommentar zum Biirgerlichen Ge-
setzbuch, Buch 1, Allgemeiner Teil, §§ §§ 90-124; §§ 130-133, Berlin 2021, Vorbemer-
kung zu §§ 116, Rn. 57; eingehend Kaulbach, Vertragsschluss (Fn. 4), S.1148 ff; vgl.
auch Dornis, Kunstliche Intelligenz (Fn. 2), S. 736 f.

43 In diesem Sinne etwa C. Armbriister, in: F. Sacker/R. Rixecker/H. Oetker/B. Lim-
perg/C. Schubert (Hrsg.), Miinchener Kommentar zum Biirgerlichen Gesetzbuch:
BGB, Band 1: Allgemeiner Teil §§1-240a, AllgPersonlR, StiftRG, ProstG, AGG,
10. Aufl., Miinchen 2025, BGB § 119 Rn. 50; Singer (Fn. 42), Vorbemerkung zu §§ 116,
Rn. 57

44 S, etwa Paulus/Matzke, Smart Contracts (Fn. 2), S. 444 f.

45 So Kaulbach, Vertragsschluss (Fn. 4), S. 1148 ff., 1152.

46 So Dornis, Kiinstliche Intelligenz (Fn. 2), S. 738 ff.
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Soweit aber die Erklarung formunwirksam ist und schon deshalb nur eine
Rechtsscheinhaftung in Betracht kommt, braucht die Rechtsprechung sich
nicht ndher mit der Frage auseinanderzusetzen, ob die Blanketturkunde,
wenn diese abredegemifs vervollstindigt wurde, als Willenserklarung zure-
chenbar ist.4

Eine tiefere dogmatische Entwicklung hat vor allem das abredewidrig
ausgefiillte Blankett erfahren.*® Hier wird in Anlehnung an Canaris ganz
herrschend eine Vertrauenshaftung kraft Rechtsscheins angenommen, wo-
bei zur methodischen Begriindung eine Analogie zu § 172 Abs.2 BGB be-
miht wird.*

Das abredegemdfs ausgefiillte Blankett wird hingegen durchaus als ver-
tragsbegriindend gedeutet. Dies geschieht nach Canaris nicht parallel zur
Stellvertretung iiber die Annahme einer Willenserklirung des Ausfiillenden
(so die "Vollmachtstheorie™?), sondern indem eine Willenserkldrung allein
desjenigen angenommen wird, der das Blankett erteilt, wohingegen sich das
Handeln des Ausfiillungsberechtigten als blofies faktisches Handeln darstel-
len soll.>! Zur Begriindung wird angefiihrt, dass "vor allem der Wille des

47 S. BGHZ 132, 119 (juris Rn.17), wonach das abredegemifd vervollstindigte Blankett
formwidrig ist und nur in entsprechender Anwendung von §172 Abs.2 BGB zu-
gerechnet werden kann. Der Frage der Zurechnung eines nicht formbediirftigen,
aber abredegemifd vervollstindigten Blanketts als eigene Willenserklarung brauchte
der BGH hingegen nicht naher nachzugehen; vgl. ferner BGHZ 40, 65, wonach
derjenige, der ein Blankett mit seiner Unterschrift aus der Hand gibt, das abredewid-
rig ausgefiillte Blankett in entsprechende Anwendung von §172 Abs.2 BGB gegen
sich gelten lassen muss. Auch hier brauchte der BGH nicht zu kldren, wie das
abredegemadf3 vervollstindigte nicht formbediirftige Blankett zuzurechnen ist, weil
die Formfrage im Raum stand bzw. abredewidrig ausgefiillt war; auch in BGHZ 113,
48 ging es um ein abredewidrig ausgefiilltes Blankett; hingegen hat das Reichsgericht
die Formwirksamkeit des abredegemifd vervollstandigten Blanketts noch bejaht und
auch hinsichtlich der Zurechnung als Willenserklarung keine Probleme gesehen, s.
RGZ 14, 297 (301).

48 s. C-W. Canaris, Die Vertrauenshaftung im deutschen Privatrecht, 1971, S.54ff;
vgl. auch C. Schubert, in: F. Sicker/R. Rixecker/H. Oetker/B. Limperg/C. Schubert
(Hrsg.), Miinchener Kommentar zum Biirgerlichen Gesetzbuch: BGB, Band 1: Allge-
meiner Teil §§ 1-240a, AllgPersonlR, StiftRG, ProstG, AGG, 10. Aufl., Miinchen 2025,
BGB § 172 Rn. 3; Singer (Fn. 42), § 119, Rn. 31 und Schilken (Fn. 5), § 172, Rn. 8 jeweils
m.umfangr.Nachw.

49 Canaris, Vertrauenshaftung (Fn. 48), S.57f; s. auch die Nachw. aus der Rspr. in Fn.
47.

50 Vgl. hierzu die Nachweise bei Canaris, Vertrauenshaftung (Fn. 48), S. 55 Fn. 6.

51 Canaris, Vertrauenshaftung (Fn. 48), S.56; dem folgend die wohl h.M. s. nur Schu-
bert (Fn. 48), BGB §172 Rn.2; Neuner, Allgemeiner Teil (Fn. 15), §50 Rn.101;
Schilken (Fn. 5), Vorbemerkungen zu §§ 164-181, Rn. 72a.
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Blankettausstellers die Rechtsfolgen der Erklarung tragt">?; er schaffe eine
hinreichende "Erklarungshiilse’,>® die der Ausfiiller lediglich "perfiziert">*

Insoweit gilt es also zundchst zu erkennen, dass der Vergleich mit der
Blanketterklarung eine Zurechnung des KI-Einsatzes als eigene Willens-
erklairung des Betreibers zu Gunsten einer bloflen Rechtsscheinhaftung
nicht hindert,’> weil ja das abredegemdf§ ausgefiillte Blankett ebenfalls
als echte Willensklarung des Ausstellers der Blanketturkunde eingeordnet
wird. Oder anders gewendet: Soweit die einzelne KI-,Erklarung® den all-
gemeinen Rahmen des vom Betreiber der KI im Wege der Aktivierung
erkldrten Willens nicht iiberschreitet, kommt allenfalls eine Parallele zum
abredegemiifs ausgefiillten Blankett in Betracht, sodass eine Ubertragung
der Behandlung des abredewidrig ausgefiillten Blanketts entsprechend § 172
Abs. 2 BGB nicht tragfahig erscheint.

Davon abgesehen ist der Vergleich der KI-,Erklarung® mit dem Fall ei-
nes abredegemif§ ausgefiillten Blanketts nicht uneingeschrénkt sachgerecht.
Dies aber nicht deshalb, weil beim KI-Einsatz ein hinreichender unvoll-
stindiger Erkldrungstatbestand im Sinne der obigen Blankett-Doktrin zu
verneinen wire.’® Im Gegenteil greift richtigerweise gerade hier der von
der h.M. beim Blankett bemiihte Gedanke eines objektiven Erklarungstat-
bestands, der allein von einem normativen Willen, namlich dem des hinter
der KI stehenden Betreibers, bei gleichsam willenloser Konkretisierung
durch das technische System, abhidngt. Denn bei der Blanketterklarung im
Dreipersonenverhiltnis Blankettaussteller — Ausfiiller — Erklarungsgegner
lasst diese von der h.M. vertretene Leugnung einer Willenserklarung (auch)
des Austiillers jedenfalls insoweit Zweifel offen, als dem Ausfiillenden tat-
sachlich Entscheidungsspielraum eingerdaumt wurde. Denn diesem kommt,
beispielsweise im Falle einer allein mit einer Unterschrift versehenen Blan-
kourkunde®” und entsprechend pauschaler Ausfiillungserméchtigung keine
gegeniiber dem parallel bevollmichtigten Stellvertreter verminderte Ent-
scheidungsfreiheit zu. Im Gegensatz dazu fehlt es, wie schon mehrfach

52 Schubert (Fn. 48), §172 Rn. 2.

53 Dornis, Kunstliche Intelligenz (Fn. 2), S. 736 f.

54 Canaris, Vertrauenshaftung (Fn. 48), S. 56.

55 So aber wohl, wenn auch unklar, Hennemann, Interaktion (Fn. 2), S. 239 fI.

56 So Dornis, Kiinstliche Intelligenz (Fn. 2), S.736f; D. Linardatos, Autonome und
vernetzte Aktanten im Zivilrecht, Tiibingen 2021, S.122; vgl. dhnlich, wenn auch
unklar, Hennemann, Interaktion (Fn. 2), S. 239 ff.

57 Diese explizit umfassend aber auch das Begriffsverstindnis bei Canaris, Vertrauens-
haftung (Fn. 48), S. 54.
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betont, beim Einsatz von KI-Agenten am Dazwischentreten einer weiteren
Person mit einem mdoglicherweise eigenen Willen. Hingegen kann hier die
These der "Perfizierung" eines zuvor nach abstrakten Kriterien bestimmtem
Willens Geltung beanspruchen. Die Frage, ob womdglich die Person, die
das Blankett ausgefiillt hat, gebunden ist oder haftet, stellt sich beim Einsatz
von KI nicht. Hier kommt mangels eigener Rechtspersonlichkeit der KI
nur der Betreiber und einzige Willenstrager als Zurechnungssubjekt in
Betracht.

VI. Im Lichte der Privatautonomie geniigt ein abstrakter Aktivierungswille

Zutreftend ist es allerdings, wenn mit Blick auf den Einsatz autonomer
Agenten diagnostiziert wird, der Inhalt der konkreten Geschifte sei nur lose
riickgebunden an den Willen des Betreibers, der mit der Aktivierung der KI
nur einen abstrakten Willen dufiert, also nur einen allgemein bleibenden
Rahmen vorgibt.>® Deshalb wird insbesondere der Geschaftswille im Sinne
eines auf ein bestimmtes Geschaft bezogenen konkreten Willens* in Frage

58 S. statt vieler Dornis, Kiinstliche Intelligenz (Fn. 2), S.732: ,Anders als bei einer
Computererklarung sind die denkbaren Varianten bei technisch autonom generierten
Erklarungen nicht mehr determiniert und vorformuliert’; s. ferner Hennemann,
Interaktion (Fn. 2), S. 237 ff.; besonders treffend Grapentin, Erosion (Fn. 4), S. 184 und
bereits oben Fn. 13.

59 S.dazu nur Hennemann, Interaktion (Fn. 2), S.105 m.w.Nachw. und unter Abgrenzung
zum Handlungswillen als Willen, sich tiberhaupt zu verhalten und zum Erklarungswil-
len als Bewusstsein der rechtsgeschaftlichen Natur des eigenen Handelns; detaillierter
zum Geschaftswillen im Sinne der h.M. M. Rehberg, in: B. Gsell/W. Kriiger/S. Lorenz/
C.Reymann/J. Hager (Hrsg.), beck-online GROSSKOMMENTAR zum Zivilrecht.
Biirgerliches Gesetzbuch (BGB), Stand 1.9.2025, § 116 Rn. 52 ff.

60 S.nur Dornis, Kiinstliche Intelligenz (Fn. 2), S. 724 mw.Nachw. und 732 f,, der allerdings
unter Verweis auf § 105 Abs. 2 BGB bereits einen Handlungswillen in Abrede stellt und
zudem fehlendes Erklirungsbewusstsein und eine fehlende Begebung der Erklirung
moniert; besonders deutlich in diesem Sinne auch Teubner, Rechtssubjekte (Fn. 4),
S.179 ff,; ebenfalls bereits am Handlungswillen zweifelnd weiterhin F. Kainer/L Forster,
Autonome Systeme im Kontext des Vertragsrechts, ZfPW 2020, 275 (284f.); auch
Spindler/Schuster gehen davon aus, dass Erklarungsbewusstsein und Geschéftswille
nicht vorliegen, wollen diese aber "zurechnen’, vgl. Spindler/Wibbeking (Fn. 8),
Vorbemerkung zu §§ 116 ff. Rn. 6; einen konkreten Geschiftswillen vermissend weiter-
hin Hennemann, Interaktion (Fn. 2), S.238, der allerdings einrdumt, dass dies die
Annahme einer Willenserklarung nicht behindere; schliefllich Sosnitza, Internet der
Dinge (Fn.5),S. 767, der deshalb fir die Zurechnung in Anlehnung an Andreas Wiebe auf
den Grundgedanken des Risikoprinzips zuriickgreifen méchte.
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gestellt,* was, wenn nicht dem Vorliegen einer Willenserklarung entgegen-
stehen,®! doch deren Anfechtbarkeit begriinden soll.®?

Mit Blick auf ein teilweise ebenfalls in Abrede gestelltes Erklarungs-
bewusstsein®® ist zu erkennen, dass demjenigen, der den smarten Kiihl-
schrank fiir kiinftige Einkéufe aktiviert, bewusst ist, dass er rechtsgeschift-
lich agiert,®* sodass der Streit um dessen Qualifikation als notwendiger
Bestandteil einer Willenserklarung hier dahinstehen kann.%

In Bezug auf den Geschiftswillen, der bei Lichte betrachtet lediglich
maflgebend ist hinsichtlich der inhaltlichen Kongruenz von subjektivem
Willen und Erkldrung und damit erst im Rahmen der Irrtumsanfechtung
Bedeutung erlangt,¢ ist zunédchst festzuhalten, dass das Gesetz keine niher
definierten Konkretisierungsanforderungen formuliert. Dies ist auch nicht
tiberraschend, denn die Privatautonomie streitet dafiir, auch einen rechts-
geschiftlichen Willen, der gleichsam ohne Tiefenschirfe auskommt und
nur einen Rahmen vorgibt, anzuerkennen, sofern sich ausmachen ldsst,
welche Erklarungsinhalte innerhalb des Rahmens liegen und welche auf3er-
halb. Insoweit der Erkldrende seinen Willen nicht spezifiziert, begibt er sich
allerdings des Einwands der Inkongruenz gegeniiber einer entsprechenden
Erklarung.®” Ein Grund, dem nur allgemeinen Geschiftswillen die Geltung
zu versagen, ergibt sich hieraus freilich nicht.®

Ein Geschiftswille nach diesem Maf3stab ist beim Aktivieren eines KI-
Agenten gegeben, sofern es Kriterien gibt, nach denen sich verldsslich
bestimmen lésst, welche Akte des KI-Agenten innerhalb des Aktivierungs-
willens liegen. In dem Kiihlschrank-Beispiel gibt es danach sehr wohl
einen bestimmten Geschéaftswillen, wenn der Aktivierungswille auf den
Einkauf von Lebensmitteln gerichtet ist, die nach bestimmten Kriterien als

61 Hierzu Neuner, Allgemeiner Teil (Fn. 15), § 32 Rn. 43 m.w.Nachw.

62 Dazu sogleich, s. auch Kaulbach, Vertragsschluss (Fn. 4), S. 1153; Hennemann, Interak-
tion (Fn. 2), S. 238.

63 Vgl. Fn. 61; krit. auch Hennemann, Interaktion (Fn. 2), S. 238.

64 S. hierzu nur Ruster, Willenserklarungen (Fn. 4), S. 642f.

65 Naher zu diesem Streit Hennemann, Interaktion (Fn. 2), S.105 ff. m.w.Nachw., der
selbst, s. S.107f,, einen Erklarungswillen (vgl. Fn. 59) fiir erforderlich halt; ausfiihrli-
cher Uberblick bei Singer (Fn. 42), Vorbemerkung zu §§ 116, Rn. 33 ff.

66 Vgl. Rehberg (Fn. 59), § 116 Rn. 52.2, 57.

67 So trotz Ablehnung eines Geschiftswillens im Ergebnis auch Ruster, Willenserklarun-
gen (Fn. 4), S. 643 ff.

68 Womdglich ist eine solche Neukonturierung des Geschaftswillens mit Blick auf die
tradierte Rechtsgeschiftslehre die von Gunther Teubner mit Blick auf Softwareagen-
ten geforderte, notwendig zu ziehende Konsequenz fiir die Rechtsgeschiftslehre, vgl.
Teubner, Rechtssubjekte (Fn. 4), S. 181.
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"gesund, nachhaltig etc" anzusehen sind, mégen diese Kriterien auch eine
Entwicklung der Einschitzung als gesund oder ungesund erlauben. Dass
der Betreiber nicht weif}, welche Lebensmittel dem konkret entsprechen
werden, ist unschadlich.

Dementsprechend ist es auch zumindest missverstidndlich, die einzelnen
Geschifte, die der KI-Agent, etwa der smarte Kiihlschrank, titigt, als vom
Aktivierungswillen des Betreibers ,weitestgehend entkoppelt“®® anzusehen.
Der Aktivierungswille des Betreibers "umfasst” vielmehr die Aleatorik der
KI, d.h. der Betreiber ,will“ im echten Sinne, dass der Kiihlschrank im
Rahmen des abgesteckten Rahmens einkauft.

Allerdings konnte man gegen den vorstehend bemiihten Gedanken der
Privatautonomie einwenden wollen, dass ein davon umfasster Tatbestand
beim Einsatz eines KI-Agenten in Wahrheit gar nicht vorliege.

Privatautonomie meint die Kapazitit, autonom, kraft Willens rechtli-
che Bindungen herbeizufiithren.”® Eine solche "Rechtsgestaltung in Selbst-
bestimmung'”!' erfordert, dass dort, wo eine vertragliche Rechtsgestaltung
gewollt ist, grundsitzlich eine rechtliche Bindung eintritt, die Privatrechts-
ordnung den iiberstimmenden privaten Willen also respektiert und aner-
kennt.

Mit Blick auf diejenigen objektiven Erkldrungstatbestinde der KI, die
von dem abstrakten subjektiven Willen desjenigen, der die KI einsetzt, um-
fasst sind, besteht eine solche Willenskongruenz, die Geltung beansprucht.
Der Kiufer des intelligenten Kiihlschranks hat unzweifelhaft den abstrak-
ten subjektiven Willen, Lebensmittel zu erwerben, die nach seinem Ver-
standnis "gesund, nachhaltig etc.' sind. Dieser Wille umfasst bspw. den Kauf
von Brokkoli, den der Kiihlschrank entauflert.

Die Verallgemeinerung des Willens dahin, dass jegliche "gesunde, nach-
haltige etc." Lebensmittel erfasst sind, ist nicht nur unschédlich, sondern
gerade ihrerseits von der Privatautonomie geschiitzt, weil der Kaufer des
Kiihlschranks eben gerade nicht prézisieren méchte, welche "gesunden,
nachhaltigen etc." Lebensmittel er erwerben mochte. Insoweit verhilt es

69 Hennemann, Interaktion (Fn. 2), S.240; so auch Dornis, Kiinstliche Intelligenz
(Fn.2), S.719, 729, 730.

70 Vgl. Flume, Allgemeiner Teil (Fn. 19), §1, S.1ff; entsprechend formuliert die Erste
Kommission zum Entwurf des BGB das Rechtsgeschift als eine ,,Privatwillenserklé-
rung, gerichtet auf die Hervorbringung eines rechtlichen Erfolges, der nach der
Rechtsordnung deswegen eintritt, weil er gewollt ist, Mugdan, Motive I (Fn. 20),
S.421 [im Original: Motive I, S.126].

71 Flume, Allgemeiner Teil (Fn.19),§1,1,S. L
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sich nicht anders als beim gelangweilten Wein-Connaisseur, der bei seinem
Sommelier "zehn feine Flaschen" bestellt, oder dem, der "eine Hose" kauft,
ohne festzulegen, ob es nun eine Jeans oder eine Chino sein soll, oder
schliefSlich auch demjenigen, der einen Apfel erwirbt, ohne die genaue
Sorte oder die farbliche Beschaffenheit oder die Herkunft festzulegen oder
der eine Wohnung anmietet, ohne diese besichtigt oder das Makler-Exposé
sorgfaltig studiert zu haben und der deshalb iiberrascht feststellen muss,
dass keine Badewanne, sondern nur eine Dusche vorhanden ist und die
Fenster im zweiten Stock eher klein sind.

Die mangelnde Feinkalibrierung des gebildeten Willens steht der Erkla-
rungszurechnung und der Wirksamkeit des Vertragsschlusses in allen die-
sen Beispielen so wenig entgegen wie beim Einsatz des KI-Agenten.

C. Fazit in Thesen

I.  Der Einsatz autonomer KI-Agenten wirft die Frage auf, ob deren
blofle allgemeine willentliche Aktivierung es zulésst, die einzelnen
im vorgegebenen Rahmen durch den autonomen Agenten getitig-
ten ,Erklarungen® dem Betreiber als eigene Willenserklarungen zuzu-
rechnen.

II.  Mit der h.M. sind diese Erklarungen als Willenserkldrungen des Be-
treibers des KI-Agenten zu qualifizieren. Es besteht kein numerus
clausus der Modalititen der Willenserkldrung. Privatautonomie und
Vertragsfreiheit gebieten es vielmehr, den allgemeinen Aktivierungs-
willen des Betreibers als allgemeinen Geschaftswillen gentigen zu las-
sen und somit auch unter Einsatz von KI-Agenten bewirkte Vertrage
als wirksam anzuerkennen, sofern sich nur bestimmen lasst, ob das
jeweilige Geschift sich innerhalb des vorgegebenen Rahmens bewegt.
Soweit die jeweilige Transaktion diesen Rahmen wahrt, scheidet eine
Irrtumsanfechtung damit grundsétzlich aus.

III.  Dies gilt ungeachtet des Umstandes, dass ein Riickgrift auf die Vor-
schriften der Stellvertretung ausscheiden muss, weil dem KI-Agenten
de lege lata keine Rechtspersonlichkeit zukommt. Ein solcher Riick-
griff ist vielmehr umgekehrt gerade deshalb entbehrlich: Mangels
eigener Rechtspersonlichkeit der KI kommt es nicht zu einer Willens-
delegation auf eine andere Person. Deshalb steht der numerus clausus
der Delegationsformen des BGB einer Zurechnung der KI-Erklarun-
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IV.

38

gen als eigene Willenserkldrung des Betreibers der KI gerade nicht
entgegen.

Einer solchen Zurechnung steht auch nicht der gesetzlich angeordne-
te Ausschluss des Geschiftsunfihigen von der Stellvertretung entge-
gen. Abgesehen davon, dass dieser Ausschluss es entgegen der ganz
h.M. nicht zwingend bedingt, eine eigene Erklirung des Vertretenen
zu verneinen, ist der Einsatz von KI schon deshalb nicht vergleichbar,
weil die KI keine eigene Rechtspersonlichkeit hat und zudem Stellver-
tretung durch Geschéftsunfihige einerseits und der Einsatz von KI-
Agenten andererseits auch sonst und insbesondere hinsichtlich der
Verkehrssicherheit und der Zweckmifligkeit unterschiedlich liegen.
Nimmt man einen - allerdings mangels eigener Rechtspersonlichkeit
des KI-Agenten hinkenden - Vergleich des Vertragsschlusses durch KI-
Agenten mit einer vervollstindigten Blanketterklirung vor, so ent-
spricht eine innerhalb des Aktivierungsrahmens ihres Betreibers lie-
gende KI-Erklarung am ehesten einem abredegemif vervollstandigten
Blankett. Weil sich ein solches abredegemaf3 vervollstandigtes Blankett
als Vertragserklarung des Blankettausstellers verstehen lésst, steht der
Vergleich zum Blankett der Zurechnung solcher KI-Erklarungen als
Willenserkldrungen ihres Betreibers jedenfalls nicht entgegen.
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Online choice architecture: impacto del disefio digital en
la autonomia contractual del usuario. Inteligencia artificial y
vulnerabilidad del usuario digital®

M.# Natalia Mato Pacin, Universidad Carlos III de Madrid

Resumen: El trabajo aborda el fenémeno del disefio y de los patrones
oscuros en las interfaces en linea desde el punto de vista del Derecho de
la Unién Europea y espaifiol. Estas practicas, con un gran impacto en la
economia digital debido a la IA y el big data, se encuentran en el punto de
mira del legislador europeo, con presencia en todas las normas relevantes
del sector aprobadas en los ultimos afios. Tras un breve recorrido por las
disposiciones que pueden suponer un limite legal a los patrones oscuros, el
nucleo del trabajo se centra en examinar la transformacién del concepto de
usuario/consumidor en el entorno digital impulsada por la inteligencia ar-
tificial y las técnicas de personalizacion. Se argumenta que el enfoque nor-
mativo tradicional en torno al usuario medio podria resultar insuficiente
ante la capacidad de la inteligencia artificial para explotar vulnerabilidades
y adaptar hasta el extremo la experiencia individual.

Palabras clave: Legal design, patrones oscuros, interfaces digitales, protec-
cién de datos, practicas comerciales desleales, servicios digitales, inteligen-
cia artificial, usuario digital vulnerable.

Zusammenfassung: Der Beitrag befasst sich mit dem Phanomen der “dark
patterns” aus der Sicht Rechts der Europdischen Union und des spanischen
Rechts. Diese manipulative Gestaltung von Online-Schnittstellen, die dank
kiinstlicher Intelligenz und big data grofle Auswirkungen auf die digitale
Wirtschaft hat, steht im Visier des européischen Gesetzgebers und ist
Gegenstand aller einschldgigen sektoralen Verordnungen der letzten Jah-

* Profesora del Departamento de Derecho privado de la Universidad Carlos III de Ma-
drid. Este trabajo se enmarca en el Proyecto de investigacion nacional financiado por
la Fundacién Ramon Areces (XX Concurso Nacional para la Adjudicacién de Ayudas
a la Investigacién en Ciencias Sociales) y titulado “Optimizacion de la transparencia
en los contratos online para una innovacién econémica en la industria minorista:
Investigacion interdisciplinar a través del andlisis juridico y experimentos empiricos
sobre el comportamiento del consumidor”, del que la autora es Investigadora Principal.
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re. Nach einem kurzen Uberblick iiber die Bestimmungen, die den dark
patterns rechtliche Grenzen setzen kénnen, wird dem Wandel nachgegan-
gen, den der Begriff des Nutzers/Verbrauchers im digitalen Umfeld - for-
ciert durch kiinstliche Intelligenz und Personalisierungstechniken — derzeit
durchlaufen hat. Es wird dargelegt, dass sich der traditionelle normative
Fokus auf den Durchschnittsnutzer als unzureichend erweisen kénnte
angesichts der Fihigkeit der kiinstlichen Intelligenz zur Ausnutzung von
Schwachstellen und zur genauen Anpassung an die individuellen Erfahrun-
gen der Nutzer.

Schliisselworter: Legal design, dark patterns, Online-Schnittstellen, Daten-
schutz, unlautere Geschiftspraktiken, digitale Dienstleistungen, kiinstliche
Intelligenz, im digitalen Umfeld verletzlicher Nutzer.

A. Introduccion: legal design y contratacion digital

El punto de partida de este trabajo se ubica en el hecho de que, en el entor-
no digital, el contacto entre el usuario y el empresario se produce a través
de la interfaz del dispositivo que se maneje (v. gr. un ordenador, un teléfono
movil, una Tablet, un dispositivo conectado). Esta circunstancia convierte a
la interfaz en un elemento clave para la comunicacién entre ambos y, por
lo tanto, también para la comunicacién con relevancia legal, especialmente
porque en el entorno digital es la tnica fuente de informacién.!

Asi las cosas, en los dltimos tiempos estd cobrando mucha importancia
el disefio de las paginas web y aplicaciones informaticas en lo que se refiere
a como configurar el proceso de contratacion, como se integran los -creci-
entes- requisitos legales de informacion, como se pide el consentimiento,
como se accede a las condiciones generales o al tratamiento de datos perso-
nales, que tienen mucha relevancia en el entorno digital. Hay que tener en
cuenta que, desde el punto de vista del comportamiento del usuario, se ha
demostrado que el éxito de la comunicacion a través de la interfaz no solo
depende del contenido de la informacidn -esto es, sobre qué se informa-

1 J. Luzak, Tailor-made consumer protection: personalisation’s impact on the granularity
of consumer information, en: M. Corrales et al. (eds.), Legal design - Integrating busi-
ness, design and legal thinking with technology, Cheltenham; Northampton: Edward
Elgar, 2021, p. 107.
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sino también del modo en el que se proporciona dicha informacién -cémo
y cuando se informa-.2

Esta idea de que el disefio es importante también desde el punto de vista
juridico se inscribe en lo que se denomina de manera genérica como legal
design, un concepto o una disciplina relativamente reciente y de total actua-
lidad que plantea disefiar los procesos con implicaciones juridicas de una
forma mads intuitiva, inclusiva y eficiente para todas las partes implicadas.?
Descendiendo a una definicién mas concreta del concepto de legal design,
se podria decir que es la aplicacion del disefio al mundo del Derecho, para
hacer los sistemas y los servicios juridicos mas centrados en el ser humano
y mas satisfactorios y faciles de usar.*

Efectivamente, se ha acusado tradicionalmente a los contratos o a la
informacién legal de ser escritos “por abogados para abogados”> En este
sentido, la idea que subyace detras del legal design residiria en que estos
contratos se redactaran o confeccionaran también pensando en los usuarios
o destinatarios, esto es, en encontrar un equilibrio entre la necesidad de
precision -que es consustancial al Derecho- y, por otro lado, la facilidad de
uso.

Las experiencias en las que se ha aplicado el legal design a los contratos
son variadas y en diferentes contextos. Es el caso, por ejemplo, de lineas

2 A.Rossi/R. Ducato/H. Haapio/S. Passera, When design met law: design patterns for
information transparency, Droit de la Consommation, no. 122-123, 2019, pp. 79 y ss.; O.
Seizov/A. J. Wulf/]. Luzak, The transparent trap: a multidisciplinary perspective on the
design of transparent online disclosures in the EU, Journal of Consumer Policy, n. 42,
2019, p. 19.

3 M. Doherty/M. Corrales/H. Haapio/M. Hagan, A new attitude to law’s empire: the
potentialities of legal design”, en: M. Corrales et al. (eds.), Legal design. Integrating
business, design and legal thinking with technology, Cheltenham; Northampton: Ed-
ward Elgar, 2021, pp. 2-3; M. Hagan, Law by design, 2016. Disponible en: https://1
awbydesign.co/; E. Vicente Domingo, Legal design en la redaccion e interpretacién
de los contratos, en: APDC, Derecho de contratos, responsabilidad extracontractual e
inteligencia artificial, Madrid: Aranzadi, 2024, pp. 187 y ss.

4 Hagan, Design (n. 3).

5 K. Huovinen, Better commercial contracts with the application of functional contract-
ing and legal design, en: M. Corrales et al. (eds.), Legal design. Integrating business,
design and legal thinking with technology, Cheltenham; Northampton: Edward Elgar,
2021, p. 180.

6 H. Haapio/T. D. Barton/M. Corrales, Legal design for the common good: proactive
legal care by design, en: M. Corrales et al. (eds.), Legal design. Integrating business,
design and legal thinking with technology, Cheltenham; Northampton: Edward Elgar,
2021, p. 69.
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de tiempo explicando graficamente un proceso de suscripcién, apoyadas
en resimenes destacados y con un lenguaje directo y sencillo;” de pagi-
nas interactivas para comunicar informacion sobre proteccién de datos;®
o de la representacién de clausulas de un contrato laboral recurriendo a
vifietas de comic, para superar las barreras del idioma de trabajadores de
una empresa agricola en Sudafrica.’

Son diversos los beneficios que la doctrina ha asociado a esta disciplina que
conjuga el Derecho y el disefio en el ambito de la contratacién. Teniendo
en cuenta que el legal design adopta un enfoque de Derecho preventivo o
proactivo -centrandose en evitar que surjan problemas innecesarios, mas
que limitdndose a resolver los conflictos juridicos que ya han surgido-, se
ha demostrado que aumenta el entendimiento y el cumplimiento de los
contratos, reduce posibles malentendidos y reclamaciones, mejora la expe-
riencia del usuario y aumenta su compromiso y confianza con la marca.!

A la vista de todo lo anterior, no es de extranar que desde todos los secto-
res empresariales se invierta de manera creciente en el disefio de paginas
web, aplicaciones o software de tal modo que puedan ofrecer a sus usuarios
y clientes una experiencia mds sencilla y satisfactoria. Para ello se utilizan
patrones de disefio!! que, mediante el analisis de los sesgos cognitivos y
afectivos de los sujetos, anticipan su comportamiento y permiten lograr
una configuracién de la interfaz (una “arquitectura de eleccién” u Online
Choice Architecture, en terminologia inglesa)'? adecuada a los objetivos. El
problema reside en que estas técnicas de presentar las distintas opciones
en una interfaz pueden no ser neutrales sino estar encaminadas a influir,
mads o menos sutilmente, en el comportamiento del usuario de tal manera
que sus decisiones no sean racionales o coherentes con sus preferencias. No

7 En https://buzzsumo.com/wp-content/themes/brandwatch/src/site--buzzsumo.com
/assets/Buzzsumo-Terms-2019-09.pdf.

8 En https://www.visualcontracts.eu/legal/privacy-statement/.

9 En https://creative-contracts.com/clemengold/.

10 S. Passera/E. Allbon/H. Haapio, Contract transformation: merging drafting and de-
sign to meet the needs of human readers, en: M. Corrales et al. (eds.) Research
handbook on contract design, Cheltenham; Northampton: Edward Elgar, 2022, p. 98.

11 WorldDCC Foundation/S. Passera/H. Haapio, Contract Design Pattern Library; T.
D. Barton/H. Haapio/S. Passera/]. Hazard, Reframing contract design: integrating
businesss, legal, design and technology perspectives, en: M. Corrales et al. (eds.)
Research handbook on contract design, Cheltenham; Northampton: Edward Elgar,
2022, pp. 40 y 41.

12 Competition & Markets Authority, Online Choice Arquitecture. How digital design
can harm competition and consumers, Discussion Paper, abril 2022.
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hay que olvidar que es en internet donde mds expuesto estd el usuario y,
de hecho, se habla de un nuevo tipo de asimetria de la informacion, pues
a la tradicional situacién en la que el empresario tiene mds conocimientos
que el usuario sobre el producto o servicio comercializado, se afiade que el
empresario sabe también mas sobre el usuario que el propio usuario, como
consecuencia de toda la informacién que genera su actividad en linea.!®
Surgen, asi, los conocidos como patrones oscuros o engafnosos o dark
patterns o deceptive patterns, técnicas mediante las que los disefiadores uti-
lizan su conocimiento sobre el comportamiento humano para implementar
caracteristicas o pasos engaflosos que no se alinean con lo que es mejor
para el usuario.*

B. Prdcticas engafiosas o coercitivas que afectan al comportamiento del
usuario digital

No hay una unica definicién aceptada de patrones oscuros, pues se trata
de un concepto amplio que engloba una gran diversidad de practicas y re-
specto del que se han intentado diferentes aproximaciones tedricas. Recur-
riendo a la definicién legal que de estas practicas dispone el Reglamento de
Servicios Digitales (RSD, en adelante), se tratarfa de técnicas que “engafien
o manipulen a los destinatarios del servicio o [...] distorsionen u obstaculi-
cen sustancialmente de otro modo la capacidad de los destinatarios de su
servicio de tomar decisiones libres e informadas” (art. 25.1).

Del mismo modo, tampoco hay una clasificacion oficial o undnime, sino
multiples que ha ido creando la doctrina partiendo de distintos criterios.”
Sin 4nimo de ser exhaustivos, pero si para ilustrar minimamente el fenéme-
no de los patrones engafiosos a través de ejemplos practicos, enumeraremos
algunos supuestos de las practicas mas prevalentes en la Unién Europea

13 E. Mik, The erosion of autonomy in online consumer transactions, Law, Innovation
and Technology, n. 8 (1), 2016, p. 13.

14 Definicién tomada de la web de Harry Brignull (https://www.deceptive.design/),
quien introdujo el concepto de patrones oscuros en 2010 (aunque en la actualidad se
refiere a este fendmeno como “deceptive designs”).

15 Para mas detalle acerca de la definicién, tipologfa y ejemplos con ilustraciones, remi-
tiéndonos a la bibliografia alli citada, vedse M.N. Mato Pacin, Aspectos juridicos del
disefo de las interfaces digitales. En especial, los patrones oscuros, Madrid: Boletin
Oficial del Estado, 2024, pp. 52, 53 (delimitacién); 54-60 (clasificaciones y ejemplos).
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segun una investigacion llevada a cabo en el marco del Programa de Consu-
midores de la Comisién Europea en 2022:16

a) Informacién escondida o falsa jerarquia: patrén que toma informacién
importante en el proceso y que la esconde visualmente o la ordena de
una manera (usando tamano, color, ubicacidn, etc.) para promover una
opcioén especifica, la preferida por el empresario;

b) Preseleccidn o seleccidon por defecto (bad default): practica que marca
por defecto las opciones preferidas por el empresario;

c) Persistencia o nagging: el empresario insiste en ciertas acciones -que el
usuario no puede definitivamente rechazar- con la intencién de que el
usuario al final acepte la accidn, simplemente para evitar la molestia de
las interrupciones;

d) Cancelacién dificil o roach motel: patrén que se basa en una asimetria
entre el momento de contratar y el de dar por terminado un contrato,
pues si bien la contratacién fue muy sencilla, la cancelacién se dificulta
sobremanera por la gran cantidad de barreras que existen.

Otros ejemplos de técnicas también usadas en la practica serfan las con-
ocidas como sneak into the basket (se afiaden a la cesta productos no
solicitados y que pueden pasar desapercibidos), confirmshaming (técnicas
que buscan hacer sentir al usuario culpable o tonto por rechazar una
opcidn), de escasez o urgencia (uso de mensajes alertando de existencias
muy limitadas de stock, de que hay muchos usuarios mirando un producto
o contadores avisando de que el tiempo que queda para una compra es
breve); uso de la influencia social (mensajes informando sobre el comport-
amiento -compras, visitas- de otros usuarios o sobre afirmaciones realizadas
por otros sujetos sobre un producto o servicio, que pueden ser confusas
o falsas); forced actions (practicas que obligan al usuario a aceptar ciertas
acciones no queridas realmente por él, como, por ejemplo, obligar al usua-
rio a registrarse proporcionando datos como su correo electrénico, fecha de
nacimiento o direccién para poder acceder a alguna funcionalidad para la

16 F. Lupidfniez-Villanueva/A. Boluda/G. L. Bogliacino/L. Lechardoy/T. Rodriguez de las
Heras, Behavioural study on unfair commercial practices in the digital environment —
Dark patterns and manipulative personalisation - Final report, Publications Office of
the European Union, 2022.
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que realmente no serfa técnicamente necesario ese registro, siendo la tnica
finalidad la de proporcionar datos personales).””

Algunas de estas maniobras, consistentes en persuadir a los usuarios para
que contraten, para que se relacionen con el entorno del empresario en
condiciones mas beneficiosas para él o para que inviertan alli mas tiempo,
en mayor o menor medida, siempre han existido, incluso en el entorno
fisico u offline. Pero, en la actualidad, gracias al big data y la inteligencia
artificial, como se sefialara en epigrafes posteriores, el problema se agrava
por la cantidad de datos y la personalizacién tan detallada que pueden
llegar a alcanzar intentando explotar cualquier vulnerabilidad del usuarioy
por la posibilidad de predeterminar con bastante exactitud la reaccién de
cada usuario a las distintas técnicas de persuasion o engafio y, por tanto,
de saber cudles tienen un mejor funcionamiento para los intereses del
empresario.’® De hecho, son praicticas totalmente extendidas en el ambito
digital y en todos los sectores,” que pueden llegar a generar dafios tanto
individuales (pérdidas econdémicas y de privacidad o dafios psicoldgicos)
como colectivos (fallos de mercado, afectacion a la confianza de los usuari-
osy ala libre competencia).?

C. Panordamica de los principales limites juridicos a los patrones oscuros
A la vista de que estas practicas tienen potenciales efectos perjudiciales y

estan presentes en el dia a dia del entorno digital, cabe plantearse cual seria
el marco normativo para abordar juridicamente los patrones oscuros en la

17 Sin perjuicio de remitirnos a la bibliografia recogida en la obra citada en la nota pie
numero 16, donde tratamos mds extensamente el fendmeno, de la gran mayoria de las
técnicas aqui senaladas se puede encontrar un andlisis en C. Gray/Y. Kou/B. Battles/].
Hoggatt/A.]. Toombs, The dark (patterns) side of UX design, CHI Conference on
Human Factors in Computing Systems, 2018; J. Luguri/L. ]. Strahilevitz, Shining
a light on dark patterns, Journal of Legal Analysis, vol. 13, Working Paper n. 719,
2021; A. Mathur/]. Mayer/M. Kshirsagar, What makes a dark pattern...dark?, CHI
Conference on Human Factors in Computing Systems, 2021.

18 Luguri/Strahilevitz, Shining (n. 17), pp. 49-50.

19 Lupidiiez-Villanueva et al., Behavioural (n. 16), pp. 6 y 120.

20 Sobre el impacto individual y colectivo de los patrones oscuros, ver Mato, Interfaces
(n.15), pp. 62y ss.
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Unién Europea. Veamos una breve panoramica de las normas que podrian
suponer un limite desde el punto de vista del Derecho para estas practicas.?!

En primer lugar, si el patron oscuro afecta a datos personales, el Regla-
mento General de Proteccién de Datos (Reglamento (EU) 2016/679, en
adelante, RGPD), serd un claro limite en la medida en que varios de sus
principios se verfan afectados. Asi, algunos patrones oscuros no serian
compatibles con los principios de lealtad y transparencia del art. 12 RGPD
-que obligan a dar informacién sobre la recogida y el tratamiento de una
manera accesible y clara de entender-, con la obligacién de solicitar el
consentimiento de forma libre, especifica, informada e inequivoca (arts. 4.11
y 7 RGPD) o con el principio de protecciéon de datos desde el disefio y
por defecto (art. 25 RGPD). De hecho, tal es la incidencia de estas técnicas
en el ambito de los datos personales que el Comité Europeo de Proteccion
de Datos public en 2022 unas Directrices sobre patrones oscuros en las
redes sociales (Directrices 03/2022). Por otro lado, los érganos nacionales
competentes en materia de proteccién de datos recurren en ocasiones ya al
concepto “patrén oscuro” en los expedientes sancionadores.??

No nos movemos exclusivamente en el campo del Derecho de consumo,
pero si el usuario es, ademads, consumidor, logicamente las normas de
proteccion al consumidor pueden dar respuesta a algunas de las técnicas
engafosas. Serfa el caso, por un lado, de la Directiva 2011/83/EU, sobre
derechos de los consumidores, de la Directiva 93/13/EC, sobre cldusulas
abusivas en contratos de consumo ¥y, en el caso espaiiol, de su transposicion
en el Real Decreto Legislativo 1/2007, de 16 de noviembre, Texto Refundido
de la Ley General para la defensa de consumidores y usuarios (en adelante,
TRLGDCU). Sin animo de exhaustividad, esto implicaria que patrones que
ocultan informacion que el empresario estd obligado a proporcionar al con-
sumidor (v. gr. precio total) serfan ilicitos por contravenir los requisitos de
informacién precontractual y transparencia (arts. 6 y 8 Directiva 2011/83)
del mismo modo que también serfan contrarios a la normativa de consumo
aquellos patrones que impliquen no pedir un consentimiento separado para
productos o servicios adicionales o que usen una casilla premarcada para
solicitar el consentimiento (art. 22 Directiva 2011/83). También aquellos

21 No se abordan aqui los concretos mecanismos de tutela procesal que se articulan en
cada norma ni otras observaciones sobre el marco normativo, como la interaccién
entre las normas (a excepcién del RSD y la normativa de competencia desleal), o el
enfoque individual y colectivo de los remedios, para lo que nos remitimos a Mato,
Interfaces (n. 15), pp. 115 y ss.; 122 y ss.; 125 y ss.

22 Véase Mato, Interfaces (n. 15), pp. 76-77.
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disenos que escondan renovaciones o suscripciones automaticas oscuras
o con plazos breves para evitarlas (anexo 1(h) Directiva 93/13) o que
dispongan la informacién o la peticién de consentimiento de tal manera
que una cldusula no negociada no pase el control de incorporacién o de
transparencia material (arts. 4.2 y 5 Directiva 93/13). Segiin la normativa
espafiola, serfan expresamente ilicitos, ademds, patrones que dificultaran la
terminacién de un contrato exigiendo formalidades que no son simétricas
respecto de las requeridas para darse de alta (arts. 62.2, 62.3 y 87.6 TRLGD-
CU).

Por otro lado, partiendo de que los patrones oscuros son practicas que
distorsionan o pueden distorsionar el comportamiento del consumidor,
parece 16gico buscar limites legales en la Directiva 2005/29/CE, de 11 de
mayo, sobre prdcticas comerciales desleales (transpuesta al ordenamiento
juridico espafiol en la Ley 3/1991, de 10 de enero, de competencia desleal
-en adelante, LCD-). Aunque esta norma no hace referencia expresa a los
patrones oscuros -logicamente, por el momento en el que fue adoptada-,
una Guia sobre la interpretacion y aplicacion de esta Directiva, publicada
por la Comisién Europea en 2021, incluye una seccién ad hoc sobre esta
figura y clarifica que esta norma puede ser usada para debatir la validez de
estas practicas.

Asi, la Guia advierte de que algunos patrones oscuros ya estan realmen-
te prohibidos de manera expresa en la Directiva en la lista de practicas
comerciales consideradas desleales en todo caso (Anexo I): como ejemplo y
entre otras, las practicas conocidas como de “sefiuelo y cambio” (“bait and
switch”) -es decir, ofrecer productos a un precio determinado que no se
pueden suministrar y luego negarse a aceptar pedidos o realizar entregas en
un plazo razonable con la intencién de promocionar un producto diferente
(nim. 5, 6 Anexo Iy arts. 22.1 y 22.2 LCD)- o la tactica de crear urgencia
afirmando falsamente que un producto sélo estard disponible durante un
tiempo muy limitado, utilizando temporizadores falsos y declaraciones de
existencias limitadas en los sitios web (nim. 7 Anexo I, art. 23.4 LCD).
En el caso espafol, también podrian ser practicas engafiosas las pruebas
gratuitas engafiosas o trampas de suscripcion compaginadas con obsticulos
para una posterior desvinculacion del contrato (arts. 22.2 y 23.4 LCD) vy,
tras la Directiva 2019/2161, las resenas falsas o distorsionadas de usuarios
con el fin de promocionar los bienes o servicios (art. 27.8 LCD). Por otro
lado, otros patrones oscuros podrian encajar en la prohibicion de acciones
u omisiones enganosas (arts. 6 y 7 Directiva) o practicas agresivas (arts.
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8 y 9 Directiva): acciones engafiosas, como el uso de preguntas capciosas
y lenguaje ambiguo para confundir al consumidor o el uso de un botén
con etiquetado confuso; omisiones engafiosas, como informacion oculta; o
practicas agresivas, como hacer que el usuario se sienta culpable o tonto.?
Finalmente, como una clausula de cierre, si el patrén oscuro no encaja en
ninguno de estos supuestos, la Directiva prohibe las practicas que afectan
al comportamiento econémico de un consumidor y que son contrarias a
lo que exigirfa la “diligencia profesional”. La Guia de la Comisién expresa-
mente sehala que este requisito de la diligencia profesional obligaria al
empresario a adoptar medidas adecuadas para garantizar que el disefio
de su interfaz no altera las decisiones de los consumidores.?* Teniendo en
cuenta que también apunta que la norma no exige que exista una intencion
de aplicar el patrén oscuro para que estemos ante un acto desleal,? el
ilicito existird desde el momento en el que el disefio de la web incluya
estas técnicas, con independencia de que el empresario buscara este efecto
distorsionador o incluso fuera consciente de él.

A la vista de todo lo anterior, la normativa sobre practicas desleales
podria ser actualmente una de las normas principales para controlar los
patrones oscuros (cuando no estan involucrados datos personales). Uno
de los obstaculos que se le puede achacar es que, mas alld de las contadas
prohibiciones especificas de la lista negra, en muchos casos es necesario
aplicar clausulas o conceptos generales que necesitan ser especificados caso
por caso.

Dentro de un conjunto de normas mds reciente en las que el legislador
europeo enfrenta ya expresamente la existencia de los patrones oscuros,
debemos comenzar por el ya aludido Reglamento 2022/2065, de Servicios
Digitales (en adelante, RSD), primera norma que regula de manera explici-
ta esta figura, prohibiendo las técnicas que “engafien o manipulen a los
destinatarios del servicio o [...] distorsionen u obstaculicen sustancialmente
de otro modo la capacidad de los destinatarios de su servicio de tomar
decisiones libres e informadas” (art. 25.1).

Se ha optado, por tanto, por positivizar una definicién amplia de patrén
oscuro, que se completa con tres supuestos de practicas especificas que
-entendemos, por su habitualidad y especial efecto pernicioso- se ponen

23 Comision Europea, Directrices sobre la interpretacion y la aplicacion de la Directiva
2011/83/UE sobre los derechos de los consumidores, 2021/C525/01, 2021, p. 101.

24 Comisién Europea, Directrices (n. 23), p. 101.

25 Comisién Europea, Directrices (n. 23), p. 101
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de relieve. Como una enumeracion que debemos entender como numerus
apertus (“en particular”, sefala el art. 25.3 RSD, al referirse a los supuestos
concretos y, por lo tanto, no excluyendo otras), el legislador ha seleccionado
para destacar aquellas practicas que buscan manipular al usuario con el
formato de la informacion, las técnicas de persistencia o nagging y las de
obstruccion para darse de baja o roach motel. Aunque redactado de una
manera un tanto inusual, parece que habrd que estar a futuras posibles
directrices a las que se refiere la norma para tener un perfil mds concreto
de los tres supuestos subrayados y para, esperemos, un reconocimiento
expreso de mds tipologfas de patrones oscuros, siguiendo las diversas clasi-
ficaciones de la doctrina.

Sin embargo, lo que a primera vista pareceria la solucidn a los patrones
oscuros, debe matizarse, por dos razones. En primer lugar y, en lo que al
ambito subjetivo de aplicacién de la norma respecta, porque, la prohibicién
del art. 25 RSD no se refiere a todos los prestadores de servicios de interme-
diacidn, sino solo a los prestadores de plataformas en linea (Seccién 3), y,
por otro lado, excluye a los microempresarios y pequefias empresas (art.
19), aunque los patrones se utilizan por empresarios de todos los tamafios.
Parece, por tanto, que el RSD estd enfocado a controlar practicas engafiosas
que tengan un cierto impacto en la sociedad. En segundo lugar, y mas
importante, porque, tal y como se recoge en el apartado segundo del art.
25 RSD, la prohibiciéon “no se aplicara a las practicas contempladas en la
Directiva 2005/29/CE”.

No es inequivoca la forma de entender esta relacion aparentemente ex-
cluyente entre ambas normas. Una opcién seria entender que se refiere
a que no se aplica a ninguna practica comercial entre empresarios y con-
sumidores?®. Otra, que hace alusién solo a las pricticas comerciales no cu-
biertas por la Directiva de practicas desleales porque, aun siendo practicas
comerciales, no tuvieran esta consideraciéon?’. Aunque no esta claro a qué
solucién lleva la literalidad del texto, nos parece mas razonable la segunda
opcion. Entender que el art. 25 RSD no se puede aplicar a las practicas
comerciales entre profesionales y consumidores, en general, reducirfa con-
siderablemente la utilidad de la prohibicion de los patrones oscuros, pues,

26 B.Raue, Art. 25 DSA, en: F. Hofmann/B. Raue (eds.), Digital Services Act. Article-by-
Article Commentary, Baden-Baden, 2025, pp. 522.

27 M. J. Serensen/P. Rott/K. Sein, Response of the European Law Institute to European
Commission’s public consultation on digital fairness. Fitness check on EU Consumer
Law, European Law Institute, 2023, pp. 9-10.
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a sensu contrario, solo podria aplicarse a otro tipo de practicas comerciales,
por ejemplo, entre empresarios, o bien a practicas que no sean comercia-
les?8. La segunda interpretacién permitiria, sin embargo, mdas juego para
el RSD, pues posibilitarfa una cierta relacién de complementariedad: técni-
cas de disefio que no pudieran ser declaradas desleales por la normativa
de competencia desleal podrian quedar amparadas, sin embargo, por la
definicién del art. 25.1 RSD. Esto darfa un mayor sentido a la existencia
de esta norma y a la prohibicion de patrones oscuros: al abordar directa y
expresamente el fenémeno de los patrones oscuros, el art. 25 RSD tendria
un papel de cldusula de cierre, pues vendria a ser un mecanismo para
expulsar aquellas practicas que pudieran quedar sin control a través de la
norma de defensa de la competencia, mas limitada porque no contempla
expresamente este fenémeno. Ademas, segin la delimitacién literal del art.
3.1 de la Directiva de practicas desleales, el ambito de aplicacion de aplica-
cién de la norma es “las practicas comerciales desleales entre empresarios
y consumidores”. Es decir, podria argumentarse que cuando no califican
como desleales, no entran dentro del ambito de la norma.

Conviene reconocer, no obstante, la incertidumbre que deja esta com-
posicién con el epigrafe 2 del art. 25 en vigor. El hecho de que en una
cierta parte de los casos no esté claro qué patrones oscuros estdn cubiertos
por la normativa de competencia desleal -o qué intensidad tendrian que
presentar algunos para ser relevantes para la normativa de competencia
desleal- comporta que, correlativamente, tampoco sepamos qué cubre el
RSD, lo que supone un detrimento para la aplicacion efectiva de ambas
normas: el riesgo de no saber como canalizar o argumentar juridicamente
en cada caso puede desincentivar las acciones frente a estas précticas,
siendo el resultado contrario al perseguido. A este obstaculo se ha afiadido
la dificultad que supondria que las autoridades nacionales competentes
en materia de competencia desleal (con transposiciones de la Directiva
europea que pueden variar) tengan que pronunciarse primero respecto de
si una técnica de disefio es o no desleal y, por tanto, puede o no el RSD
ser invocado.”. De ahi que estemos de acuerdo con los autores que han

28 Siguiendo a Raue Art, 25 DSA (n. 26), p. 524, el campo de aplicacién se reducirfa
a: contratos entre empresarios; actos de consumo en los que el empresario no vende
o suministra al consumidor, sino que compra -v. gr. compra al consumidor de oro
u objetos de segunda mano-; actos que no pretenden influir en el comportamiento
econdmico del consumidor, v.gr. la decisién de expresar una opinidn.

29 F. Di Porto/A. Egberts, The collective welfare dimension of dark patterns regulation,
European Law Journal, n. 29, 2023, p. 134.
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propuesto la eliminacién del apartado 2 del articulo 25 RSD0. Al menos el
objetivo de controlar los patrones oscuros no se verfa menoscabado porque
los mecanismos no estarfan limitados, es decir, podrian invocarse ambas
normas, como ocurre en otros casos aqui analizados.

Sea como fuere, esta es una cuestién a aclarar por parte de unas posibles
directrices de la Comision Europea (en el entendido de que llegardn estas
antes que la jurisprudencia) pues si hay un acuerdo en que la interaccion
entre ambas normas no es clara y que esto genera incertidumbre.? No en
vano, esta cuestion concreta fue el problema de coherencia normativa mds
reportado en el Fitness Check del Derecho de digital de consumo de la
Unién Europea, cuyos resultados se hicieron publicos en octubre de 2024.32

Continuando con el repaso al marco normativo, cabe sefialar que en
el mismo afo que el RSD se habfa publicado el Reglamento 2022/1925,
de Mercados digitales (en adelante, RMD). Si bien esta norma no tiene
como objetivo tanto la proteccion de los usuarios del entorno digital como
fomentar un entorno competitivo en la esfera digital, son relevantes en su
ambito de aplicacion los patrones oscuros, pues desde el punto de vista
colectivo pueden generar fallos de mercado, afectar a la confianza de los
consumidores en el mercado digital y afectar a la libre competencia.?® Asf,
el RMD no se refiere expresamente a ellos con esta denominacién, pero si
contempla ciertas obligaciones relacionadas con el disefio de interfaces y
que afectan a las grandes plataformas, los llamados “guardianes de acceso”
(v. gr. arts. 5.2.d), 5.8, 5.2 in fine, 6.3, art. 13.4 y 6 RMD).>* En cualquier
caso y en rigor, si bien es cierto que los patrones oscuros se consideran
por el RMD como una practica a erradicar en la medida en que pueden
afectar al comportamiento y toma de decisiones racionales de los usuarios
¥, por tanto, a la competencia, su potencial como norma a controlarlos se
ve limitada, por un lado, de nuevo por su dmbito subjetivo -esto es, solo

30 Serensen/Rott/Sein, Response (n. 27), p. 10; Di Porto/Egberts, Collective (n. 29), p.
139.

31 T. Akhurst/L. Zurdo/R. Rapparini/C. Mautner, How should the European Union
regulate dark patterns?, Sciences Po Chair Digital, Governance and Sovereignty, 2023,
pp. 18-19 y 26.

32 M. Whittle, Study to support the Fitness Check of EU consumer law on digital fairness
and the report on the application of the Modernisation Directive. Final Report,
European Commission, 2024, p. 31.

33 Sobre el impacto individual y también colectivo de los patrones oscuros, vid. Mato,
Interfaces (n. 15), pp. 62y ss.

34 Mato, Interfaces (n. 15), pp. 97-99.
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obligarfa a no usar patrones oscuros a los guardianes de acceso- y, por
otro lado, por el hecho de que el patrén oscuro tiene que estar relacionado
directamente con los supuestos de hecho de los arts. 5, 6 y 7 RMD para
entrar en la prohibicién.®

Por su parte, en 2023 se aprueban dos normas con dmbitos de aplicacion,
si bien relacionados con el entorno digital, mucho mads acotados que las
anteriores, pero que también hacen referencia al fendmeno de las técnicas
de disefio engafniosas. Nos referimos a la Directiva (UE) 2023/2673, de 22 de
noviembre de 2023, relativa a contratos de servicios financieros celebrados
a distancia y al Reglamento (EU) 2023/2854, 13 de diciembre, para un
acceso justo a los datos y su utilizacion.

Efectivamente, cada norma, en su dmbito, incluye una prohibicion expre-
sa a los patrones oscuros. Lo hace la Directiva sobre contratos financieros
a distancia en el que serfa el nuevo art. 16 sexies de la Directiva 2011/83,
dirigido a las entidades que prestan dichos servicios financieros a distancia
y con una definicién idéntica a la recogida en el RSD. Resulta, a nuestro
juicio, un acierto mantener una definicién mds o menos uniforme para
evitar distorsiones entre dos normas, que estan llamadas a ser complemen-
tarias (Cdo. 41): mientras que el RSD se dirige a los prestadores de servicios
intermediarios que explotan plataformas en linea, la Directiva 2023/2673
se dirige a los comerciantes que ofrezcan servicios financieros a distancia,
sujetos que en la practica no van a coincidir.

Aunque en las plataformas en linea se incluyan servicios financieros
(v. gr. financiacién a plazos del precio o linea de crédito), estos son
prestados por una entidad diferente: por ejemplo, Amazon ofrece la
posibilidad de financiar la adquisicién de ciertos productos que pone
en el mercado -como vendedor y no solo como intermediario-, pero es
Cofidis la entidad que realmente es el proveedor del servicio financiero
de pago aplazado.

Por su parte, el Reglamento de Datos se ocupa de los patrones oscuros
en el art. 6.2.a), dirigido a los terceros que reciban datos de los usuarios
generados por dispositivos conectados.

Un ejemplo en el que serfa de aplicacion esta prohibicidn recogida en el
art. 6 DA seria el de datos que se ceden a una compaiiia de seguros sobre,
por ejemplo, la conduccién de un coche o el uso de un reloj inteligente

35 E. Mackinnon/]. King, Do the DSA and DMA have what it takes to take on dark
patterns?, Tech Policy Press, June 2023, p. 12.
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o de una aplicacién de hacer ejercicio, para que la compaiifa calcule las
cuotas del seguro de coche o del seguro de vida o salud (teniendo en
cuenta si conduce mds o menos rapido, si hace mas o menos ejercicio,
cudntas horas duerme, etc.). En este supuesto, el usuario seria el sujeto
que usa el coche o reloj inteligente, el titular de los datos seria el fabri-
cante/proveedor del producto o servicio y el destinatario de los datos o
tercero serfa la compania de seguros.

Y, cerrando esta breve visiéon panordmica por los diferentes mecanismos
legales de proteccién frente a los patrones oscuros, si se ha sefialado al
inicio que hoy en dia el peligro de estas préacticas es su potencial impacto a
través de interfaces dindmicas y personalizadas, controladas por algoritmos
de aprendizaje perfeccionados con la recopilacién continua de datos,3 tie-
ne todo el sentido que el Reglamento de Inteligencia Artificial (Reglamento
(UE) 2023/2854, de 13 de diciembre; en adelante, RIA) recoja una mencién
a los patrones oscuros. Lo hace dentro de las practicas prohibidas, en el
art. 5.1, letras a) y b), texto que ha sufrido diversas modificaciones durante
la tramitacién parlamentaria y respecto del que se pueden resaltar varias
apreciaciones: (i) se aporta una clausula general (sin ejemplos de supuestos
concretos) cuyos elementos clave nos recuerdan a los presentes en otras
normas -v. gr. las ideas de “manipulacién” y “engafio”-, si bien se afiade una
referencia a las una referencia a las “técnicas subliminales”, en el sentido
de que actian mas alla del umbral de percepcidon consciente, eludiendo
las defensas racionales de una persona contra la manipulacién;¥ (ii) en
la versién final se ha eliminado el requisito de intencionalidad de afectar
el comportamiento de la persona de tal modo que pudiera causar danos
-si presente en la Propuesta inicial-,*® hecho que valoramos positivamente
pues asi no se aparta del resto de definiciones legales, porque la intenciona-
lidad es dificil de probar normalmente -mas para un consumidor- y, por
ultimo, porque el hecho de que los patrones oscuros se incluyan en la

36 Mackinnon/King, DSA (n. 35).

37 Como sefiala la European Commission, Approval of the content of the draft Commu-
nication from the Commission - Commission Guidelines on prohibited artificial
intelligence practices established by Regulation (EU) 2024/1689, February 2025, p.
20, las técnicas subliminales pueden utilizar estimulos emitidos a través de medios
sonoros, visuales o tictiles que, aun siendo demasiados breves o sutiles para ser
percibidos por el consciente, si que afectan al subconsciente y son capaces de influir
en los estados emocionales o el comportamiento de los usuarios.

38 En el texto definitivo se habla de que las técnicas se hayan incluido “con el objetivo o
el efecto de alterar de manera sustancial [...]” (la cursiva es nuestra).
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web del empresario -dentro de su dmbito de control- nos parece suficiente
para exigir al empresario que responda por los disefios que menoscaben
o afecten negativamente al comportamiento del consumidor, aunque fue-
se con un comportamiento culpable o negligente, sin exigir intencién;*
(iii) si bien inicialmente el dmbito de la Propuesta a los dafios fisicos o
psiquicos individuales, en la version definitiva se eliminaron estos adjetivos
-acertadamente, en nuestra opinién-4°, aunque si que se exige que los
danos sean “considerables”, en la idea, entendemos, de dejar fuera de la
prohibicién técnicas de disefio que pueden estar més cerca de estrategias de
marketing que de conductas ilicitas; el problema si estara en como medir
cudndo unos dafios -econdmicos, fisicos o psiquicos- tienen esa minima
entidad requerida.

En las directrices recientemente publicadas acerca de la interpretacion
del art. 5 del Reglamento de Inteligencia Artificial, la Comisién Euro-
pea ha identificado varios aspectos que podrian tenerse en cuenta para
evaluar el dafno. Asi, sin perjuicio de que hay que estar al contexto y
las circunstancias individuales de cada caso, podria tenerse en cuenta
la gravedad del dafio (v. gr. combinacién de varios tipos de dafio), los
efectos acumulativos, la escala e intensidad (v. gr. si afecta a un gran
numero de personas), el perfil de los -potenciales- afectados (v. gr. nifios,
personas con discapacidad) o la duracién y reversibilidad (v. gr. no es
igual un perjuicio temporal que uno duradero o uno reversible que otro
que no lo es).4!

Por dltimo, (iv) es una novedad relativa que expresamente se tenga en
cuenta a los patrones oscuros en relacién con grupos que podrian ser
vulnerables, pues es algo que no ocurre -al menos no tan abiertamente en
el propio texto de la norma- en otros casos. Concretamente, se refiere a
grupos vulnerables “debido a su edad, discapacidad o una situacién social
econdmica especifica” (art. 5.1 b) RIA).

39 Este hecho ha sido confirmado por las Directrices sobre las practicas prohibidas en el
Reglamento de Inteligencia Artificial publicadas por la Comisién Europea el pasado
febrero de 2025 (European Commission, IA (nota 37), pp. 21y 24).

40 M. Veale/F. Zuiderveen, Demystifying the Draft EU Artificial Intelligence Act.
Analysing the good, the bad, and the unclear elements of the proposed approach,
Computer Law Review International, n. 4, 2021, p. 99; N. Smuha/E. Ahmed-Rengers/
A. Harkens/W. Li/]. Maclaren/R. Piselli/K. Yeung, How the EU can achieve legally
trustworthy: A response to the European Commission’s Proposal for an Artificial
Intelligence Act, agosto 2021, pp. 21, 56; Mato, Interfaces (n. 15), p. 105.

41 European Commission, IA (n. 37) pp. 30-31.
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D. El impacto de la Inteligencia Artificial y el usuario vulnerable en el
entorno digital

I. La Inteligencia Artificial y la rapida evolucién hacia nuevas férmulas de
manipulacién

Como se habia senalado, las técnicas de disefio que pretenden persuadir a
los consumidores para que contraten, para que se relacionen con el entorno
del empresario en condiciones mas beneficiosas para €l o para que invier-
tan alli mds tiempo, no son exclusivas del entorno digital y siempre han
existido. Pero el facil tratamiento de una gran cantidad de datos y la perso-
nalizacién a la que da lugar permiten explotar cualquier vulnerabilidad del
usuario, elementos que hacen de estos patrones unas técnicas especialmente
interesantes para los empresarios.*?

Efectivamente, por un lado, la interacciéon de los usuarios con aparatos
continuamente conectados a internet permite al empresario obtener una
gran cantidad de informacion sobre su comportamiento; por otro, el uso
de algoritmos automatizados basados en la inteligencia artificial y el uso de
nuevas herramientas de andlisis le posibilita procesar los datos a una gran
velocidad y escala y personalizar la experiencia del usuario de una manera
muy detallada.*> Esto hace que se pueda desarrollar una experiencia de
usuario mds eficiente desde un punto de vista positivo para este, pero
también que puedan disefiar los distintos elementos de la interfaz digital de
una manera personalizada al perfil del usuario, explotando sus vulnerabili-
dades al dirigirse a ellos (por ejemplo, teniendo en cuenta dénde viven, si
sufren alguna enfermedad vulnerable, si padecen adicciones, su situacion
econdmica o segin su situacién emocional en ese momento concreto).**

42 Luguri/Strahilevitz, Shining (n. 18), pp. 49 y 50; Comision Europea, Directrices (n.
24), p. 100; S. Cdmara Lapuente, Nuevos perfiles del consentimiento en la contrata-
cién digital en la Unién Europea: jnavegar es contratar (servicios digitales “gratui-
tos”)?, en: F. Gomez Pomar/I1. Fernandez Chacdn (eds.), Estudios de derecho contrac-
tual europeo, Navarra: Aranzadi, 2022, p. 388.

43 Competition & Markets Authority, Online Choice Arquitecture. How digital design
can harm competition and consumers. Discussion Paper. April 2022, p. 45; OECD,
Consumer vulnerability in the digital age, OECD Digital Economy Papers, n° 355,
June 2023, p. 23.

44 OECD, Dark commercial patterns, OECD Digital Economy Papers, n° 336, October
2022, p. 29.
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Asi, se ha visto como se podria establecer qué tipo de preguntas engafio-
sas funcionan con un usuario segin su perfil y utilizarlas, descartando
las que no obtienen resultados; qué usuarios pueden caer mads facilmen-
te en subscripciones o compras trampa; quién invertiria mas tiempo
en buscar la via para ejercitar sus derechos aunque estuviera oculta y
quiénes, por el contrario, desistirfan rdpidamente; quiénes se quejarian
y quiénes no; quiénes se sentirfan afectados por técnicas que buscan
hacerles sentir culpables y sobre quiénes no tendrian efecto esa estrategia
en ese momento concreto.*?

Ademas, el empresario puede optimizar de forma continua la interfaz de
una manera relativamente facil, rdpida y con bajo coste -sobre todo a
diferencia del entorno fisico- a través de las conocidas como “pruebas A/B”,
esto es, pruebas que consisten en ensayar diferentes variantes de disefio de
una interfaz con un nimero relevante de usuarios y averiguar qué cambio
en el comportamiento de los usuarios provoca cada decision de disefio.*

En definitiva, los patrones oscuros no son un fenémeno nuevo, pero,
gracias a la configuracién del mercado digital actual, tienen un efecto
mayor que antes en este propio entorno y, desde luego, una mayor eficacia
que en el mundo fisico. De hecho, las nuevas férmulas de manipulacién
basadas en logaritmos y que se valen de una personalizacion al detalle para
explotar sesgos cognitivos de una manera mucho mads encubierta son un
claro ejemplo de la vertiginosa evolucién del entorno digital, con efectos
también en lo que a la regulacién de la prohibicién de los patrones oscuros
se refiere.

Asi las cosas, se estd pasando de unos “trucos” estaticos de diseno de
la interfaz a estrategias dindmicas mds sofisticadas. En este sentido, se ha
propuesto por algunos autores una clasificacion transversal de patrones os-
curos basada en la visibilidad del patrén. Asi, se podria hablar de “patrones
visibles” (aquellos facilmente detectables en la interfaz, como pop ups insis-
tiendo en una opcidn o casillas premarcadas por defecto), “darker patterns”
(aquellos que son algo mas sutiles, no perceptibles de inmediato, como
ocultar el botén para retirar el consentimiento, hacer caminos mds largos

45 N. Helberger/O. Lynskey/H. W. Micklitz/P. Rott/M. Sax/]. Strycharz, EU Consumer
protection 2.0. Structural asymmetries in digital consumer markets, March 2021, pp.
110-111.

46 S. Rieger/C. Sinders, Dark patterns: regulating digital design. How digital design
practices undermine public policy efforts & how governments and regulators can
respond, Stiftung Neue Verantwortung, May 2020, pp. 9y 15.
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con multiples clics para las opciones menos deseadas por el empresario o
apartados dificiles de encontrar) y “the darkest patterns” (esto es, férmulas
mas insidiosas de manipulacién basadas en logaritmos sofisticados y no
siempre perceptibles por los destinatarios -como el uso de mensajes subli-
minales a través de sonidos o imagenes solo detectables por el subconscien-
te- y férmulas basadas en la personalizacidn extrema).?”

Una muestra de estas nuevas férmulas de manipulacién serfa la emision
de estimulos a través de medios sonoros, visuales o tictiles que sean de-
masiado breves o sutiles para ser percibidos. Es el caso de imdgenes o
textos que parpadean brevemente durante la reproduccién de un video o
mensajes verbales a bajo volumen o enmascarados por otros sonidos, y
que son técnicamente visibles o audibles pero que parpadean lo suficiente-
mente rapido o son tan sutiles que la mente no los registra, aunque si son
capaces de influir en actitudes, estados emocionales o comportamientos.*®
Pensemos, por ejemplo, en un sistema de IA que detecta el aburrimiento
de un usuario en una experiencia digital y que emite entonces un sonido
que es imperceptible pero que estd disefiado para prolongar el uso.* Y
la misma idea, con mayor recorrido posiblemente, podria aplicarse en el
uso de un casco o un accesorio en un videojuego.’® De la misma manera,
se pueden combinar diversas técnicas, personalizando exhaustivamente la
experiencia del usuario en un sentido negativo, explotando debilidades o
vulnerabilidades como, por ejemplo, presentar a un usuario que se ha de-
tectado que es disléxico partes de la interfaz con una redaccion intrincada
o enrevesada buscando precipitar determinadas acciones, como contratar o
desistir de dar por terminado el contrato.’! También seria el caso de mensa-
jes de urgencia o escasez que se muestran en momentos estratégicamente
elegidos a un usuario que realiza habitualmente apuestas en linea -pues esta
demostrado que a las personas que apuestan les afectan mds este tipo de
mensajes- o de cualquier otra técnica que manipule eficazmente al usuario
en funcién del estado de 4nimo que esté teniendo en ese momento concreto
(deprimido, enfadado, feliz) o de su perfil (un usuario con una adiccién).

47 Proponen esta clasificacién M. Leiser/C. Santos, Dark patterns, enforcement and
the emerging digital design Acquis: manipulation beneath the interface, European
Journal of Law and Technology, vol. 15, no. 1, 2024, pp. 5 y ss.

48 Con mas detalle en European Commission, 1A (n. 37), pp. 21

49 Leiser/Santos, Dark (n. 47), p. 18.

50 European Commission, IA (n.37), p 21.

51 Leiser/Santos, Dark (n. 47), p. 13.
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Y esto, de manera continua, pues el sistema de A se estd retroalimentando,
aprendiendo y reajustindose de manera permanente en tiempo real.

El RSD y el RMD se han centrado quizds mds en los patrones oscuros
estaticos 0 mds “tradicionales” alrededor de la interfaz del dispositivo que
se maneje -por ser los primeros en ser aplicados y estar extendidos en
el entorno digital-, pero, como se puede vislumbrar con los ejemplos
apuntados, algunas de las nuevas pricticas manipuladoras que existen o
que pueden llegar a aplicarse son dindmicas y exceden de este ambito. De
ahi que algunas voces hayan considerado conveniente que la Comisién
Europea aclare el concepto de “interfaz” utilizado por estas normas, dejan-
do claro que tiene una amplitud suficiente como para abarcar también a
estas practicas que no pertenecen tanto -o no solo- a la cara visible de la
interfaz del producto o aplicacién digital con la que interactta el usuario,
sino que estdn incrustadas en capas mas profundas (en la arquitectura del
sistema) o que no requieren una superficie para interaccionar (v. gr. voz,
realidad virtual).>> El Reglamento de Inteligencia Artificial, por su parte,
tiene logicamente mas potencial para abarcar estos patrones mds oscuros
basados en logaritmos (the darkest patterns). De hecho, las directrices que
acaban de ser publicadas por la Comisién Europea sobre el art. 5 del Regla-
mento expresamente contemplan las técnicas subliminales sensoriales y no
necesariamente derivadas de la interaccion con una interfaz tradicional
(por ejemplo, las interfaces emergentes maquina-cerebro a través de un
casco que detecta la actividad cerebral y, en general, técnicas de manipula-
cién subliminal sofisticada que influyen eficazmente en el comportamiento
humano de forma subconsciente).>?

A la vista de este escenario y ante los rapidos avances tecnoldgicos, es
necesario que, sin perjuicio de determinadas prohibiciones mas concretas
(definidas a través de directrices, por ejemplo), se prevean otras legales
articuladas de una manera lo suficientemente amplia como para dar cabida
a nuevas realidades, evitando que las normas queden desfasadas al poco
tiempo de su publicacién.

Por otro lado, no ha pasado desapercibida una dificultad afiadida para
el control de ciertas técnicas basadas en algoritmos sofisticados, que no
es sino su dificil deteccion y la necesidad de demostrar la relacién de
causalidad entre la prictica y un potencial dano. De este modo, el hecho

52 Leiser/Santos, Dark (n. 47), pp. 6, 17; Akhurst et al., Regulate (n. 31), p. 19.
53 European Commission, IA (n. 37), p. 21.
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de que estos patrones mas oscuros no hayan tenido una gran presencia en
un estudio que analiza las resoluciones que dictadas en materia de patrones
oscuros ha llevado a pensar que no es que no existan, sino que no se
detectan.>* Asi las cosas, se ha puesto de manifiesto la necesidad de que
los organismos reguladores inviertan en tecnologia para poder supervisar
y rastrear a gran escala este tipo de practicas®. También que se apoyen
en otras obligaciones legales recientemente impuestas -de transparencia, de
evaluacién periddica o de adopcidén de medidas de mitigacién de riesgos
por parte de los empresarios, que pueden facilitar su tarea- o que, a modo
pedagdgico y disuasorio, se etiqueten los patrones sancionados y se publi-
quen los detalles de procesos, acciones y sanciones.”®

En este sentido, es de resaltar que los mecanismos de control previstos
en las distintas normas legales de aplicacién a los patrones oscuros son
tanto individuales como colectivos. Normas como el RGPD o las Direc-
tivas 2011/83 y 93/13, sin perjuicio de que también tengan una dimensién
colectiva, prevén acciones que tienen como objetivo tutelar el interés parti-
cular del individuo afectado -bien ante los tribunales, bien ante un érgano
administrativo-. Sin embargo, las nuevas normas que se han aprobado
recientemente en la Unién Europea -v. gr. RSD, RIA; por supuesto, RMD-
parecen pensar mas en la dimension colectiva de la proteccion: se centran
en crear autoridades administrativas competentes que tienen facultades de
investigacion y de ejecuciéon y cumplimiento de la normativa mediante
sanciones econdémicas, pero no tienen tanto en mente proteger al individuo
que ha podido ver afectado su interés en una transaccion concreta. Siendo
necesarias, pertinentes y relevantes las acciones individuales, consideramos
que esta otra dimension colectiva de la proteccion, “desde el sistema”, es
fundamental para abordar un fendmeno como los patrones oscuros, espe-
cialmente si tenemos en cuenta las peculiaridades y complejidades que
comporta la inteligencia artificial y el desarrollo de la tecnologia. Estamos
ante précticas cuya relevancia individualmente considerada quizas, en algu-
nos casos, pueda ser escasa pues, por ejemplo, puede que no se haya produ-
cido dafio econémico o puede que el usuario no sea si quiera consciente -de
hecho, las técnicas menos evidentes son las mas dafinas y eficaces-. Pero
estas técnicas si tienen una gran trascendencia si se pone el foco en el dafio
o coste que generan a nivel colectivo. De ahi que el enfoque preventivo,

54 Leiser/Santos, Dark (n. 47), p. 29.
55 Leiser/Santos, Dark (n. 47), pp. 28, 30.
56 Leiser/Santos, Dark (n. 47), p. 30.
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el control “desde el sistema’, sea fundamental. Y de ahi también que el
de los patrones oscuros no sea un caso en el que el mercado resuelva los
abusos por si solo, pues, salvando los casos mds burdos, la reputacién no
discrimina eficazmente ni expulsa del mercado a las empresas que incluyen
estas técnicas en sus interfaces porque, insistimos, el usuario ni siquiera
suele ser consciente.

Por otro lado, la alta personalizacién de las técnicas de disefo tiene
asimismo efectos en la aproximacién al concepto del usuario destinatario a
fin de aplicar los limites legales, pues intensifica la vulnerabilidad de todo
usuario, sea o no vulnerable desde el punto de vista mas tradicional del
concepto.

I1. El usuario digital vulnerable. Usuario medio y personalizacion.

El perfil de sujeto que se tiene en cuenta para la aplicacion de normas
de protecciéon al consumidor es, de manera general, el del conocido
como “consumidor medio”, esto es, en palabras del TJUE, aquel normal-
mente informado y razonablemente atento y perspicaz (por todas, sentencia
del TJUE de 30 de abril de 2014, asunto C-26/13, caso Kdsler). Sin embargo,
desde hace tiempo se viene cuestionando la idoneidad de este concepto
para abarcar a todos los perfiles de consumidores existentes en la realidad,
pues en la practica algunos de ellos pueden tener problemas para entender
o asimilar la informacién que se les proporciona, para seguir el proceso
de contratacién o, en general, para tomar decisiones acordes con sus intere-
ses. En definitiva, ciertos grupos de consumidores son mas susceptibles a
practicas desleales o abusivas que otros y menos capaces de protegerse por
si mismos frente a ellas.”” Surge, asi, el concepto de consumidor vulnerable
frente al de consumidor medio.

Aunque no hay una unica y comun definicién de vulnerabilidad del
consumidor,”® podemos partir de la definicién de “consumidor vulnerable”
de la Comisién Europea, que lo identifica como aquel que, “como con-
secuencia de sus caracteristicas sociodemograficas, sus caracteristicas de
comportamiento, su situacién personal o su entorno de mercado: corre un
mayor riesgo de experimentar resultados negativos en el mercado; tiene

57 Helberger et al, Structural (n. 45), p. 5.
58 European Commission, Consumer vulnerability across key markets in the European
Union. Final report, January 2016, p. 39.
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una capacidad limitada para maximizar su bienestar; tiene dificultades para
obtener o asimilar informacion; es menos capaz de comprar, elegir o acce-
der a productos adecuados; o es mas susceptible a determinadas practicas
comerciales”.>

En algunas de las normas citadas en epigrafes anteriores hay alusiones
directas a este fendmeno. Alguna previa a la reciente preocupacion europea,
como es el hecho de que el art. 5.3 Directiva 2005/29/EC vy el correlativo
art. 4.3 LCD tengan en cuenta, por contraste con el consumidor medio,
la perspectiva de ciertos grupos de consumidores para valorar la susceptibi-
lidad de que una practica distorsione su comportamiento econdémico. La
vulnerabilidad vendria dada aqui, seglin reza el Gltimo precepto, por “pre-
sentar una discapacidad, por tener afectada su capacidad de comprensién o
por su edad o su credulidad”.®?

Por su parte, de manera mds reciente y en el TRLGDCU espaiiol se
ha introducido en el art. 3, parrafo 2°, el concepto de “personas consumido-
ras vulnerables”, concepto abordado de una manera muy amplia pues se
refiere a “aquellas personas fisicas que, de forma individual o colectiva, por
sus caracteristicas, necesidades o circunstancias personales, econémicas,
educativas o sociales, se encuentran, aunque sea territorial, sectorial o
temporalmente, en una especial situacién de subordinacién, indefension o
desproteccién que les impide el ejercicio de sus derechos como personas
consumidoras en condiciones de igualdad”.

En tercer y ultimo lugar y, ademads, ya especificamente circunscrita a los
patrones oscuros, la Propuesta de Reglamento de IA pone el foco en la ne-
cesidad de proteccidn especial de ciertos grupos de personas, identificados
por su “edad o discapacidad fisica o mental”. Es de notar, sin embargo, que
en el texto definitivo del Reglamento se han modificado los criterios y se
hace referencia a la “edad, discapacidad o a una situacién social o econémi-
ca especifica”, ampliando -desde nuestro punto de vista, correctamente- el
concepto a través de otros factores nuevos.

Algin autor, respecto de la version de la Propuesta inicial, reclamé
ampliar la referencia a grupos vulnerables para incluir a todas las carac-
teristicas protegidas del art. 21 de la Carta de los Derechos Fundamen-

59 European Commission, Vulnerability (n. 58) (la traduccién es nuestra).

60 Se pone el acento en caracteristicas personales, European Commission, Vulnerability
(nota 58), p. 44; N. Helberger/M. Sax/]. Strycharz/H. W. Mickiltz, Choice architec-
tures in the digital economy: Towards a new understanding of digital vulnerability,
Journal of Consumer Policy, 2022, vol. 45, p. 178.
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tales de la Unién Europea (2000/C 364/01), esto es: sexo, raza, color,
origenes étnicos o sociales, caracteristicas genéticas, lengua, religién o
convicciones, opiniones politicas o de cualquier otro tipo, pertenencia
a una minorfa nacional, patrimonio, nacimiento, discapacidad, edad u
orientacién sexual.! Consideramos, no obstante, que la redaccién del
RIA es mas adecuada pues incluye un criterio que podria englobar los
senalados, de ser relevantes. En este sentido, como respaldo a esta idea,
las Directrices de la Comisién Europea recientemente publicadas han
aclarado que con la categoria “situacion socioecondmica especifica” se
pretende abarcar, en principio, caracteristicas relativamente estables y a
largo plazo, aunque las circunstancias transitorias -como el desempleo
temporal, el sobreendeudamiento o la situacién migratoria- también
pueden incluirse. Un ejemplo podria ser el uso de algoritmos predic-
tivos de IA para dirigir ofertas de productos financieros depredadores
a personas que vivan en codigos postales de bajos ingresos y que se
encuentren en una situacion financiera desesperada, explotando asi su
susceptibilidad y causidndoles un importante perjuicio financiero.®?

Siguiendo esta linea, el andlisis del comportamiento de los usuarios me-
diante experimentos empiricos ha permitido identificar algunas de estas
caracteristicas como relevantes para la eficacia de los patrones oscuros. A
tal efecto, la edad es un factor a tener en cuenta, bien porque el sujeto perte-
nezca al colectivo de adultos mayores -se asocia con una disminucién de la
capacidad de toma de decisiones debido al deterioro cognitivo, potenciada
en el entorno digital-,% bien por tratarse de niflos o jovenes -por la falta de
experiencia como consumidores y por la menor capacidad para resistir la
influencia de elementos persuasivos, aunque los identifiquen, potencidndo-
se estos riesgos en el mundo digital respecto del offline-.> En este sentido,
resalta la Comisiéon Europea que los nifios son especialmente susceptibles
a la manipulacién debido a su inmadurez cognitiva y socioemocional y a
que son muy impresionables. No tienen el desarrollo suficiente para evaluar
de forma critica los contenidos persuasivos o para resistirse a determinadas
practicas.®

61 Smubha et al, AIA (n. 40), pp. 22y 56.

62 European Commission, IA (n. 37), pp. 37-38.

63 OECD, Vulnerability (n. 43), p. 18; Lupidfiez-Villanueva et al, Behavioural (n. 16), pp.
6y 121; European Commission, IA (n. 37), pp. 35-36 y 40.

64 OECD, Vulnerability (n. 43), p. 21; OECD, Patterns (n. 44), p. 28.

65 European Commission, IA (n. 37), pp. 34-35 y 39-40.
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Por otro lado, si bien la situacion social o econdémica no aparece en
rigor explicitamente como tal identificada en muchos de los estudios, si que
podria vincularse a nuestro juicio en algunos casos con otro factor que se
sefala repetidamente como relevante para generar vulnerabilidad frente a
practicas de disefio engafosas. Nos referimos al nivel formativo del usuario:
se ha concluido en diversos experimentos que aquellos sujetos con menos
estudios son mds susceptibles de ser afectados por los patrones oscuros,
tanto los mds agresivos como aquellos mds suaves.®®

En el texto principal hemos hecho referencia a la edad e, indirectamente,
a la situacién socioeconémica del usuario. De los criterios identificados
por las distintas normas, nos faltarfa aludir a la discapacidad, pero -al
menos, hasta donde sabemos- no hay estudios sobre patrones oscuros
y discapacidad. Entendemos que el concepto discapacidad engloba un
conjunto de situaciones muy dispares y que, por tanto, no es facil reflejar
esto en un estudio con resultados concluyentes. No relacionado con la
discapacidad, pero si con rasgos de la personalidad, Luguri/Strahilevitz,
Shining concluyen que ciertos rasgos como ser extrovertido o no ser muy
concienzudo hacen que el sujeto sea mas propenso a verse afectado por
los patrones oscuros menos agresivos.®”

Llegados a este punto, cabe plantearse la utilidad de la figura del consu-
midor o usuario medio en el ambito digital y, en lo que aqui concierne,
respecto de los patrones oscuros. El origen de las dudas reside en que, de
acuerdo con las evidencias cientificas, todos los usuarios tienen sesgos y
corren el riesgo potencial de ser manipulados, independientemente de su
edad, ingresos o formacién.®® Asi, estudios realizados concluyen que todos
los sujetos -tanto usuarios medios como vulnerables- son susceptibles de
verse afectados por practicas engafiosas y solo aquellos individuos forma-
dos y con conocimientos en la materia concreta (ya sea por formar parte de
la industria, del mundo académico, de asociaciones de consumidores o ser
responsables politicos) habrian presentado un mayor nivel de conciencia
frente a las técnicas empleadas.®® De hecho, de este dltimo estudio citado

66 Luguri/Strahilevitz, Shining (n. 17), pp. 27-28; OECD, Patterns (n. 44), p. 28; Lu-
pidniez-Villanueva et al, Behavioural (n. 16), p. 121.

67 Luguri/Strahilevitz, Shining (n.17), pp. 28-29.

68 C.A.Zac/Y. H. Huang/A. Moltke/C. Decker/A. Ezrachi, Dark patterns and consumer
vulnerability, August 2023, p. 3.

69 Lupidfiez-Villanueva et al, Behavioural (n. 16), p. 120.
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se deriva que los consumidores parecen aceptar su presencia como parte
normal de la experiencia y se acostumbran a ellos.

Puestas asi las cosas, se ha dicho que el usuario medio es “un prototipo
no realista” de usuario, pues los mercados digitales se caracterizan por dese-
quilibrios estructurales y por disefios que persiguen explotar los distintos
sesgos,’0 y los experimentos demuestran que tener sesgos es la regla general
y no la excepcién.”! Aunque en un contexto diferente, el propio TJUE
ha aceptado a finales de 2024 y por primera vez el concepto de consumi-
dor “de racionalidad limitada”, afectado por sesgos cognitivos, que podran
ser tenidos en cuenta en algiin caso si pueden afectar al consentimiento de
una persona normalmente informada y razonablemente atenta y perspicaz
(STJUE de 14 de noviembre de 2024, Compass Banca, C-646/22).72

Por lo tanto, la vulnerabilidad es arquitecténica en la sociedad digital
porque el disefio de las distintas elecciones digitales por las que se nave-
ga estd pensado para interferir o incluso crear vulnerabilidades,” efecto
potenciado, ademas, por el hecho de que se esté continuamente recopilan-
do datos, llevando a cabo experimentos y haciendo ajustes en funcién
de los resultados, para optimizar los patrones de comportamiento.”* La
personalizacién se ha revelado, asi, como una fuente de influencia en el
comportamiento y una nueva forma de asimetria de informaciénque afecta
a todos los usuarios: el empresario sabe mucho mas del consumidor que a
la inversa, con el agravante de que el mensaje del empresario, gracias a la
personalizacidn, genera una mayor sensacién de credibilidad.”

El tratamiento juridico de los patrones oscuros no puede ignorar esta
evidencia empirica. Partiendo de esta premisa, se comprendera que el
punto de referencia para valorar la licitud de un patrén oscuro no puede ser
el de un usuario informado y perspicaz del mundo fuera de linea -que no
deberia verse afectado por trucos de disefio porque es capaz de tomar deci-
siones racionales- porque el comportamiento difiere cuando este usuario se

70 Zac et al, Dark (n. 68), p. 3.

71 V. Stango/]. Zinman, We are all behavioural, more or less: A taxonomy of consumer
decision making, NBER Working Paper no. 28138, November 2020, p. 1.

72 Sobre este concepto, vid. S. Cdmara Lapuente, Tres personajes en busca de transpa-
rencia (objetiva), Almacén de Derecho, 13 de diciembre de 2024.

73 Helberger et al, Structural (n. 45), p. 19.

74 Helberger et al, Structural (n. 45), p. 18; Luguri/Strahilevitz, Shining (n.17), pp. 49-50.

75 OECD, Vulnerability (nota 43), p. 23.
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mueve en el entorno digital actual.”® A la hora de regular a futuro y a la
hora de aplicar el marco normativo existente, hay que tener en cuenta cémo
realmente se comportan los usuarios y que no hay usuario medio que no
pueda volverse vulnerable.”” En definitiva, a nuestro juicio, esto tiene dos
consecuencias. Por un lado, implica que cuando se valore la licitud de una
practica desde una perspectiva abstracta hay que bajar el liston de exigencia
del usuario medio en el dmbito digital (o del usuario medio dentro de un
grupo delimitado -v. gr. nifios o adolescentes y videojuegos-). En segundo
lugar, que cuando se valora la repercusién de una préctica en el contexto
de una accién particular en la que ha habido una personalizacién tal que
haya influido en el efecto, habra que tener en cuenta esas circunstancias
concretas (y no las de un usuario medio genérico).

Pues bien, esta composicion podria tener cabida en la normativa actual.
Los criterios para ser considerado consumidor vulnerable en la Directiva
2005/29/CE y en su transposicion a la espafiola LCD son limitados -disca-
pacidad, edad, credulidad- y, como hemos visto, no todas las vulnerabili-
dades de la sociedad digital encajan en ellos. Si el supuesto no se subsume
en esas rigidas categorias, quedarfa aplicar la regla general del consumi-
dor medio, aunque estimamos que, en linea con lo expuesto, habria que
reconsiderar el hecho de que el punto de referencia para valorar si un
patréon oscuro afecta o no al comportamiento del consumidor -y, en su
caso, en qué medida lo hace- sea el del consumidor medio, entendido en
el sentido tradicional del concepto. Pero, en este punto, las Directrices de
la Comisién Europea sobre la interpretacion y aplicaciéon de la Directiva
2005/29/CE, publicadas en diciembre de 2021, pueden ayudar a adaptar la
aplicacion del concepto de consumidor medio y los criterios de vulnerabili-
dad a la realidad de los patrones oscuros mostrada. Primero, porque en el
apartado relativo a “Practicas basadas en los datos y patrones oscuros” se
aclara que el valor de referencia del consumidor medio o vulnerable “puede
modularse en funcién del grupo destinatario” e, inclusive, “si la practica es
muy personalizada, puede incluso formularse desde la perspectiva de una
sola persona que haya estado sujeta a la personalizacién especifica”’® Es

76 Esta ultima diferencia entre lo que los usuarios toleran en el mundo en linea y fuera
de él la sefiala Mik, Erosion (n. 13), p. 36.

77 Mik, Erosion (n. 13), p. 34; Serensen/Rott/Sein, Response (n. 27), p. 8; OECD, Vul-
nerability (n. 43), p. 28.

78 European Commission, Guidance on the interpretation and application of Directive
2005/29/EC of the European Parliament and of the Council concerning unfair
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decir, se estd permitiendo eliminar la perspectiva del consumidor medio
hasta el punto de que se acepta la valoracion caso por caso de la influencia
de una practica en un supuesto concreto, si fuera necesario. Y, en segundo
lugar, porque también rebaja la rigidez de los criterios para ser considerado
consumidor vulnerable, sefialando que esas caracteristicas “son indicativas
y no exhaustivas” y reconociendo lo que han venido demostrando los
experimentos, es decir, que la vulnerabilidad (también de la Directiva sobre
practicas desleales) es un concepto “dindmico y situacional” y que, por
tanto, algunos consumidores pueden no ser vulnerables en unos contextos
y si en otros, especialmente en el entorno digital.”®

En cuanto al RSD, la norma no contrapone “usuario medio” y “usuario
vulnerable” sino que prohibe, en general, los patrones oscuros, entendiendo
que todos los usuarios pueden verse afectados por ellos y, por tanto, mere-
cen proteccidn. Si bien se ha sefalado en la doctrina que, aunque la norma
no explicita el punto de referencia, con cardcter general parece que seria el
de un destinatario del servicio medio, también se ha advertido acerca del
mandato del legislador de tener en cuenta la evidencia cientifica en materia
de comportamiento econdmico en la proteccion de los usuarios y acerca del
hecho de que si la plataforma adapta una practica a un usuario -la persona-
liza- el efecto en cada usuario debe ser considerado individualmente.3

Por su parte, las autoridades de vigilancia del mercado competentes en
la aplicacion del Reglamento de Inteligencia Artificial -otra de las normas
claves en la prohibicién de determinados patrones oscuros- también deben
evaluar las circunstancias de una determinada técnica partiendo del “indi-
viduo medio”, tal y como aclara la Comisién Europea en sus directrices
publicadas en febrero de 2025, para mantener, precisamente, la coherencia
con la Directiva de pricticas desleales, a la que -sefiala- pretende comple-
mentar. Pero, del mismo modo, si la manipulacién fuera muy adaptada o
personalizada o con efectos perjudiciales sobre grupos vulnerables especifi-
cos, podrian examinarse esas técnicas desde la perspectiva de la persona
concreta, evaluando en qué medida el sistema de IA era capaz de menosca-
bar su autonomia individual en casos concretos y en qué medida se ha
producido o era probable que se produjera un dafio considerable.’!

business-to-consumer commercial practices in the internal market, December 2021
(2021/0 526/01), p. 100.

79 European Commission, Guidance (n. 78), p. 100.

80 Raue, Art. 25 DSA (n. 26), pp. 511y 512.

81 European Commission, IA (n. 37), p. 26.
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Con este enfoque, la linea entre usuario vulnerable y usuario medio
puede llegar a desdibujarse,®? pero esto no seria sino consecuencia de, por
un lado, las caracteristicas y naturaleza del entorno digital (en el que el
usuario medio presenta ciertas vulnerabilidades estructurales) y, por otro
y en su caso, de la personalizaciéon exhaustiva de las practicas. Es decir,
respecto a esto tltimo, consecuencia de que se pierda, en cierto modo, el
sentido del concepto de “usuario medio”, como concepto que surgié -en
su version de “consumidor medio™- para lograr un equilibrio entre la nece-
sidad de proteger a los usuarios, por un lado, y de facilitar a los empresarios
comercializar sus productos o servicios atendiendo a un estdndar objetivo,
por otro: si el empresario se ha podido dirigir al usuario de manera perso-
nalizada “gracias” a la tecnologia, es este el estindar -el personalizado, con
sus vulnerabilidades concretas- el que hay que tener en cuenta para valorar
esa interaccion y no el de un usuario medio. En cualquier caso, no se trata
de no reconocer que determinados colectivos puedan estar especialmente
desprotegidos frente a los patrones oscuros por sus caracteristicas o posi-
cién, sino de ser conscientes -a la hora de configurar y aplicar los limites
legales- de que, incluso aun no estando dentro de esos colectivos, también
puede haber situaciones en las que el disefio de las interfaces, tal y como se
estd desarrollando en la actualidad, se aprovecha de una vulnerabilidad del
usuario, coyuntural o no.

De hecho, aunque no en un supuesto en el ambito digital, el TJUE ha
reconocido recientemente y por primera vez -sentencia de 14 de noviembre
de 2024, asunto C-646/22- que en ciertos casos el consumidor medio de la
Directiva 2005/29 (el homo economicus, perfectamente racional en la toma
de sus decisiones) puede verse afectado por sesgos cognitivos que pueden
alterar su comportamiento y pasar a ser el consumidor de racionalidad
limitada. Es decir, ha puesto la semilla para entender que, efectivamente, no
siempre el consumidor medio es racional.

E. Conclusiones

El diseno de las interfaces digitales tiene un demostrado impacto en la
autonomia contractual del usuario, lo que ha llevado a que la disciplina
conocida como legal design, que pretende un equilibrio entre la precision
juridica y la usabilidad de los contratos y la informacién legal, haya expe-

82 Asilo sefiala también OECD, Vulnerability (n. 43), p. 32.
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rimentado un auge en los tltimos afnos en este ambito. Sin embargo, los
conocimientos acerca del comportamiento humano sobre los que se asienta
este campo de estudio pueden enfocarse también en un sentido opuesto,
es decir, buscando manipular o engafiar al usuario en la toma de sus
decisiones. Una de las manifestaciones de este fendmeno la constituyen los
patrones oscuros.

A pesar de que, como se ha visto, el marco normativo de la Unién Eu-
ropea ofrece un amplio abanico de herramientas para abordar legalmente
estas practicas engafiosas, persisten desafios respecto de su aplicacion y
eficacia para dar cobertura al fendmeno. En buena parte estos desafios vie-
nen generados por la inteligencia artificial y la personalizacién extrema que
esta facilita, dando lugar a nuevas técnicas de manipulacién tan dificiles de
detectar como, por tanto, de contrarrestar. Ante esta vertiginosa evolucion,
se plantea la necesidad de contar con un marco regulatorio susceptible de
adaptarse (por ejemplo, via directrices europeas) a las mads modernas y
sofisticadas practicas de patrones oscuros que van ideando e implementan-
do las empresas. En este sentido, nos parece que se trata, este, de un caso
en el que hay un riesgo evidente de que el Derecho vaya por detras de
la realidad. La actualizacién del marco juridico requiere de una inversién
de los organismos reguladores en tecnologia para supervisar, rastrear y
sancionar estas técnicas, pero, aun asi, la rapida evolucién tecnoldgica y los
nuevos escenarios que se plantean hacen dificil asegurar un control eficaz
y sin fisuras. En todo caso, se subraya la importancia de los mecanismos
de control colectivos -sin perjuicio de los individuales- para abordar este
problema.

Ademas, el concepto tradicional del “usuario medio” se muestra insufici-
ente, por si mismo, para abordar en exclusiva la realidad de las técnicas
de manipulacién o coaccién digital. Por un lado, porque los trucos de
disefio digital influyen de manera general en que no siempre se tomen
decisiones racionales. Por otro lado, porque la inteligencia artificial y su
enfoque altamente personalizado puede adaptar la arquitectura del sistema
para aprovechar las vulnerabilidades de cada usuario individualmente con-
siderado. Asi, si bien no se puede renunciar a establecer categorias de
usuarios para facilitar la aplicacién de la normativa, esta realidad debe
tenerse en cuenta. Cuando se valore si un patrén oscuro en el dmbito digital
es licito o no, se deben ajustar a la baja las expectativas de comportamiento
del usuario medio. Si no, practicamente ninguna técnica serfa ilicita. Y si
la personalizacion de la practica ha sido relevante, son esas circunstancias
especificas y no las de un usuario promedio genérico las que habra que
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considerar. La viabilidad de estos planteamientos tiene respaldo: por un
lado y aunque en otro contexto, el TJUE ha reconocido recientemente la
existencia -con consecuencias juridicas- del consumidor de racionalidad
limitada; por otro, las directrices europeas que aclaran la aplicaciéon de
algunas de las normas mds relevantes en la materia aceptan la posibilidad
de adoptar, en su caso, la perspectiva de un usuario concreto.
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Die Pflicht zur Aktualisierung.
Zwischen Anspruch auf Leistung und Nacherfiillung

Julia Buschmann / Julia Ludwigkeit"

Zusammenfassung: Mit der Umsetzung der Digitale-Inhalte-Richtlinie
((EU) 2019/770) und der Warenkauf-Richtlinie ((EU) 2019/771) wurde den
Regelungen des Gewdhrleistungsrechts fiir Vertrage {iber digitale Produkte
und fiir Verbrauchsgiiterkaufvertrage eine Aktualisierungspflicht hinzuge-
fiigt. Sie zielt darauf ab, ein digitales Produkt/ eine Ware mit digitalen Ele-
menten wihrend eines bestimmten Zeitraums in einem vertragsgeméafien
Zustand zu erhalten, indem Aktualisierungen bereitgestellt werden. Der
nachfolgende Beitrag soll zeigen, dass diese Pflicht kein rechtliches Novum
ist, sondern als Konkretisierung der Vertragsmafligkeit zu verstehen ist.
Damit fligt sich diese Pflicht aus Sicht der Autorinnen in das bestehende
System des Gewihrleistungsrechts ein.

Schliisselwérter: Digitale Produkte, Ware mit digitalen Elementen, Aktuali-
sierungspflicht, Vertragsmafliigkeit, Mangelgewahrleistungsrecht

Resumen: La transposicion de las Directivas sobre contenidos digitales
((UE) 2019/770) y venta de bienes ((UE) 2019/771) anadi6 el deber de
proporcionar actualizaciones en la regulacién sobre la garantia legal o
responsabilidad del empresario por falta de conformidad al contrato. Se
trata de mantener la conformidad al contrato de un producto digital/un
bien con elementos digitales durante un determinado periodo de tiempo,
a base de suministrar dichas actualizaciones. Esta contribucién muestra
que tal deber no es ninguna novedad juridica, sino una concrecién de
la obligacién del empresario de suministrar un producto digital/entregar
un bien conforme al contrato. Segin las autoras, este deber encaja en el

* Julia Buschmann ist Wissenschaftliche Mitarbeiterin am Lehrstuhl fiir Biirgerliches
Recht, Europdisches Privatrecht, Handels- und Wirtschaftsrecht sowie Rechtsverglei-
chung von Prof. Dr. Markus Artz an der Universitit Bielefeld. Julia Ludwigkeit ist
Richterin am Landgericht Wuppertal.
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sistema de la responsabilidad por falta de conformidad o garantia legal de la
conformidad.

Palabras claves: Productos digitales, bienes con elementos digitales, deber
de actualizacidn, conformidad al contrato, garantia legal por vicios

A. Einfithrung

Zum 01.01.2022 wurden in Deutschland die Digitale-Inhalte-Richtlinie! und
die Warenkauf-Richtlinie? in den §§ 327 ff. sowie §§ 475b ff. BGB umgesetzt.
Beide Richtlinien statuieren eine Aktualisierungspflicht. Das meint die
Pflicht des Unternehmers, eine Sache wihrend eines bestimmten Zeitraums
in einem vertragsgemiflen Zustand zu erhalten, indem Aktualisierungen
bereitgestellt werden und der Verbraucher iiber die Bereitstellung infor-
miert wird. Ob eine solche Pflicht mit einem gewissen Dauerschuldcharak-
ter mit dem bestehenden Gewdhrleistungsrecht in Einklang zu bringen ist,
wurde vielfach in Frage gestellt. Dass dies der Fall ist und wie sich die
Pflicht zur Bereitstellung von Aktualisierungen in das bestehende System
einfiigt, soll Inhalt dieses Beitrags sein.

B. Europdischer Hintergrund und Umsetzung in das deutsche Recht

Im Mai 2019 wurden mit der Digitale-Inhalte- und der Warenkauf-Richtli-
nie zwei Richtlinien verabschiedet, die der fortschreitenden Technisierung
des Alltags und der in ihm verwendeten Gegenstdnde Rechnung tragen
sollen.> Wahrend die Digitale-Inhalte-Richtlinie typenunabhéngig auf Ver-
brauchervertrage tiber digitale Produkte, d.h. digitale Inhalte und digitale
Dienstleistungen, Anwendung findet, bezieht die Warenkauf-Richtlinie Ver-
brauchsgiiterkaufvertrage in ihren Anwendungsbereich ein.

1 Richtlinie (EU) 2019/770 des Europaischen Parlaments und des Rates vom 20. Mai
2019 iiber bestimmte vertragsrechtliche Aspekte der Bereitstellung digitaler Inhalte und
digitaler Dienstleistungen, Abl. EU L 136 S. 1.

2 Richtlinie (EU) 2019/771 des Européischen Parlaments und des Rates vom 20. Mai
2019 iiber bestimmte vertragsrechtliche Aspekte des Warenkaufs, zur Anderung der
Verordnung (EU) 2017/2394 und der Richtlinie 2009/22/EG sowie zur Aufhebung der
Richtlinie 1999/44/EG, Abl. EU L 136 S. 28.

3 Vgl. nur Erwégungsgriinde 1 und 5 der Warenkauf-Richtlinie.
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L. Regelungen in den Richtlinien

Die Richtlinien stellen unter anderem objektive und subjektive Anforde-
rungen auf, die ein digitales Produkt/ eine Ware erfiillen muss, um ver-
tragsgemafd zu sein.* Zu den bisher bereits bekannten Kriterien vereinbar-
ter oder iiblicher Beschaffenheiten oder der Eignung fiir einen bestimmten
Zweck, kommt nun die Aktualisierungspflicht hinzu. Dazu stellt Art.7
lit. d) der Digitale-Inhalte-Richtlinie klar, dass ein digitales Produkt die
subjektiven Anforderungen an die Vertragsmafligkeit erfiillt, wenn es, wie
im Vertrag bestimmt, aktualisiert wird. Die objektiven Anforderungen wer-
den laut Art.8 Abs. 2 Digitale-Inhalte-Richtlinie erfiillt, wenn der Unter-
nehmer sicherstellt, dass der Verbraucher iiber solche Aktualisierungen,
die fiir den Erhalt der Vertragsmafligkeit erforderlich sind, informiert wird
und ihm die Aktualisierungen bereitgestellt werden. Im Wortlaut leicht
abweichend, sieht Art. 6 lit. d) der Warenkauf-Richtlinie vor, dass eine Ware
den subjektiven Anforderungen an die Vertragsméfligkeit entspricht, wenn
sie, wie im Kaufvertrag bestimmt, Aktualisierungen erhélt. Den objektiven
Anforderungen entspricht die Ware mit digitalen Elementen gemaf Art.7
Abs. 3 Warenkauf-Richtlinie, wenn der Verkdufer dafiir sorgt, dass der Ver-
braucher Aktualisierungen erhalt, die fiir den Erhalt der Vertragsgemaflheit
der Ware erforderlich sind und der Verbraucher hieriiber informiert wird.

Inhaltlich bezieht sich die Aktualisierung dabei immer nur auf den Er-
halt der Vertragsmafligkeit (,update), nicht aber auf eine (nachtrégliche)
Verbesserung des digitalen Produkts/ der Ware mit digitalen Elementen
(»upgrade®).?

In zeitlicher Hinsicht sehen beide Richtlinien vor, dass objektiv eine
Bereitstellung von Aktualisierungen wahrend eines Zeitraums erforderlich
ist, den der Verbraucher nach Art und Zweck des digitalen Produkts/ der
Ware mit digitalen Elementen unter Beriicksichtigung der Umstinde und
der Art des Vertrags verniinftigerweise erwarten kann.® Alternativ kann ein
Zeitraum zwischen den Parteien auch vereinbart werden.”

4 Zu den Anderungen im Hinblick auf das System objektiver und subjektiver Anforde-
rungen, s. K. Gelbrich/D. Timmermann, Der Mangelbegriff im Kaufrecht nach Umset-
zung der WKRL und DIRL, NJOZ 2021, 1249.

5 S. etwa Erwdgungsgrund 30 Warenkauf-Richtlinie.

6 Vgl. Art. 7 Abs. 3 lit. a) Warenkauf-Richtlinie; Art. 8 Abs. 2 lit. b) Digitale-Inhalte-Richt-
linie.

7 Vgl. Art. 7 Abs. 3 lit. b) Warenkauf-Richtlinie; Art. 8 Abs. 2 lit. a) Digitale-Inhalte-Richt-
linie.
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I1. Umsetzung in deutsches Recht

Der deutsche Gesetzgeber hat die Richtlinienvorschriften im Wortlaut na-
hezu identisch umgesetzt, aber in das System des BGB eingegliedert.

Die Regelungen der Digitale-Inhalte-Richtlinie wurden in den §§ 327 ff.
BGB in einem neuen eigenen Titel 2a in das allgemeine Schuldrecht inte-
griert. Die Aktualisierungspflicht hat dabei in § 327e BGB Eingang gefun-
den. Die Norm ist mit ,Produktmangel {iberschrieben. In den Absitzen
2 und 3 sind nach dem Vorbild der Richtlinie die subjektiven und die
objektiven Anforderungen an die Vertragsmafligkeit des digitalen Produkts
geregelt. Die objektiven Anforderungen sind sodann in einem eigenen
§ 327f BGB weiter erldutert. Dieser entspricht weitestgehend dem Wortlaut
des Art. 8 Abs. 2 Digitale-Inhalte-Richtlinie. Die Aktualisierungspflicht der
Warenkauf-Richtlinie hat der deutsche Gesetzgeber in § 475b Abs.3 Nr.2
(subjektiv) und Abs.4 Nr.2 (objektiv) BGB umgesetzt. Diese Regelung
ist mit ,Sachmangel einer Ware mit digitalen Elementen® {iberschrieben.
Samtliche Regelungen sind in ihrer Anwendung auf Verbrauchervertrage
beschrinkt. Im unternehmerischen Verkehr finden sie keine Anwendung.®

C. Dogmatische Einordnung

Dem Wortlaut und der Verortung nach verstehen offenbar sowohl die
Richtlinien als auch das Umsetzungsrecht die Aktualisierungspflicht als ein
Element der Vertragsmafligkeit des digitalen Produkts/ der Ware mit digita-
len Elementen. Dennoch wird in Deutschland ganz grundlegend dariiber
diskutiert, wie die Pflicht des Unternehmers zur Bereitstellung von Aktuali-
sierungen dogmatisch einzuordnen ist.? Dies hat folgenden Hintergrund:
Ankniipfungspunkt des Gewahrleistungsrechts ist grundsatzlich, dass
ein Mangel des digitalen Produkts oder der Ware zu einem bestimmten
Zeitpunkt, in der Regel der Gefahriibergang, vorliegt (s. § 327e BGB!® und
§ 434 BGB). Ein solcher Mangel ist dann grundsitzlich vom Unternehmer

8 Kritisch dazu bereits etwa J. D. Harke, Warum nur 1:1? - Zum Regierungsentwurf fiir
die Umsetzung der Warenkauf-Richtlinie, GPR 2021, 129; J. Hoffmann/E. Liffler, Die
Aktualisierungspflicht in der Lieferkette, ZfPW 2023, 1 (23).

9 Einen Uberblick gibt T. Manhardt, Die Aktualisierungspflicht beim Kauf von Waren
mit digitalen Elementen, Augsburg 2023, S.107.

10 §327e BGB geht im Grundsatz nur von der ,mafigeblichen Zeit“ aus. Diese ist
nach §327e Abs.1 Satz2 BGB grds. der Zeitpunkt der ersten Bereitstellung, wenn
sich keine Pflicht des Unternehmers zur dauerhaften Bereitstellung aus dem Vertrag
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im Rahmen der Nacherfiillung (§ 3271 BGB und § 439 BGB) am digitalen
Produkt/ an der Ware mit digitalen Elementen zu beheben, wenn der Ver-
braucher dies unter Setzung einer Frist verlangt. Dabei hat der Verbraucher
wihrend der zweijahrigen Gewdhrleistungsfrist grundsatzlich die Wahl,
ob eine Nachbesserung oder eine Nachlieferung erfolgen soll. Gelingt es
dem Unternehmer nicht, die Vertragsmafligkeit durch die Nacherfiillung
herzustellen, werden weitere Gewéhrleistungsrechte ausgeldst. Nach Ablauf
von zwei Jahren kann der Unternehmer die Erfiillung der Gewéhrleistungs-
rechte in der Regel verweigern (§ 438 BGB).

Die nun implementierte Aktualisierungspflicht ist hingegen so formu-
liert, dass der Unternehmer dem Verbraucher wahrend eines bestimmten
Zeitraums Aktualisierungen zur Verfligung stellen muss, die fiir den Erhalt
der VertragsgemafSheit des digitalen Produkts/ der Ware mit digitalen Ele-
menten notwendig sind.! Der Verbraucher muss iiber die Bereitstellung
einer Aktualisierung nur informiert werden.”> Ob er die Aktualisierung auf
seinem digitalen Produkt/ seiner Ware mit digitalen Elementen installiert,
kann er selbst entscheiden. Unterldsst er es, verliert er allerdings Gewéhr-
leistungsanspriiche im Hinblick auf das Fehlen der Aktualisierung (s. § 327f
Abs. 2 BGB und § 475b Abs. 5 BGB). Wie lange der Zeitraum ist, in dem die
Aktualisierungen bereitgestellt werden miissen, steht, aufSer in den Fillen
einer konkreten Vereinbarung, nicht sicher fest. Anhand der im Gesetz
genannten Kriterien werden Zeitraume je nach digitalem Produkt/ Ware
mit digitalen Elementen durch die Rechtsprechung zu konkretisieren sein.!®

ergibt (§327e Abs.1 Satz3 BGB). Weiterhin ist die mafigebliche Zeit in Bezug auf
den Erhalt der VertragsméafSigkeit aber gem. § 327e Abs.3 S.1 Nr.5 iVm § 327f Abs. 1
S.3 Nr.2 BGB auch der objektiv zu erwartende Zeitraum, wéahrend dem Aktuali-
sierungen bereitgestellt werden miissen. Zu Abgrenzungsschwierigkeiten zwischen
der urspriinglichen Bereitstellungspflicht und der Aktualisierungspflicht in Vertrdgen
iiber eine dauerhafte Bereitstellung, s. S. Jung Rolsing/N. Rolsing, Die Erfiillung der
Aktualisierungspflicht bei digitalen Produkten, ZfDR 2023, 399.

11 Niaher zu den Anforderungen an die Bereitstellung: Jung Rolsing/Rolsing, Erfiillung
(Fn. 10), 406 f.

12 Im Einzelnen: S. Lorenz in: F. ]. Sdcker/R. Rixecker/H. Oetker/B. Limperg/C. Schu-
bert (Hrsg.), Miinchener Kommentar zum BGB, Band IV, 9. Aufl., Miinchen 2024,
§475b Rn. 23 f.

13 Als zeitliche Untergrenze des Aktualisierungszeitraums sieht Erwdgungsgrund 31 der
Warenkaufrichtlinie die kaufrechtliche Gewiéhrleistungsfrist von zwei Jahren vor;
weitergehend: Jung Rolsing/Rolsing, ZfDR 2023, 399 (4071.); Lorenz (Fn.12), § 475b
Rn. 21f; A. Staudinger/M. Artz, Neues Kaufrecht und Vertrége iiber digitale Produk-
te, Miinchen 2022, S.170 Rn. 422 ff.
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Gewihrleistungsanspriiche fiir fehlende oder fehlerhafte Aktualisierun-
gen bei Waren mit digitalen Elementen kniipfen tiber die noch immer
geltenden §§ 434, 437 BGB also scheinbar an einen Zeitpunkt an, zu wel-
chem die Pflicht zur Aktualisierung noch gar nicht verletzt sein kann. Denn
Aktualisierungen werden ihrem Wesen nach erst nach der Bereitstellung
des digitalen Produkts/ Lieferung der Ware mit digitalen Elementen rele-
vant. Anders sieht das zwar bei § 327¢ BGB aus, der auf einen Mangel
szur mafigeblichen Zeit", die auch der Bereitstellungszeitraum sein kann,
als Voraussetzung fiir die Gewidhrleistungsrechte nach § 327i BGB verweist.
Dennoch ist auch im Bereich der digitalen Produkte fraglich, wie sich die
Nacherfiillung bei einer Verletzung der Aktualisierungspflicht gestaltet.

I. Aktualisierung als eigenstiandige Pflicht

Aufgrund dieser vordergriindig bestehenden enormen Unterschiede der
Nacherfiillung und der Pflicht zur Aktualisierung wird teilweise vertreten,
die Pflicht zur Aktualisierung sei ein rechtlich eigenstandiges Institut neben
dem bisher bekannten Gewihrleistungsrecht.* Der Unternehmer ist nach
dieser Ansicht nunmehr zum einen zur Bereitstellung, bzw. Lieferung eines
digitalen Produkts/ einer Ware mit digitalen Elementen im vertragsgema-
flen Zustand verpflichtet. Zum anderen soll ihn daneben die rechtlich
selbstdndige (Primér-) Pflicht treffen, die Vertragsméfligkeit durch die Be-
reitstellung von Aktualisierungen zu erhalten.

Als Begriindung fiir diese Einordnung wird vor allem angefiihrt, dass die
zeitraumbezogene Aktualisierungspflicht sich nicht in das zeitpunktbezoge-
ne Gewiahrleistungsrecht integrieren liefSe. Vielmehr dhnele die Aktualisie-
rungspflicht der Erhaltungspflicht des Vermieters in § 535 Abs. 1 BGB.!>

Dass schon der europdische Gesetzgeber eine eigenstindige Pflicht im
Sinn gehabt habe, zeige sich darin, dass die Aktualisierungspflicht im Wort-
laut abweichend von den sonstigen Anforderungen an die Vertragsmaflig-

14 So T. Pfeiffer, Die Umsetzung der Warenkauf-RL in Deutschland - Beobachtungen
zu Sachmingeln und Aktualisierungspflicht, GPR 2021, 120 (125f.); ders., Neues
Kaufrecht - Die Umsetzung der Warenkaufrichtlinie in Deutschland, GPR 2022,
223 (228); J. C. Felsch/]. Kremer/]. Wagener, Handhabung der neuen Aktualisierungs-
pflicht bei digitalen Produkten, MMR 2022, 18 (20); Hoffmann/Léffler, Lieferkette
(Fn. 8), 6.

15 Felsch/Kremer/Wagener, Handhabung (Fn. 14), 20.
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keit formuliert sei, namlich ausdriicklich als Pflicht des Unternehmers.!s
Diese sei weitgehend in eigenen Absitzen der Richtlinienartikel geregelt
und nicht einfach in die Auflistung der weiteren Anforderungen an die
Vertragsmafligkeit aufgenommen worden. Damit werde deutlich, dass die
Aktualisierung des digitalen Produkts/ des digitalen Elements einer Ware
dem Erhalt der Vertragsmifigkeit im Ubrigen diene. Wenn dem so sei,
dann konne ihr Fehlen nicht zugleich selbst ein Mangel sein.”

Auch der deutsche Gesetzgeber habe der Aktualisierungspflicht einen
eigenen Stellenwert beimessen wollen, indem er §327f BGB als eigene
Regelung geschaffen habe.® Zumal in der Gesetzesbegriindung zu dieser
Regelung ausdriicklich von einer selbstindigen Verpflichtung des Unter-
nehmers die Rede sei.’” Auch in anderen Regelungen werde die Aktualisie-
rungspflicht als eigenstindige Pflicht in Bezug genommen, so etwa in den
Regelungen zum Unternehmerregress in §327u Abs.1 BGB oder §445a
Abs. 1 BGB.2°

II. Aktualisierung als Konkretisierung der VertragsmafSigkeit

Anderer Ansicht nach wird durch die Pflicht zur Aktualisierung lediglich
die generell bestehende Pflicht zur Bereitstellung eines digitalen Produkts/
Lieferung einer Ware mit digitalen Elementen in einem vertragsgeméafien
Zustand konkretisiert.?!

Fiir dieses Verstdndnis spricht schon die Systematik der oben erlauterten
europarechtlichen und nationalen Regelungen. Die Richtlinien betten die
Aktualisierungspflicht in das System der subjektiven und objektiven Anfor-
derungen an die VertragsmafSigkeit ein, indem sie sie in den entsprechen-
den Artikeln regeln. Dass hierbei zum Teil eigene Absitze und abweichende
Formulierungen genutzt werden, ist dabei nicht iiberzubewerten. Zumal in

16 Art.7 Abs.3 Warenkauf-Richtlinie: ,sorgt der Verkdufer dafiir; Art. 8 Abs. 2 Digita-
le Inhalte-Richtlinie: ,der Unternehmer stellt sicher®; Hoffmann/Liffler, Lieferkette
(Fn.8),7.

17 Vgl. Felsch/Kremer/Wagener, Handhabung (Fn. 14), 20 f.

18 Felsch/Kremer/Wagener, Handhabung (Fn. 14), 21.

19 BT-Drucks. 19/27653, S. 58: ,,§ 327f BGB-E enthdlt mit der selbststindigen Verpflich-
tung des Unternehmers zu Aktualisierungen eine der wesentlichen Neuerungen der
Richtlinie®

20 Dazu Pfeiffer, Neues Kaufrecht (Fn.14), 228; Manhardt, Aktualisierungspflicht
(Fn.9), S. 114

21 Ausfithrlich: Manhardt, Aktualisierungspflicht (Fn. 9), S. 115 ff.
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den Regelungen der subjektiven Anforderungen die Aktualisierungspflicht
wie die weiteren Anforderungen an die Vertragsmafligkeit aufgelistet wer-
den.?2 Auflerdem nimmt Art. 7 Abs. 5 der Warenkauf-Richtlinie im Rahmen
der objektiven Anforderungen ausdriicklich Bezug auf eine ,Vertragswidrig-
keit im Sinne der Absdtze 1 oder 3% unterscheidet also nicht zwischen
der Aktualisierungspflicht (Abs.3) und der Vertragsmifigkeit im Ubrigen
(Abs.1).2 Hinzu kommt, dass der europdische Gesetzgeber in den Erwa-
gungsgriinden beider Richtlinien ausdriicklich klargestellt hat, dass die un-
terbliebene Bereitstellung von vertraglich vereinbarten Aktualisierungen als
Vertragswidrigkeit betrachtet werden solle.2*

Auch im deutschen Umsetzungsrecht spricht nichts dafiir, dass die Ak-
tualisierungspflicht neben dem Gewihrleistungsrecht stehen soll. Dass mit
§ 327t BGB eine eigene Regelung entstanden ist, hat ausweislich der Geset-
zesbegriindung rein rechtstechnische Griinde: Man hielt die Ausgliederung
aus § 327e BGB fiir iibersichtlicher.?> Die Information iiber und Bereitstel-
lung von Aktualisierungen gehort aber laut der Gesetzesbegriindung auch
zu den objektiven Konformitétskriterien.?® Dass es sich bei der Auslage-
rung der Pflicht in eine eigene Regelung nur um eine gestalterische Frage
handelt, wird zudem dadurch deutlich, dass sich der Gesetzgeber bei der
Umsetzung der Warenkauf-Richtlinie in §475b Abs.4 und 5 BGB trotz
inhaltlichen Gleichlaufs fiir eine andere Gestaltung entschieden hat. Dort
hat man gerade keine eigene Norm geschaffen.

Auch die bereits angesprochenen Regressregelungen gehen letztlich da-
von aus, dass bei der Verletzung der Aktualisierungspflicht Aufwendungen
im Rahmen der Nacherfiillung entstanden sind.?” Eine gesonderte Behand-
lung erfolgt nicht.

22 Art. 6 lit. d) Warenkauf-Richtlinie; Art. 7 lit. d) Digitale-Inhalte-Richtlinie.

23 S.auch Manhardt, Aktualisierungspflicht (Fn. 9), S. 117.

24 Erwiagungsgrund 28 Warenkauf-Richtlinie; Erwédgungsgrund 44 Digitale Inhalte-
Richtlinie.

25 BT-Drucks. 19/27653, S. 57.

26 BT-Drucks. 19/27653, S. 57.

27 Dazu M. Leithduser, Nachtrégliche Méngel beim Softwarekauf, RDi 2023, 274 (276 f.);
T. Manhardt, (K)ein ,Recht auf Updates*?, JZ 2024, 394 (396); ausfiihrlich auch:
Hoffmann/Léffler, Lieferkette (Fn. 8), 11f.
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Die Pflicht zur Aktualisierung

D. Pflicht vs. Anspruch

Die vorstehend beschriebenen unterschiedlichen dogmatischen Einord-
nungen der Aktualisierungspflicht haben grundlegende Konsequenzen fiir
ihre rechtliche Behandlung.

L. §§ 327t und 475b Abs. 4 BGB als Anspruchsgrundlagen

Die Stimmen, die die Aktualisierungspflicht als eigenstindiges Institut be-
handeln wollen, stilisieren die §§ 327f und 475b Abs. 4 BGB zu selbstandi-
gen Grundlagen fiir die dementsprechende Pflicht des Unternehmers und
damit einhergehend zu einer eigenen Anspruchsgrundlage des Verbrau-
chers.?8

Das bedeutet nach dieser Lesart, dass der Unternehmer die Pflicht hat,
das digitale Produkt oder die Ware mit digitalen Elementen zu beobachten
und Aktualisierungen bereitzustellen, um eine Funktionsbeeintrachtigung
zu vermeiden. Umgekehrt kann der Verbraucher vom Unternehmer die
Bereitstellung ganz konkreter Aktualisierungen verlangen. Dabei wird ei-
nerseits vertreten, dass der Verbraucher schon dann einen Anspruch auf die
Bereitstellung einer Aktualisierung habe, wenn eine Funktionsbeeintrach-
tigung kiinftig drohe.?® Andererseits wird argumentiert, der préaventiven
Beobachtungspflicht des Unternehmers stehe erst dann ein konkreter An-
spruch des Verbrauchers gegeniiber, wenn das digitale Produkt/ die Ware
mit digitalen Elementen bereits eine Funktionsbeeintrachtigung erlitten
habe.3?

28 Hoffmann/Loffler, Lieferkette (Fn.8), 6; Felsch/Kremer/Wagener, Handhabung
(Fn.14), 20f; s.A. Pfeiffer, Neues Kaufrecht (Fn, 14), 228, der erginzend § 242 BGB
heranzieht.

29 Vgl. dazu Leithduser, Softwarekauf (Fn. 27), 275 f. mit Verweis auf T. J. Heydn, Schuld-
rechtsreform 2.0: Das neue Gewiéhrleistungsrecht fiir digitale Produkte in der Praxis,
CR 2021, 709 (710) und M. Schmidt-Kessel, Digitale Produktsicherheit im neuen
Vertragsrecht, ZfPC 2022, 117 (120).

30 Metzger, in: E J. Sicker/R. Rixecker/H. Oetker/B. Limperg/C. Schubert (Hrsg.),
Miinchener Kommentar zum BGB, Band III, 9. Aufl., Miinchen 2022, § 327f Rn. 6;
Teilweise wird auch vertreten, es bestehe zwar eine primire Pflicht des Unternehmers
zur Aktualisierung, dieser stiinde aber kein korrespondierender Anspruch des Ver-
brauchers gegeniiber. Der Verbraucher kénne die Aktualisierung stets nur iiber den
Nacherfiillungsanspruch einfordern, so: Staudinger/Artz, Neues Kaufrecht (Fn.13),
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Dass § 327f BGB als eigene Anspruchsgrundlage konzipiert sei, solle sich
unter anderem aus der Gesetzesbegriindung ergeben. Denn dort ist von
einem ,Anspruch des Verbrauchers etwa auf Aktualisierungen nach § 327f
BGB-E“ die Rede. Verkannt wird dabei indes, dass es dort gerade nicht
heif3t, ein Anspruch aus § 327f BGB. In abenteuerlicher Konstruktion wird
dann teilweise vertreten, auch im Verbrauchsgiiterkauf sei ein Anspruch des
Verbrauchers nach § 327f BGB analog anzunehmen, obwohl § 327a Abs. 3
BGB dessen Anwendbarkeit auf das Verbrauchsgiiterkaufrecht ausdriicklich
ausschliefit.3? Dies wird damit begriindet, dass § 475b Abs.4 BGB nicht
auslegungsfahig sei, weil er offenkundig als Regelung des Sachmangels kon-
zipiert sei. Es bestehe aber eine zu schlieffende Regelungsliicke, denn der
deutsche Gesetzgeber konne bei dem umfassenden Umsetzungsprojekt der
Digitale Inhalte- und der Warenkauf- Richtlinie nicht simtliche Probleme
tiberblickt haben.

Aus diesen konstruierten Zusammenhingen wird schnell deutlich, dass
dies weder vom europdischen Gesetzgeber noch vom deutschen Gesetzge-
ber gewollt sein kann und auch nicht lapidar auf eine versehentliche Rege-
lungsliicke abgewdlzt werden kann. Erlassen sowohl der Richtliniengesetz-
geber als auch der Umsetzungsgesetzgeber ein System aus Anforderungen
an die Vertragsmifiigkeit und Abhilfen fiir den Fall von Verst6f3en, besteht
keinerlei Anlass dafiir, eigene Konstruktionen an die Stelle des gesetzgeberi-
schen Willens zu stellen.

I1. Pflicht zur Bereitstellung eines mangelfreien digitalen Produkts/
Lieferung einer mangelfreien Ware mit digitalen Elementen

Beldsst man es ndmlich dabei, dass die einzige Primarpflicht des Unterneh-
mers ist, ein mangelfreies digitales Produkt bereitzustellen/ eine mangel-
freie Ware mit digitalen Elementen zu liefern, zeigt sich, dass die Aktualisie-
rungspflicht in die entsprechenden Regelungen eingebettet werden kann,
ohne das gesamte bisher bekannte Geprige des Gewahrleistungsrechts auf
den Kopf zu stellen.

S.72 Rn. 154; Leithduser, Softwarekauf (Fn.27), 275 fl.; Hoffmann/Liffler, Lieferkette
(Fn. 8), 4.

31 BT-Drucks. 19/27653, S. 46.

32 So Felsch/Kremer/Wagener, Handhabung (Fn. 14), 21.

33 Vgl. Felsch/Kremer/Wagener, Handhabung (Fn.14), 21; a.A. ausfithrlich: Manhardt,
Aktualisierungspflicht (Fn. 9), S. 124 ff.
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Nach dieser Konstruktion konkretisieren die §§ 327e,f, 475b BGB le-
diglich die priméren Pflichten des Unternehmers aus §327d BGB und
§§ 433 Abs. 1, 434 BGB.>* Die Pflicht zur Bereitstellung von erforderlichen
Aktualisierungen ist damit von Anfang an Teil der unternehmerischen Er-
fullungspflichten. Neu ist dabei, dass der Betrachtungszeitpunkt fiir die
Beurteilung der vertragsgeméflen Erfiillung dieser Pflichten zeitlich {iber
den Gefahriibergang hinaus ausgedehnt wird.?> Das digitale Produkt/ die
Ware mit digitalen Elementen kann also auch nach Gefahriibergang man-
gelhaft werden. Diese Beurteilung hat zur Folge, dass der Verbraucher
grundsitzlich einen Anspruch auf Erhalt eines funktionsfahigen Produkts/
einer funktionsfdhigen Ware, nicht aber auf die Programmierung eines
bestimmten Updates, hat.>® Buf3t das digitale Produkt/ die Ware mit digita-
len Elementen ihre Funktionsfdhigkeit nach Gefahriibergang ein, weil eine
Aktualisierung fehlt, besteht ein Anspruch auf Nacherfiillung, also Wieder-
herstellung der Funktionsféhigkeit, durch Bereitstellung der notwendigen
Aktualisierung.?”

Dass dies auch der Idee des Unionsrechts entspricht, lasst sich daran
erkennen, dass beide Richtlinien im Grundsatz ebenfalls weiterhin von
einem Zeitpunkt der Bereitstellung/ Lieferung ausgehen, zu dem das digita-
le Produkt/ die Ware mit digitalen Elementen vertragsgemafd sein muss.>
Auch der europdische Gesetzgeber hilt die Aktualisierungspflicht mit die-
sem grundlegenden Konstrukt also fiir vereinbar. Einen Sonderweg fiir die
Aktualisierungspflicht sehen die Richtlinien wie schon beschrieben gerade
nicht vor.

E. Folgen unterbliebener Aktualisierungen
Auch die Konsequenzen, die sich fiir den Verbraucher auf Rechtsbehelfs-

ebene stellen divergieren je nachdem, welchem Verstindnis der Aktualisie-
rungspflicht man sich anschlief3t.

34 Manhardt, Aktualisierungspflicht (Fn.9), S.120f; ders., Recht auf Updates (Fn.27),
397.

35 Vgl. Manhardt, Aktualisierungspflicht (Fn. 9), S. 132 ff.

36 So wohl i.E. auch Leithduser, Softwarekauf (Fn.27), 279f.; Manhardt, Aktualisie-
rungspflicht (Fn.9), S. 118 ff; ders., Recht auf Updates (Fn. 27), 398 {.

37 So auch Lorenz (Fn.12), § 475b, Rn. 34; Faust, in: W. Hau/ R. Poseck (Hrsg.), Beck
“scher Online-Kommentar zum BGB, 75. Ed., Miinchen 01.02.2025, § 475b, Rn. 31.

38 Vgl. insbesondere Art. 11 Digitale-Inhalte-Richtlinie; Art. 10 Warenkauf-Richtlinie.
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Folgte man der Sichtweise eines eigenstindigen, vom sonstigen An-
spruch auf die Bereitstellung eines mangelfreien digitalen Produkts gem.
§327d BGB bzw. auf die Lieferung einer mangelfreien Ware gem. § 433
Abs.1 S.2 BGB losgelosten Anspruchs auf Aktualisierungen, wiirde das
Unterbleiben der Aktualisierung nach Gefahriibergang zunéchst bedeuten,
dass eine Nichtleistung vorlage. Bei einem auf einer unterbliebenen Aktua-
lisierung beruhenden Mangel hitte der Verbraucher gegen den Unterneh-
mer somit zundchst den priméren Leistungsanspruch auf die Aktualisie-
rung. Stellt der Unternehmer die Aktualisierung sodann bereit, behebt sie
jedoch nicht die Mangelhaftigkeit, lige eine Schlechtleistung vor. Mangels
tiir diese Félle vorgesehenen Gewdhrleistungsrechts wire dann auf das all-
gemeine Leistungsstorungsrecht zu rekurrieren.® Denn die §§ 327i ff. BGB
greifen nur bei einem Produktmangel und auch die §§ 437 ff. BGB gelten
nur fiir die Verletzung der Pflicht zur mangelfreien Lieferung der Ware.
Dies bedeutet, dass dem Verbraucher nur das Recht auf Schadensersatz und
Riicktritt zustiinde. Teilweise wird deshalb vertreten, es solle eine Analogie
zu den entsprechenden Mangelgewihrleistungsrechten gebildet werden.*?
Denn, dass nur das allgemeine Leistungsstorungsrecht anwendbar sei, kon-
ne im Ergebnis so vom Unionsgesetzgeber bei Erlass der vollharmonisie-
renden Richtlinien nicht gewiinscht sein.

Praktikablere Ergebnisse erzielt man deshalb, wenn man die Aktualisie-
rungspflicht als Konkretisierung der Pflicht zur Bereitstellung eines man-
gelfreien digitalen Produkts bzw. zur mangelfreien Lieferung der Kaufsache
versteht. Denn dann behdlt man einen einheitlichen Ankniipfungspunkt
fir das Eingreifen der Mangelgewahrleistungsrechte: den Mangel des Pro-
dukts/ der Ware, nicht aber das Ausbleiben der Aktualisierung als solches.!
Inhaltlich eingeschriankt wird der Mangel nur insofern, als dass er auf einer
ausbleibenden Aktualisierung beruhen muss und dieses Ausbleiben nicht
lediglich auf eine unterbliebene Installation durch den Verbraucher gem.
§§ 327f Abs. 2, 475b Abs.5 BGB zuriickzufithren ist.*? In der Folge kann
der Verbraucher jegliche Rechte aus § 327i BGB bzw. § 437 BGB bezogen

39 Felsch/Kremer/Wagener, Handhabung (Fn.14), 21; Hoffmann/Liffler, Lieferkette
(Fn. 8), 7, halten die Richtlinien und das Umsetzungsrecht insoweit fiir auslegungsbe-
dirftig.

40 Felsch/Kremer/Wagener, Handhabung (Fn. 14), 21.

41 Manhardt, Aktualisierungspflicht (Fn. 9), S.119 mw.N.

42 Vgl. Lorenz (Fn. 12), § 475b, Rn. 25 ff.; Leithduser, Softwarekauf (Fn. 27), 279.
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auf den Mangel des Produkts/ der Ware geltend machen.*3 Das heifit also
vor allem zunichst nach § 3271 BGB Nacherfiillung** oder nach § 439 BGB
nach seiner Wahl Nachbesserung oder Nachlieferung verlangen. Ein eigens
einklagbarer Anspruch auf (praventive) Bereitstellung einer Aktualisierung
besteht hingegen nicht.*>

Dass die Ankniipfung an den Mangel des digitalen Produkts/ der Ware
mit digitalen Elementen und nicht an die Verletzung der Aktualisierungs-
pflicht an sich sinnvoll ist, verdeutlicht auch folgende Uberlegung: Fiihrt
ndmlich eine fehlende/ fehlerhafte Aktualisierung dazu, dass an der Ware
weitere Schiden entstehen (,Weiterfressermangel®), hat der Verbraucher im
Rahmen der Nacherfiillung einen Anspruch auf Beseitigung aller Méangel
am digitalen Produkt/ an der Ware mit digitalen Elementen und nicht nur
auf Nachbesserung der Aktualisierung bzw. Bereitstellung einer fehlerfrei-
en Aktualisierung.#® Auch konnte er, wenn die Nacherfiillung innerhalb
einer angemessenen Frist, bei welcher in Anbetracht der bereits zuvor
bestehenden Aktualisierungspflicht anzudenken wire, die Erkennbarkeit in
die Beurteilung der Angemessenheit einzubeziehen,*” misslingt, zum Scha-
densersatz oder Riicktritt schreiten. Sahe man die Aktualisierungspflicht
hingegen als eigenstindige Pflicht, reagiert das Gewihrleistungsrecht wie
gewohnt erst mit Scheitern des zweiten Versuchs zur mangelfreien Bereit-
stellung eines Updates mit Schadensersatz und Riicktritt.*® Diese unchar-
mante und den Verbraucher ungleich belastende Losung, die de facto zu
einer zeitlichen Verzégerung der Rechte des Verbrauchers fithrt, kann so
nicht intendiert gewesen sein.

43 Lorenz (Fn.12), §475b, Rn.34; Faust (Fn.37), § 475b, Rn.30a; Hoffmann/Liffler,
Lieferkette (Fn. 8), 4.

44 Ein Wahlrecht zwischen Nachbesserung und Nachlieferung besteht hier nicht, s.
dazu Staudinger/Artz, Neues Kaufrecht (Fn.13), 176, Rn. 441. Im Recht der digitalen
Produkte wird die Nacherfiillung wohl ohnehin idR durch Updates geschehen, vgl.
Manhardt, Recht auf Updates (Fn.27), 401 - eine weitere Anspruchsebene ist daher
nicht zweckmafig.

45 So i.E. auch Leithduser, Softwarekauf (Fn. 27), 277; Lorenz (Fn. 12), § 475b, Rn. 35.

46 Vgl. Maultzsch, in: F. J. Sacker/R. Rixecker/H. Oetker/B. Limperg/C. Schubert
(Hrsg.), Miinchener Kommentar zum BGB, Band IV, 9. Aufl., Miinchen 2024, § 439,
Rn.13ff; Lorenz (Fn.12), § 475b, Rn.27; Manhardt, Aktualisierungspflicht (Fn. 9),
S.1391.

47 Dazu Leithduser, Softwarekauf (Fn. 27), 280.

48 Manhardt, Aktualisierungspflicht (Fn. 9), S. 137 f.
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FE Fazit

Nur dann, wenn man die Aktualisierungspflicht als Teil der Pflicht zur
vertragsgemaflen Leistung gemafd § 327d BGB bzw. §433 Abs.1 S.2 BGB
versteht, ist sie mit dem Wortlaut und dem Zweck des Unionsrechts und
seiner Umsetzungsnormen vereinbar und fiihrt zu einer fortgesetzten Ko-
hirenz mit dem Mangelgewahrleistungsrecht. Der Verbraucher hat somit
einen Anspruch auf die Bereitstellung von Aktualisierungen, der letztlich
{iber den Nacherfiillungsanspruch durchgesetzt wird. Uber diesen kann
er sodann solche Funktionsbeeintrachtigungen des digitalen Produktes/
der Ware mit digitalen Elementen geltend machen, die auf eine fehlende
oder fehlerhafte Aktualisierung zuriickzufiihren sind. Auf diese Weise wird
der eigentliche Zweck der Aktualisierungspflicht — der Erhalt der Funkti-
onsfahigkeit des digitalen Produkts/ der Ware mit digitalen Elementen -
verwirklicht.#?

49 Vgl. insbes. Erwagungsgrund 47 Digitale-Inhalte-Richtlinie.
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Falta de conformidad de los contenidos y servicios digitales y
derechos de autor

Antoni Rubi Puig, Universitat Pompeu Fabra

Resumen: Este trabajo analiza la regla sobre derechos de terceros en el
articulo 10 de la Directiva (UE) 2019/770, e identifica los elementos clave
para delimitar los casos en los que la vulneracion de derechos de propiedad
intelectual de terceros puede dar lugar a una falta de conformidad juridica.
En primer lugar, se examinan los factores esenciales para comprender la
aplicacion del precepto. Se describen las diferentes relaciones entre el sumi-
nistro de contenidos digitales y los derechos de autor y derechos afines, las
distintas modalidades de suministro, el uso de licencias de usuario y medi-
das técnicas de proteccion, asi como la posible aplicacién de la regla en
diversos escenarios. A continuacién, se desglosan los elementos del articulo
10 Directiva (UE) 2019/770. Posteriormente, se discute la aplicacién de los
criterios subjetivos y objetivos de conformidad en situaciones en las que
las restricciones sobre los contenidos y servicios digitales derivan de la
proteccion de derechos de autor de terceros. En este marco, se propone un
criterio para determinar cudndo la omisién de informacién por parte del
suministrador puede ser relevante para declarar una falta de conformidad,
ilustrandolo con tres casos practicos.

Palabras clave: contenidos y servicios digitales, falta de conformidad juridi-
ca, derechos de propiedad intelectual, asimetria informativa.

Zusammenfassung: Der folgende Beitrag erortert die in Artikel 10 der
Richtlinie (EU) 2019/770 getroffene Regelung tiber die Rechte Dritter und
arbeitet die mafSgeblichen Kriterien zur Abgrenzung der Fille heraus, in
denen die Verletzung von Urheberrechten eine Haftung des Unternehmers
fiir Rechtsmiangel nach sich ziehen kann. Zunéchst werden die Faktoren
untersucht, die fiir das Verstandnis der Anwendung der Regelung wesent-
lich sind. Erldautert werden die unterschiedlichen Beziehungen zwischen
der Bereitstellung digitaler Inhalte und dem Urheberrecht und verwandten
Schutzrechten, die zahlreichen Mdglichkeiten der Bereitstellung digitaler
Inhalte und Dienstleistungen, der Einsatz von Endnutzerlizenzvertrigen
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und technischen Schutzmafinahmen sowie die mogliche Anwendbarkeit
der Regelung in verschiedenen Szenarien. Anschlieflend werden die in
Artikel 10 der Richtlinie (EU) 2019/770 geregelten Voraussetzungen einer
eingehenden Analyse unterzogen. Sodann werden die subjektiven und
objektiven Anforderungen in Sachverhalten diskutiert, in denen eine Be-
schrinkung der Nutzung von digitalen Inhalten und Dienstleistungen auf
dem Schutz von Urheberrechten Dritter beruht. In diesem Zusammenhang
wird ein Kriterium zur Bestimmung der Voraussetzungen vorgeschlagen,
unter denen das Verschweigen von Informationen durch den Unternehmer
fiir die Feststellung einer Mangelhaftigkeit relevant sein kann. Dieses Krite-
rium wird anhand von drei praktischen Féllen veranschaulicht.

Schliisselworter: digitale Inhalte und Dienstleistungen, Rechtsmangel, Urhe-
berrechte, Informationsasymmetrie.

A. Introduccion

En ocasiones, un consumidor celebrard un contrato con un empresario por
el cual este se obligard a suministrarle contenidos o servicios digitales que
luego, a consecuencia de la proteccion de derechos de propiedad intelectual
de un tercero, aquel no podrd utilizar en la forma pactada o de acuerdo
con sus expectativas razonables. En estos supuestos, la utilizacién pactada o
esperable de los contenidos o servicios digitales podria llegar a infringir los
derechos de exclusiva del tercero o violar las condiciones establecidas por
este ultimo para el uso y disfrute de los derechos de autor o derechos afines
de los cuales es titular.

Estas limitaciones en el uso de los contenidos o servicios digitales deriva-
das de la salvaguarda de derechos de propiedad intelectual de un tercero
menoscaban la posicién del consumidor en la relacién contractual de sumi-
nistro y le permiten hacer valer frente al empresario los remedios por falta
de conformidad previstos en el derecho de consumo. Se trata de casos de
falta de conformidad juridica o vicios juridicos (legal defects, Rechtsmingel,
défauts juridiques, vizi giuridici), pues especificamente derivan del recono-
cimiento y proteccion de los derechos de autor o derechos afines titularidad
de un tercero ajeno al contrato de suministro.

La Directiva (UE) 2019/770, de 20 de mayo de 2019, relativa a determi-
nados aspectos de los contratos de suministro de contenidos y servicios
digitales a consumidores cuenta con una regla en el art. 10 para el tratami-
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ento de estas faltas de conformidad juridica.! En Espafia, la norma ha sido
objeto de una doble transposicion: en el Texto Refundido de la Ley General
para la Defensa de Consumidores y Usuarios? y en el Libro Sexto del Codi
Civil de Catalunya.?

El riesgo de que el consumidor pueda recurrir en estos supuestos a los
remedios por falta de conformidad y, en especial, la posibilidad de resolver
el contrato de suministro, generan incentivos al empresario para que, por
una parte, se asegure de que cuenta con las autorizaciones necesarias de
los titulares de derechos de propiedad intelectual para llevar a cabo su
actividad econdmica de suministro y para que, por otra parte y sobre
todo, proporcione una mejor informacién a los consumidores acerca de
los contenidos y servicios digitales que suministra. En este dltimo caso,
como se verd, basta alinear la informacién proporcionada al consumidor
con las restricciones y limitaciones queridas por el titular de los derechos
para hacer que los contenidos y los servicios digitales sean conformes
con el contrato. Si, en el momento de contratar, el consumidor contaba
con informacién adecuada sobre las caracteristicas de los contenidos o
servicios digitales objeto del contrato derivadas del ejercicio de derechos
de propiedad intelectual, dificilmente podra alegar con éxito una falta de
conformidad.

Los problemas mas dificiles en la aplicacién de la regla prevista en
el art. 10 DCD se plantean en los casos de insuficiencia de informacion
proporcionada por el empresario al consumidor, pues no todos ellos han de
resultar en una falta de conformidad de los contenidos o servicios digitales
suministrados. En otros términos, no todos los riesgos derivados de una
asimetria informativa han de asignarse al empresario suministrador y habra
de ser el consumidor quien arrostre con ellos y, en su caso, quien pueda
llegar a actuar frente al tercero que, con base en sus derechos de propiedad,
limita o restringe el uso de los contenidos o servicios digitales. Este sera
el caso principalmente de aquellas faltas de informacién referidas a restric-
ciones sobre el uso de los contenidos o servicios digitales implementadas

1 DO L 136, de 22.5.2019, p. 1-27 (en adelante, DCD). Véase también art. 9 de la Directiva
(UE) 2019/771, de 20 de mayo de 2019, relativa a determinados aspectos de los contra-
tos de compraventa de bienes (DO L 136, de 22/05/2019, p. 28-50) (en adelante, DCV).

2 Art.10 del Texto Refundido de la Ley General para la Defensa de Consumidores y
Usuarios, aprobado por Real Decreto-Legislativo 1/2007, de 16 de noviembre (BOE
num. 287, de 30.11.2007) (en adelante, TRLGDCU).

3 Art. 621-30 del Llibre Sise del Codi Civil de Catalunya (aprobado por Llei 3/2017, del 15
de febrero) (en adelante, CCCat). En el derecho aleman, véase §327g BGB.
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por el titular de los derechos de propiedad intelectual que deriven de un
ejercicio de facultades que le atribuye el ordenamiento y que no se aparten
de lo que este dispone.* Este trabajo propone un test para examinar la
conformidad de los contenidos digitales en los supuestos de insuficiencia
informativa del consumidor que persigue cohonestar la regla del art. 10
DCD con el derecho espafiol y europeo vigente en materia de derechos de
propiedad intelectual y que pasa por la identificacion de las normas de este
ultimo como imperativas o como dispositivas. Esta constituye la principal
contribucién de este trabajo.

Ademis, este trabajo ofrece un andlisis de la regla sobre falta de confor-
midad juridica en la DCD e identifica los factores relevantes para delimitar
las faltas de conformidad juridica por vulneracién de derechos de propie-
dad intelectual de terceros. Se organiza de la manera siguiente: después de
la presentacion de la cuestion discutida en el trabajo, el apartado B describe
diferentes factores relevantes para entender la aplicacién de la regla prevista
en el art. 10 DCD. A continuacién, el apartado C identifica y examina los
diferentes elementos de la regla del art. 10 DCD. En particular, el trabajo
analiza cémo funcionan los criterios subjetivos y objetivos de conformidad
en supuestos en los cuales las restricciones sobre los contenidos y servicios
digitales derivan de la proteccion de derechos de propiedad intelectual
de terceros; y propone un criterio para determinar cuando la omisién de
informacion por parte del suministrador al consumidor puede ser relevante
para la determinacion de una falta de conformidad; y se ensaya este criterio
en tres supuestos diferentes. Por ultimo, el trabajo incluye unas breves
conclusiones.

B. Contexto de aplicacion de la regla

I. Relaciones entre contratos sobre contenidos y servicios digitales y
derechos de autor

Son varias las relaciones que pueden identificarse entre contratos sobre
contenidos y servicios digitales y derechos de autor. En primer lugar, sera
habitual que muchos de los contenidos digitales objeto de estos contratos
de suministro, tales como libros, peliculas, videojuegos o programas de or-

4 Infra apartado CV.4.
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denador, estén protegidos por derechos de autor y, en su caso, por derechos
afines como los atribuidos a artistas e intérpretes o productores®. Son con-
tenidos que, de ordinario, superaran los requisitos para ser protegibles
mediante derechos de propiedad intelectual.® Aunque no todos los conteni-
dos digitales incluiran obras y otras prestaciones protegidas por derechos
de propiedad intelectual, la DCD asume que serd lo mas frecuente y cita
expresamente en el art. 10 a los derechos de propiedad intelectual entre
los derechos de terceros que pueden resultar en una falta de conformidad
juridica de los contenidos y servicios digitales.

En segundo lugar, también sera habitual que el uso y acceso a los con-
tenidos digitales contratados impliquen actos de explotacién de derechos
de propiedad intelectual; o que la prestacién de muchos servicios digitales
relacionados con el suministro de contenidos digitales conlleve también
actos de explotacion (Considerando 19 DCD). Por ejemplo, el suministro
en linea de contenidos digitales comportard de ordinario actos de comuni-
cacion al publico de obras y otras prestaciones, en la modalidad de puesta a
disposicion del publico.

En el régimen juridico actual, los actos de puesta a disposicion del
publico de los contenidos digitales son realizados por los usuarios de las
plataformas (destinatarios de los servicios de alojamiento) y, en algunos
casos, por las plataformas prestadoras de los servicios.” En la jurispru-
dencia, asi lo han resuelto STJUE (Gran Sala) de 22 de junio de 2021,
asuntos acumulados C-682/18 y C-683/18, Frank Peterson contra Google
LLC y otros y Elsevier Inc. contra Cyando AG (ECLI:EU:C:2021:503); y
STJUE (Gran Sala) de 26 de abril de 2022, asunto C-401/19, Republica

5 Considerando 19 DCD; y G. Spindler, Contract Law and Copyright- Regulatory Chal-
lenges and Gaps”, en: R. Schulze/D. Staudenmayer/S. Lohsse (eds), Contracts for the
Supply of Digital Content: Regulatory Challenges and Gaps: Miinster Colloquia on EU
Law and the Digital Economy II, Hart-Nomos, 2017, pp. 211-227, p. 212.

6 Sobre los requisitos de proteccién en derecho espafiol y, en particular, acerca de la
nocion de originalidad, véase A. Rubi Puig, Originality in Spanish Copyright Law, en:
I. Gupta/V.H. Devaiah/M. Singh (eds.), Handbook on Originality in Copyright: Cases
and Materials, Springer Nature, 2023, pp. 1-15.

7 Véanse arts. 20, 108, 116 y 122 del Texto Refundido de la Ley de Propiedad Intelectual
(BOE ntm. 97, de 22.4.1996) (en adelante, TRLPI); y art. 73 del Real Decreto-ley
24/2021, de 2 de noviembre, (BOE nim. 263, de 3.11.2021) (que transpone al derecho
espaiiol lo previsto en el art. 17 de la Directiva (UE) 2019/790, de 17 de abril de 2019,
sobre los derechos de autor y derechos afines en el mercado unico digital (DO L 130, de
17.5.2019, p. 92-125)). En la literatura espafiola, véase, entre otros, J.P. Aparicio Vaquero,
Propiedad intelectual y suministro de contenidos digitales, InDret 3/2016, pp. 1-58.
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de Polonia contra Parlamento Europeo y Consejo de la Union Europea
(ECLI:EU:C:2022:297).

En algunas ocasiones, el suministro en linea de determinados contenidos
digitales conllevara la realizacién de actos de distribucién.® También, ha-
bitualmente, el uso y acceso de los contenidos digitales comportara la
realizacién de copias temporales o permanentes de estos en los terminales
de los usuarios y, por lo tanto, actos de reproduccién, no siempre cubiertos
por un limite legal (art. 31 TRLPI). Asimismo, el suministro de servicios de
computacion en la nube o de alojamiento en plataformas puede comportar
actos de reproduccidn y, en su caso, de comunicacién al publico.’.

En tercer lugar, determinados servicios digitales pueden utilizarse por
sus usuarios para generar nuevas obras y otras prestaciones que podran
quedar protegidas por derechos de autor o derechos afines. Por ejemplo, el
suministro de servicios de inteligencia artificial generativa puede facilitar
que un usuario acabe creando contenidos protegibles mediante derechos de
autor, aunque es muy discutible que este sea el resultado en todo supuesto
de utilizacién de estas herramientas.!

Finalmente, hay otros aspectos que ponen de manifiesto los vinculos
estrechos entre contenidos y servicios digitales y derechos de propiedad in-
telectual. Durante la vida de los contratos, pueden producirse modificacio-
nes o transformaciones de los contenidos, que pueden tener transcendencia
para el derecho de la propiedad intelectual.! Por otra parte, no sélo la
ejecucion de estos contratos tiene repercusiones en el derecho de autor,

8 Véase infra apartado CV.6.

9 Es cuestionable que pueda aplicarse la regla de falta de conformidad juridica si un
determinado contenido que el destinatario del servicio quiere alojar y poner a dispo-
sicién del publico es filtrado o retirado en aplicacién de lo previsto en el art. 73 del
RDL 24/2021. A favor, G. Spindler, Digital Content Directive And Copyright-related
Aspects, Journal of Intellectual Property, Information Technology and Electronic
Commerce Law (JIPITEC), vol. 12, 2021, pp. 111-130, p. 128. En contra, R. Sdnchez
Aristi, Contratos de suministro de contenidos y servicios digitales y derechos de
propiedad intelectual, en: F. Gémez Pomar/I. Fernindez Chacén (Eds.), El nuevo
derecho digital. I. Los contratos de suministro de contenidos y servicios digitales,
Cizur Menor: Aranzadi, 2024, pp. 465-510, p. 473.

10 La literatura sobre esta cuestién es muy nutrida. Para una discusién reciente en Espa-
fa, véase R. Evangelio Llorca, Resultados generados con intervencién de sistemas de
inteligencia artificial y su proteccién (o no) por la propiedad intelectual, Cuadernos
de derecho privado, num. 10, 2024, pp. 99-152.

11 Véase art. 14.5 TRLPI en relacién con los arts. 8.2. y19 DCD.
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sino también su terminacidn por varias causas y los posibles derechos de
portabilidad y uso ex post.!2

La DCD deja salva la normativa sobre derechos de autor. En este sentido,
el art. 3.9 establece que la Directiva se entenderd sin perjuicio del Derecho
de la Unidn y nacional en materia de derechos de autor y derechos afines,
incluida la Directiva 2001/29/CE relativa a la armonizacién de determina-
dos aspectos de los derechos de autor y derechos afines a los derechos de
autor en la sociedad de la informacién.® El Considerando 36 DCD también
remarca este extremo. Pero, como veremos, alinear ambas normativas —que
parten de intereses protegibles y finalidades diferentes- no es nada facil.
Cohonestar la proteccion de las facultades que el derecho de propiedad
intelectual atribuye a los titulares para la explotacion eficiente de sus obras
y demds prestaciones protegidas y la proteccién de los consumidores frente
a las faltas de conformidad experimentadas en el disfrute de los contenidos
digitales que incorporan aquellas plantea muchas dificultades. Este trabajo
proporciona un test para alinear estas dos normativas en el examen de las
faltas de conformidad relacionadas con las expectativas razonables de los
consumidores acerca de las caracteristicas y cualidades de los contenidos y
servicios digitales contratados.'*

II. Modalidades de suministro de contenidos digitales

Los contenidos y servicios digitales pueden suministrarse de varias formas
(Considerando 19 CDC). Por ejemplo, un contenido digital puede estar
grabado en un soporte material, como un DVD o stick, y ser este soporte el
que se adquiera por parte del consumidor; puede descargarse por el propio
consumidor en uno de sus dispositivos; o puede ser accedido por medio
de una web de streaming. Por su parte, los servicios pueden suministrarse
de diferentes modos, como puede ser mediante el acceso con una clave,
mediante descarga de una aplicacién en el terminal del usuario o mediante
una interfaz de usuario. La DCD parte de un principio de neutralidad

12 Véanse, entre otros, S. Geiregat, Copyright Meets Consumer Data Portability Rights:
Inevitable Friction between IP and the Remedies in the Digital Content Directive,
GRUR International, vol. 71, n. 6, 2022, pp. 495-515; P. Koukal, Digital Content
Portability and Its Relation to Conformity with the Contract, Masaryk University
Journal of Law and Technology, vol. 51, n.1, 2021, pp. 53-84.

13 Directiva 2001/29/CE, de 22 de mayo de 2001 (DO L 167, de 22.6.2001, pp. 10-19).

14 Véase infra CV.A4.
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tecnoldgica y se aplicara con independencia de la modalidad de suministro
de contenidos o servicios digitales y de sus caracteristicas técnicas, asi como
de su calificacién juridica.

Con arreglo al art. 3.4 DCD, esta no se aplica a los contenidos o servici-
os digitales que estén incorporados a los bienes o interconectados con
ellos y que se suministren con los bienes con arreglo a un contrato de
compraventa relativo a dichos bienes, con independencia de si dichos
contenidos o servicios digitales son suministrados por el vendedor o
por un tercero. En estos supuestos, la falta de conformidad juridica por
restricciones derivadas de la proteccién de derechos de terceros se regira
por lo previsto en la DCV.

La DCD no tipifica el contrato por el medio del cual el empresario sumi-
nistra contenidos o servicios digitales al consumidor y, en particular, si
este ha de considerarse un contrato de compraventa, arrendamiento, obra
o servicios, entre otros.® Con todo, la calificacién, que se realizard con
arreglo al derecho nacional, puede ser crucial, como se vera, a los efectos de
aplicacion del derecho de propiedad intelectual.®

I11. Licencias de uso sobre contenidos digitales
En las diferentes modalidades de contratos de suministro de contenidos di-

gitales es habitual encontrar un instrumento juridico peculiar: las licencias
de uso, licencias de usuario o EULAs (End User License Agreement).”

15 Considerando 12 DCD. En el mismo sentido, R. Sdnchez Leria, Derechos de terceros
sobre la cosa vendida o contenido digital suministrado: el tratamiento de la falta
de conformidad juridica en la legislacién protectora de consumidores, Anuario de
Derecho Civil, 2024, IV, pp. 1569-1628, p. 1599; y J.P. Aparicio Vaquero, La tipificacién
del contrato de suministro de contenidos y servicios digitales: entre la propiedad
intelectual y el derecho de consumo, Revista de Educacién y Derecho, 2021, pp. 1-33,
p- 9. Sobre la calificacién de los diferentes tipos contractuales, E. Arroyo Amayuelas,
La transformacién digital de los contratos de consumo en Espafa, en: 1. Gonzélez
Pacanowska/M.C. Plana Arnaldos (Dirs.), Contratacién en el entorno digital, Cizur
Menor: Aranzadi, 2023, pp. 23-62, especialmente, pp. 27-30.

16 Véase infra CV.6.

17 Para una discusion de las licencias de usuario, véanse J. Ataz Lopez, Licencias de uso
de contenidos digitales sometidos a propiedad intelectual, en: Gonzalez Pacanowska/
Plana Arnaldos (n. 15), pp. 63-86; y J.P. Aparicio Vaquero, Licencias de uso no
personalizadas de programas de ordenador (Shrink-wrap, click-wrap y otras formas
de distribucién de software), Granada: Comares, 2004.
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En general, el uso y disfrute de los contenidos digitales puede conllevar
la realizacién de copias temporales en los equipos de los usuarios o, de
algin otro modo, implicar actos de explotacién de derechos de propiedad
intelectual titularidad de terceros. Por ello, ha sido habitual que los titulares
de dichos derechos hayan recurrido a acuerdos de licencia para establecer
las autorizaciones a los diferentes usuarios de los contenidos digitales para
llevar a cabo dichos actos de explotacién.

De hecho, no serfa verdaderamente necesario recurrir a una autoriza-
cién expresa contenida en una licencia de usuario o en otro tipo de
contrato. Con arreglo a otros factores, la autorizacién para llevar a cabo
los actos de explotacion puede ser implicita o tacita (STJUE de 16 de
noviembre de 2016, asunto C-301/15, Marc Soulier y Sara Doke (ECLI:
EU:C:2016:878), apdo. 35).

En estas licencias, también ha sido habitual que los titulares establecieran
condiciones'8 para el uso y acceso a los contenidos, asi como restricciones y
prohibiciones, no siempre fundadas en el ejercicio de sus propios derechos
de exclusiva sobre las obras y las prestaciones protegidas. Dicho de otra
manera, algunas de estas restricciones solamente tendrian una eficacia inter
partes limitada a los sujetos de la relacion licenciante-licenciatario y al no
fundarse en un derecho de propiedad intelectual carecerian de efectos erga
omnes frente a sujetos diferentes del licenciatario que puedan acceder a los
contenidos digitales."”

Las licencias de usuario no siempre son aceptadas antes de la perfeccién
del contrato de suministro o su contenido no puede ser razonablemente
conocido por un adquirente o consumidor destinatario del suministro de
contenidos o servicios digitales en este momento. Piénsese en el caso de un
adquirente de un cartucho de videojuego que cuando lo carga por primera
vez en su consola ha de aceptar un acuerdo de licencia para poder jugar
o que descubre que hay un acuerdo predispuesto dentro del paquete plasti-
ficado. Por ello, es posible que el propio suministrador del contenido digital
ignore las caracteristicas de la licencia de usuario y facilite al consumidor

18 Este es el término empleado en el TRLPI, que se refiere a las condiciones de utiliza-
cién de una obra o prestacion protegida en relacion con la proteccion de informacién
para la gestién de los derechos (Digital Rights Management — DRM). Véase art. 198.2
TRLPI.

19 Sobre esta cuestion, O. Ben-Shahar, Damages for Unlicensed Use, The University
of Chicago Law Review, vol. 78, 2011, pp. 7-29; y C. Mulligan, Licenses and the
Property/Contract Interface, Indiana Law Journal, vol. 93, n. 4, 2018, pp. 1073-1120.
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una informacidn incorrecta, insuficiente o no alineada adecuadamente con
lo establecido por el titular de los derechos de propiedad intelectual. Esto
es, ademas de las asimetrias informativas entre consumidor y suministrador
y entre consumidor vy titular de los derechos de propiedad intelectual, una
tercera asimetria informativa puede afectar a la relacién entre suministra-
dor y titular.

A diferencia de lo que ha venido ocurriendo tradicionalmente en conte-
nidos no digitales, para los cuales este tipo de restricciones predispuestas
por los titulares de los derechos de propiedad intelectual, especialmente, en
el ambito de su uso en relaciones de consumo, era inexistente o residual,?
en el ambito de los contenidos digitales su uso estd muy extendido.?! Su
aceptacion por el consumidor deviene indispensable para que pueda acce-
der, usar y disfrutar los contenidos y servicios digitales.

IV. Utilizacién de medidas tecnoldgicas de proteccion

También es habitual, en el suministro de contenidos digitales, que los
fabricantes o titulares de derechos de autor utilicen medidas tecnoldgicas
de proteccidn, esto es, técnicas, dispositivos o componentes cuya funcién
es impedir o restringir determinados actos de uso o acceso a los conteni-
dos. Los titulares de los derechos, mediante la aplicacion a los contenidos
digitales o a los dispositivos que los albergan de un control de acceso o
de un procedimiento de proteccién como, por ejemplo, la codificacion,
aleatorizacién u otra transformacion de la obra o prestacion o un mecanis-
mo de control de copiado que logre este mismo objetivo, pueden llegar a
restringir o limitar el uso pactado o esperable de los contenidos digitales
suministrados a un consumidor (art. 196.3 TRLPI).

En general, los titulares de derechos sobre obras o prestaciones protegi-
das con medidas tecnoldgicas eficaces deberan facilitar a los beneficiarios
de determinados limites a los derechos de propiedad intelectual, entre ellos,

20 Algunos autores han criticado su uso creciente en el caso de bienes tangibles sin
contenidos digitales o no interconectados con servicios digitales. Asi, D. D’Onfro,
Contract-Wrapped Property, Harvard Law Review, vol. 137, n. 4, 2024, pp. 1058-1136.

21 En buena parte, ello consiste en un trasplante juridico a partir de la recepcion en
los EE.UU. de este instrumento y su consolidacién en la jurisprudencia de aquel pais
como mecanismo para regular el uso y acceso a programas de ordenador, videojuegos
y otros contenidos digitales. Uno de los casos seminales es MAI Systems Corp. V. Peak
Computer, Inc, 991 F.2d 511 (9th Cir. 1993).

94

hitps://dol.c ) -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Falta de conformidad de los contenidos y servicios digitales y derechos de autor

el de copia privada, los medios adecuados para disfrutar de ellos, conforme
a su finalidad, siempre y cuando tales beneficiarios tengan legalmente acce-
so a la obra o prestacién de que se trate (art. 197.1 TRLPI).?2 En la practica,
estas medidas tecnoldgicas de proteccion restringiran algunos usos de los
contenidos digitales amparados en limites a los derechos de propiedad in-
telectual, asi como otras formas de uso, de un modo que puede contradecir
lo pactado en el contrato de suministro o lo esperado razonablemente por
el consumidor.

En definitiva, las restricciones o limitaciones derivadas de derechos de
propiedad intelectual que pueden resultar en una falta de conformidad
pueden tener su origen no solo en los acuerdos de licencia de uso, sino
también en la implementacién de medidas tecnolégicas de proteccién en
los contenidos digitales objeto del suministro. En este sentido, las restric-
ciones por medio de la tecnologia pueden complementar o sustituir las
restricciones impuestas contractualmente.” Con ello, los titulares se han
asegurado un mayor control sobre la explotacion, uso y acceso a las obras
y demads prestaciones protegidas por el derecho de la propiedad intelectual,
en detrimento de los intereses de sus usuarios, sean estos consumidores o
no.

V. Heterogeneidad en el origen de las potenciales faltas de conformidad

1. Introduccién

Las normas sobre falta de conformidad juridica de los contenidos y servici-
os digitales en relacién con derechos de propiedad intelectual que transpo-
nen el art. 10 DCD al derecho interno se pueden aplicar a diferentes tipos
de situaciones. Aunque la regla que contienen es, en efecto, la misma,
resulta adecuado describir diferentes realidades, pues responden a la pro-
teccion de intereses diversos y, por ello, las dificultades en la interpretacién
y aplicacién de aquella son también diferentes.

De forma resumida, pueden identificarse dos constelaciones de casos.
En primer lugar, habra situaciones en las cuales unos contenidos digitales
se suministrardn por el empresario a los consumidores sin contar con
autorizacidn alguna de los titulares de derechos de autor. En segundo lugar,

22 Véase infra apartado CV.5.
23 Sdnchez Aristi, Contratos de suministro (n. 9), p. 489.

95

hitps://dol.c ) -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Antoni Rubi Puig

habra situaciones en las cuales habrd una autorizacién y, de hecho, es la
propia autorizacion -en definitiva, la licencia de uso- la que comporta una
restriccion del uso y disfrute de los contenidos digitales. Esto es, en un
caso se estan llevando a cabo actos de explotacion sin el consentimiento
del titular y, en el otro, sin respetar las condiciones impuestas por este.
Desde el punto de vista del derecho de consumo, la aplicacién de la regla
de falta de conformidad juridica a ambos casos responde principalmente a
una misma finalidad: se persigue proteger la confianza de los consumidores
y la mitigacién de asimetrias informativas en los contratos de consumo.?*
Desde el punto de vista del derecho de propiedad intelectual, sin embargo,
la explicacién econdmica es diferente en cada supuesto: los intereses del
tercero titular de derechos de propiedad intelectual son, como se verd,
distintos en uno y otro caso. Y, de hecho, la DCD asume esta distincién y
dedica dos Considerandos diferentes a cada una de estas situaciones.

2. Suministro de contenidos digitales sin autorizacién del titular de los
derechos de propiedad intelectual

Se trata de casos en los cuales el propio suministro de los contenidos
o servicios digitales supone actos de explotacién de derechos de autor
o de derechos afines sin contar con la autorizacién de sus titulares, por
ejemplo, porque la actividad de suministro infringe los derechos exclusivos
de distribucién o de puesta a disposicion del publico; o el propio uso por
el consumidor u otro adquirente o destinatario de los servicios supone tam-
bién actos de explotacién como, por ejemplo, del derecho de reproducciéon
sin licencia u otra cobertura legal.

En estos supuestos, el tercero podrd ejercer pretensiones por infraccion
de derechos de propiedad intelectual frente al suministrador o, en su caso,
frente al consumidor, que comportardn que este Ultimo no pueda usar
los contenidos o servicios digitales en el modo pactado en el contrato de
suministro o con arreglo a sus expectativas razonables. La tutela del tercero
en estos supuestos concierne al nucleo duro del derecho de propiedad
intelectual: se persigue preservar la integridad del contenido econémico del
derecho de exclusiva frente a unos usos usurpatorios. En el dmbito online,

24 Sobre las funciones de la proteccién de los consumidores frente a faltas de conformi-
dad de los contenidos y servicios digitales, véase F. Gdmez Pomar, La conformidad
en los contratos sobre contenidos y servicios digitales, en: Gémez Pomar/ Ferndndez
Chacén (eds.), El nuevo derecho digital (n. 9), pp. 337-464, en particular, pp. 341-347.
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puede citarse como ejemplo el de un servicio de streaming que deja de
ofrecer un determinado contenido digital porque su prestador no contaba
con una cesién o una autorizacién suficientes del titular de los derechos de
propiedad intelectual para llevar a cabo la explotacion de las obras o demds
prestaciones. Por ejemplo, por medio de un contrato de suministro, el
consumidor accedi6 a un libro electrénico en su tablet y, antes de finalizar
su lectura, la copia desaparece de su dispositivo o se le bloquea el acceso a
resultas de una reclamacién de la editorial contra la plataforma.

La falta de autorizacién por el titular de los derechos de propiedad
intelectual, a la que se refiere el Considerando 54 DCD, constituye el supu-
esto paradigmdtico de falta de conformidad juridica en este dmbito. Estos
supuestos siguen el sentido tradicional de los vicios juridicos en materia
de propiedad intelectual, trasladados ahora al dmbito de los contenidos
digitales.

Pueden encontrarse varios antecedentes de esta norma, particularmente,
lo previsto en el art. 42 del Convenio sobre los Contratos de Compraven-
ta Internacional de Mercaderias (Convencién de Viena).?> En el dambito
offline, las faltas de conformidad juridica han tenido un papel mads relevan-
te en los contratos entre empresarios que en los contratos de consumo.
Pueden destacarse supuestos en los cuales un vendedor y un comprador
celebran un contrato de compraventa de mercaderias consistentes en copias
de una obra, productos marcados, o productos que incorporan una inven-
cién patentada, cuya ejecucién -y, en particular, la puesta en circulacién
de los productos en un determinado mercado- vulneraria el derecho de
distribucion:?¢ el hecho de que los bienes en cuestién estén afectados por
derechos de propiedad intelectual o industrial de un tercero comportard
que no puedan importarse o venderse en aquellos territorios en los cuales
no se hubiera agotado previamente el derecho de distribucién del titular de
aquellos. No siempre se tratard de contratos ineficaces, pues, en ocasiones,
el contrato serd perfectamente valido y no afectado por un error relevante,
pero, debido al principio de territorialidad, el bien o bienes en cuestion
no podran distribuirse en el territorio pretendido por las partes con la

25 I Schwenzer, Article 42, en: P. Schlechtriem/I. Schwenzer (eds.), Commentary on
the UN Convention on the International Sale of Goods, 4® ed., Oxford: Oxford
University Press, 2016, p. 692 y ss. También, art. IV.A.-2:306 DCFR; y art. 102.2
CESL.

26 2016 UNCITRAL Digest of case law on Art. 42 CISG. Disponible en: https://cisg-on-
line.org/media/J508L21P/2016_UNCITRAL_CISG_Digest_Article_42.pdf (consulta-
do el 25.2.2025).
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finalidad de proteger al titular de los derechos de propiedad intelectual
frente a importaciones paralelas.?’

3. Suministro de contenidos digitales con licencia del titular de los derechos
de propiedad intelectual que restringe o limita el uso de aquellos por el
consumidor

En el segundo supuesto, el suministrador estd autorizado a suministrar
los contenidos digitales por el tercero titular de los derechos de autor. En
estos casos, el titular efectivamente estd explotando el contenido econdémico
de sus derechos de exclusiva sobre los contenidos digitales, pero lo sujeta
a determinadas condiciones y restricciones, que acaban limitando el uso
pactado o esperable de aquellos por el consumidor. El Considerando 53
DCD se refiere a esta situacion.

El legislador europeo parte, en el disefio del régimen de las faltas de
conformidad juridica, de la practica habitual en el mercado consistente
en la utilizacién por los titulares de derechos de propiedad intelectual de
licencias de usuario predispuestas para incluir condiciones y restricciones
al uso de los contenidos y servicios digitales.?® Es asumible que el titular
de los derechos disefiard estas restricciones en beneficio propio y, en parti-
cular, con vistas a la maximizacién de los resultados de sus actividades
econdmicas. Varios trabajos académicos ya han identificado limitaciones
y restricciones habituales en los mercados de contenidos digitales y que
podrian valorarse como potenciales faltas de conformidad en las relaciones
de consumo.?’ Entre otras pricticas, se han destacado y cuestionado juridi-
camente restricciones a la cesion, transmision o reventa de los contenidos

27 T. Cottier, Parallel Trade and Exhaustion of Intellectual Property in WTO Law
Revisited, in: H. Grosse Ruse-Khan/A. Metzger (eds.), Intellectual Property Ordering
beyond Borders, Cambridge: Cambridge University Press, 2022, pp. 189-232.

28 Sdnchez Leria, Derechos de terceros (n. 15), p. 1596, n. 46, cuestiona que en estos
supuestos pueda hablarse técnicamente de una falta de conformidad juridica, pues las
restricciones no derivan de la existencia de derechos de terceros sino del ejercicio por
parte de estos de las facultades que entrafian. No obstante, las faltas de conformidad
juridica que regula el art. 10 DCD se refieren a cualesquiera derechos de terceros,
incluidos derechos meramente obligaciones establecidos en una licencia de usuario.
Sobre ello, infra apartado C.I. Con todo, la autora considera que puede partirse de
una nocion amplia de vulneracién para incluir a tales supuestos.

29 G. Spindler, Digital Content (n. 9); y L. Oprysk/K. Sein, Limitations in End-User Li-
censing Agreements: Is There a Lack of Conformity Under the New Digital Content
Directive?, IIC- International Review of Intellectual Property and Competition Law,
vol. 51, 2020, pp. 594-623.
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digitales, la imposibilidad de realizar copias de seguridad o copias privadas,
la prohibicién de utilizacion simultdnea de los contenidos digitales en vari-
os dispositivos, limitaciones temporales de uso y acceso a los contenidos
y servicios digitales, o restricciones relacionadas con las caracteristicas de
interoperabilidad de los contenidos digitales.

Las condiciones y restricciones predispuestas por los titulares de los
derechos de propiedad intelectual, ademas de redundar en su propio bene-
ficio, pueden ser socialmente valiosas y, por ello, el derecho deberia, al me-
nos hasta cierto punto, darles cobertura.3® Por ejemplo, pueden destacarse
como consecuencias positivas de estas restricciones la reducciéon mediante
la implementacién de estrategias de discriminacion eficiente de precios de
las ineficiencias estaticas (deadweight loss) que genera la atribucién inicial
de derechos de propiedad intelectual®; el establecimiento de restricciones
verticales que contribuyen a la provision de servicios postventa y que
mejoran la posicién de los consumidores;*? y el diseiio de restricciones que
redundan en la calidad de la experiencia de usuario, especialmente, en bie-
nes con efectos de red (network effects), como pueden ser los videojuegos
en linea.®

Ahora bien, como veremos, no siempre los beneficios sociales y privados
de tales restricciones van a compensar los costes sociales que generan vy,
por ello, tiene sentido no darles siempre cobertura juridica.3* Se ha sefala-
do que las restricciones y condiciones impuestas por los titulares de los
derechos de propiedad intelectual para la explotacion de los contenidos
digitales pueden incrementar sobremanera los costes de informacién en el

30 Para un trabajo reciente destacando las ventajas de las restricciones impuestas por
titulares de derechos sobre contenidos digitales y otros bienes y su potencial eficacia
erga omnes, D. Klerman/S. Bechtold, Personal Property Servitudes Revisited, Tulane
Law Review, vol. 99, 2024, pp. 345-395.

31 Para un andlisis de este efecto y los factores que pueden favorecerlo o restringirlo,
A. Katz, The economic rationale for exhaustion: distribution and post-sale restraints,
en: I. Calboli/E. Lee (eds), Research Handbook on IP Exhaustion and Parallel Im-
ports, Cheltenham-Northampton: Edward Elgar, 2016, pp. 23-43.

32 H.J. Hovenkamp, Post-Sale Restraints and Competitive Harm: The First Sale Doctrine
in Perspective, NYU Annual Survey of American Law, vol. 66, 2011, pp. 487-547.

33 A. Rubi Puig, Cambiar las reglas del (video)juego. Mecanismos de control contractual
en plataformas de entretenimiento online, IDP, Revista de Internet, Derecho y Politi-
ca, num. 14, mayo 2012, pp. 75-87.

34 Para una descripcién de los diferentes factores que juegan en el trade-off entre venta-
jas y consecuencias negativas de favorecer el disefio de limitaciones y restricciones
por parte de los titulares de derechos de autor, véase A. Rubi Puig, Principio salva
rerum substantia y agotamiento de derechos de distribucién, InDret 3/2015, pp. 1-45.
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mercado, pueden perseguir ampliar el haz de facultades de control que
el derecho de la propiedad intelectual les atribuye,*® o pueden menoscabar
los niveles de competencia en un determinado sector.” Una abundante
literatura discute la validez y eficacia de estas restricciones.*® Un modo indi-
recto de no protegerlas juridicamente es entender que tales restricciones,
cuando se aparten de lo establecido por el derecho de autor como solucién
dispositiva, son contrarias a las expectativas razonables de un consumidor
si no son comunicadas por el suministrador y, por tanto, contrarias a los
criterios objetivos de conformidad de los contenidos y servicios digitales.*

C. Elementos de la regla sobre falta de conformidad juridica relacionada con
derechos de propiedad intelectual

I. Derechos de terceros

La regla establecida en el art. 10 DCD no esta limitada a los derechos de
propiedad intelectual, sino que se refiere en general a cualesquiera derechos
de terceros, que puedan hacerse valer de algiin modo frente al consumidor
o usuario o destinatario de los contenidos y servicios digitales.*? El art. 10
DCD incluye a los derechos de propiedad intelectual inicamente a titulo de
ejemplo, aunque en la practica, serdn los derechos de terceros que tendrdan
un protagonismo superior en la limitacién al uso y disfrute de contenidos y
servicios digitales por los consumidores.

Los diferentes derechos de terceros que pueden llegar a restringir el uso
de los contenidos digitales podran tener su origen en la ley, en un acto o

35 C. Long, Information Costs in Patent and Copyright, Virginia Law Review, vol. 90,
nam. 2, 2004, pp. 465-549; y M. van Houweling, The New Servitudes, Georgetown
Law Journal, vol. 96, 2008, pp. 885-950.

36 T. Merrill/H. Smith, Optimal Standardization in the Law of Property: The Numerus
Clausus Principle, Yale Law Journal, vol. 110, 2000, pp. 1-70.

37 H.J. Hovenkamp, Post-Sale Restraints (n. 32).

38 En el ambito de los derechos de autor, entre otros, K.F. Szkalej, Copyright in the
Age of Access to Legal Digital Content. A study of EU copyright law in the context
of consumptive use of protected content, Uppsala: Uppsala Universitet, 2021, en
especial, pp. 193-311.

39 Infra apartado CV.

40 F. Rosenkranz, Article 10. Third-party rights, en: R. Schulze/D. Staudenmayer
(eds.), EU Digital Law. Article-by-Article Commentary, Nomos-Beck-Hart, 2020, pp.
183-199; p. 189.
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negocio privado o en el ejercicio de poderes publicos. Por ejemplo, puede
tratarse de afectaciones en el uso de los contenidos digitales derivadas de la
adopcién de medidas en un proceso penal o administrativo que comporten
el embargo, la confiscacién o cualquier otra medida sobre aquellos o los
soportes que los albergan. Las faltas de conformidad pueden derivar tam-
bién de restricciones derivadas de la proteccion de derechos sobre los datos
personales o intimidad, honor y propia imagen.*! Finalmente, los derechos
de terceros pueden estar protegidos por un contrato o un derecho de
crédito oponible frente al consumidor. Esto es especialmente relevante en
el supuesto de los acuerdos de licencia o EULAs y de las restricciones que
contienen que no derivan especificamente de las facultades de explotacién
de derechos de propiedad intelectual.

Cuando nos referimos a las relaciones de consumo, los derechos de
propiedad intelectual relevantes son los protegidos por los derechos de
autor y derechos afines, esto es, por los derechos de propiedad intelectual
en sentido estricto. Los derechos de propiedad industrial son menos rele-
vantes en las relaciones de consumo puesto que, por lo general, no podran
infringirse por los consumidores actuando con un propdsito ajeno a su
actividad comercial, empresarial, oficio o profesion.*? Asi, el art. 34.2 de la
Ley de Marcas restringe la proteccion de las marcas comerciales en relacién
con “usos en el trafico econdmico”.#3 En un mismo sentido, el art. 61.1.a) de
la Ley de Patentes excluye los actos realizados en un ambito privado y con
fines no comerciales*4. Por su parte, el art. 48 a) de la Ley de Proteccion del
Disefio Industrial prevé la misma limitacién.*>

En el ambito de suministro de contenidos digitales, los derechos de un
tercero no tienen por qué afectar directamente a los contenidos y derivar,

41 Considerando 48 DCD. En la literatura, A. Sattler, Urheber- und datenschutzrecht-
liche Konflikte im neuen Vertragsrecht fiir digitale Produkte, Neue Juristische Wo-
chenschrift (NJW) 2020, 3623.

42 Cfr. Art. 621-30 CCCat, que puede aplicarse a relaciones contractuales diferentes de
las de consumo.

43 Ley 17/2001, de 7 de diciembre, de Marcas (BOE num. 294, de 8.12.2001). En el
mismo sentido, véase art. 9.2 Reglamento (UE) 2017/1001, de 14 de junio de 2017,
sobre la marca de la Unién Europea (DO L 154 de 16.6.2017, p. 1-99).

44 Ley 24/2015, de 24 de julio, de Patentes (BOE num. 177, de 25.7.2015).

45 Ley 20/2003, de 7 de julio, de Proteccién Juridica del Disefio Industrial (BOE ndm.
162, de 8.7.2003). Vid. también art. 20.1 a) del Reglamento (UE) 2024/2822, de 23
de octubre de 2024 (DO L 2024/2822, 18.11.2024); y art. 18.1 a) de la Directiva (UE)
2024/2823, de 23 de octubre de 2024, sobre la proteccién juridica de los dibujos y
modelos (DO L 2024/2823, 18.11.2024).
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por tanto, de derechos de propiedad intelectual, sino que pueden referirse
al soporte tangible que lo contiene,*® o0 a los bienes en los cuales se integran
0 que estan interconectados con servicios digitales.

II. Tercero

La regla del art. 10 DCD requiere que los derechos correspondan a un ter-
cero ajeno al contrato de suministro de contenidos y servicios digitales. En
efecto, ni el empresario, ni el consumidor serdn terceros en dicha relacién
contractual. En general, respecto de los derechos de propiedad intelectual,
el tercero al que se refiere el art. 10 DCD sera un titular originario o deriva-
tivo de aquellos, e incluird a sujetos tales como autores, sus causahabientes,
sus empleadores, cesionarios, y representantes o mandatarios dedicados a
la gestion de los derechos, tales como una entidad de gestion colectiva. El
tercero podra referirse también a cualesquiera otros sujetos que ostenten
algiin derecho real o de crédito sobre las copias que incluyan los contenidos
digitales.*”

No es infrecuente que en el ambito digital sea el propio titular de los de-
rechos de propiedad intelectual sobre los contenidos digitales quien los su-
ministra directamente al consumidor sin recurrir a intermediarios u otros
sujetos en la cadena de suministro. En estos supuestos, no se podria aplicar,
de entrada, lo previsto en el art. 10 DCD en relacién con la enervacién de
derechos de propiedad intelectual por parte de un tercero, pues el titular de
estos serd parte en el contrato de suministro.

Sin embargo, aiin en este ltimo caso, es posible que también haya un
tercero titular de derechos de propiedad intelectual sobre los contenidos
diferente del titular suministrador. Por ejemplo, este tltimo puede ser
un titular derivativo de los derechos de propiedad intelectual sobre las
obras incluidas en los contenidos digitales que explota y suministra
directamente a los consumidores y el tercero puede ser el autor, otro
titular de derechos derivativo u originario, o una entidad de gestion
colectiva. Ello es consecuencia de la posibilidad de desgajar los diferentes
derechos exclusivos incluidos en el haz de facultades atribuidas por
derechos de autor y asignarlos a diferentes sujetos y del hecho que
frecuentemente sobre un mismo contenido digital confluyen diferentes

46 F. Rosenkranz, Article 10 (n. 40), p. 190.
47 F. Rosenkranz, Article 10 (n. 40), p. 190.

102

hitps://dol.c ) -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Falta de conformidad de los contenidos y servicios digitales y derechos de autor

grupos de derechos como los derivados de la autoria sobre una obra, los
derivados de la interpretacién de la obra y los derivados de la fijacién de
la interpretacion en un fonograma para su explotacion digital.

II1. Vulneracion

Con arreglo al art. 10 DCD, la restriccién que impida o limite el uso al
consumidor de los contenidos o servicios digitales ha de derivar de una
vulneracién de derechos de terceros. En otros términos, la restriccion o
limitacién al uso pactado o esperable de los contenidos y servicios digitales
resulta de una infraccién efectiva o potencial de derechos de terceros y no
de la mera existencia de derechos de terceros sobre aquellos.

La Propuesta de Directiva de 2015 establecia en su art. 8 que “En el
momento en que los contenidos digitales se suministran al consumidor
deben estar libres de derechos de terceros, incluidos los basados en
propiedad intelectual, de forma que los contenidos digitales puedan uti-
lizarse de acuerdo con el contrato”. Esta redaccion fue muy criticada,
pues resulta inevitable que muchos de los contenidos digitales que se su-
ministren estardn limitados de alguna manera por derechos de propiedad
intelectual 8

Pueden plantearse dos problemas diferentes en relacion con el requisito de
la vulneracién. En primer lugar, el precepto no aclara si, para que el consu-
midor pueda alegar una falta de conformidad, ha de haberse producido
efectivamente una vulneracién o infraccién de los derechos de propiedad
intelectual del tercero o basta con que haya un ejercicio de la pretensién
por este o, en su caso, basta con un riesgo razonable de que el uso pactado
o previsto pueda llegar a infringir los derechos del tercero. El CCCat se
refiere a pretensions raonablement fonamentades de tercers, siguiendo el
modelo previsto en el art. 102.1 CESL (not obviously unfounded claims). Por
lo tanto, no seria imprescindible que se hubiera acreditado una infraccién
de los derechos de propiedad intelectual del tercero. En el derecho aleman,
la doctrina ha destacado que tampoco es necesaria una infraccién efectiva y
que es suficiente, para que el consumidor pueda acudir a los remedios por

48 COM/2015/0634 final. S. Cdmara Lapuente, El régimen de la falta de conformidad en
el contrato de suministro de contenidos digitales segtin la Propuesta de Directiva de
9.12.2015, InDret 3/2016, pp. 1-92, en especial, pp. 43-44.
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falta de conformidad, con el ejercicio de una pretensién por el titular de los
derechos de propiedad intelectual.*® No parece adecuado exigir la acredita-
cién de una infraccion efectiva de sus derechos de propiedad intelectual,
pues el ejercicio de una pretensién minimamente seria por parte del tercero
ya supone una perturbacién en el uso y disfrute del objeto contractual,
por lo que deberia bastar para que el consumidor pudiera reaccionar fren-
te al suministrador y fundamentar que los contenidos digitales no son
conformes con el contrato. Mas dudas plantea la posibilidad de que un
consumidor considere el hecho de que el titular de los derechos ha ejercido
sus pretensiones frente a otros consumidores a quienes se han suministrado
contenidos en las mismas condiciones que aquel para poder alegar una falta
de conformidad y ejercer los remedios frente al suministrador. En estos
supuestos, la perturbacion en el uso de los contenidos y servicios digitales
es meramente hipotética.

En segundo lugar, el precepto tampoco aclara quién ha de cometer la
infracciéon de los derechos de propiedad intelectual y, en particular, si la
vulneracién ha de tener origen en una conducta del suministrador o del
consumidor. El ejercicio de una pretension frente a cualesquiera de ellos
puede resultar en una perturbacién o limitacion al uso pactado o esperable
de los contenidos digitales por parte del consumidor. Lo relevante es que
haya una potencial infraccion de los derechos de propiedad intelectual de
un tercero derivada de la ejecucion del programa contractual que suponga
una restriccion o limitacién al acceso o uso de los contenidos digitales.
Habra supuestos en los cuales sera la propia actividad del suministrador
la que infrinja los derechos del tercero, por ejemplo, en los supuestos de
puesta a disposicion del publico de un contenido digital sin contar con
autorizacién para ello. En el dmbito del suministro de servicios digitales
de inteligencia artificial generativa, es posible que, a consecuencia de la
potencial infraccién de derechos de autor en la fase de entrenamiento del
modelo, el consumidor que ha obtenido una determinada generacién o
output no pueda utilizarla conforme a sus expectativas o con arreglo al
contrato. Se trata de supuestos en los cuales el output como tal no infringe
los derechos de propiedad intelectual de un tercero, sino que son infracto-
res los propios servicios ofrecidos por el suministrador para su creacién.>

49 A. Metzger, § 327g, en: EJ. Sacker/R. Rixecker/H. Oetker/B. Limperg/C. Schubert
(Hrsg.), Miinchener Kommentar zum BGB, 9. Aufl., Beck, 2022, Rn. 9.

50 Sobre las posibilidades de infraccién de derechos de autor en la cadena de valor de la
inteligencia artificial generativa, pueden verse, entre otros, J. P. Quintais, Generative
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El hecho de que los servicios de inteligencia artificial generativa puedan
infringir masivamente derechos de un tercero durante su entrenamiento y
ajuste habria de bastar para que el consumidor se vea perturbado en el uso
de los servicios y en la generacién de outputs, fundamentar una falta de
conformidad y, en su caso, pudiera resolver el contrato de suministro de
servicios digitales.

Ademss, la infraccién que resulte en una limitacién o restriccién al
uso pactado o esperable de los contenidos digitales puede ser directa o
indirecta. Esto es, el suministrador, ademas de poder infringir directamente
los derechos del tercero, puede con su conducta contribuir a la comisién
de una infraccién por parte de sus consumidores o usuarios finales: con
arreglo al art. 138.IT TRLPI un suministrador podria infringir los derechos
de un tercero si indujera a sabiendas la conducta infractora de sus usuarios;
si cooperara con la misma, conociendo la conducta infractora o contando
con indicios razonables para conocerla; y si, teniendo un interés econémico
directo en los resultados de la conducta infractora, contara con una capa-
cidad de control sobre la conducta del infractor directo. Por ejemplo, un
empresario suministra a cambio de un precio archivos CAD u otros que un
consumidor puede utilizar luego para realizar impresiones 3D, por ejemplo,
de figuras de personajes de comic. Dependiendo del formato del archivo, es
posible que el contenido digital suministrado no infrinja de un modo direc-
to los derechos de autor del tercero y que quien pueda llegar a realizar actos
infractores sea el consumidor al reproducir la figurita mediante impresion
o al llevar a cabo otros actos tales como la venta de la copia de la figurita a
otro consumidor. El titular de los derechos de autor -por ejemplo, la edito-
rial o productora cesionaria de los derechos sobre el cémic- puede preferir
reclamar inicamente contra el empresario y, por cuestiones reputacionales,
no ejercer pretensiones frente al consumidor de los contenidos digitales
consistentes en los archivos CAD>.. En estos supuestos, deberia bastar esta
accién por infraccion indirecta frente al empresario para que el consumidor
pueda cuestionar la conformidad de los archivos CAD, a pesar de que estos
no infringen directamente los derechos de propiedad intelectual del tercero.

Al copyright and the AT Act, Computer Law & Security Review, vol. 56, 2025, article
106107; K. Szkalej, Copyright Liability and Generative AI: What's the Way Forward?,
2025. Disponible en: https://ssrn.com/abstract=5117603); E. Rosati, Infringing Al:
Liability for AI-Generated Outputs under International, EU, and UK Copyright Law,
European Journal of Risk Regulation, 2024, pp. 1-25.

51 S. Bechtold, 3D printing and the intellectual property system, WIPO-Economic Re-
search Working Paper No. 28, 2015, pp. 16-17.
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IV. Restriccidn, que impida o limite.

Algunos autores han apuntado a que no es necesario que se dé una restric-
cién efectiva en el uso y acceso a los contenidos y servicios digitales.>? En
otros términos, no seria preciso que el uso actual del consumidor estuviera
ya limitado y que, de hecho, no pudiera utilizar los contenidos digitales con
arreglo a su intencién en el momento de contratar. Por ejemplo, en el con-
trato de suministro se especifica que el contenido digital podrd instalarse en
cinco terminales diferentes y el acuerdo de licencia o EULA establece que
unicamente puede instalarse en dos. Si el consumidor, en estos momentos,
unicamente tiene el contenido instalado en dos terminales y no tiene un
interés especifico en poder utilizarlo en otros, la restriccién ya existe y
deberia bastar para que aquel pueda recurrir a la falta de conformidad por
infraccién de los criterios subjetivos.

V. Determinacidn de la falta de conformidad

1. Criterios subjetivos y objetivos de conformidad

La falta de conformidad de los contenidos o servicios digitales ha de
valorarse con arreglo a los criterios subjetivos y objetivos previstos, respec-
tivamente, en los arts. 7 y 8 DCD.

En primer lugar, puede producirse una falta de conformidad si la restric-
cién que deriva de los derechos de propiedad intelectual del tercero impide
o limita el uso contratado de los contenidos o servicios digitales. En gene-
ral, se tratard de supuestos en los cuales se producird una divergencia entre
lo que establecen expresamente el contrato de consumo y el acuerdo de
licencia predispuesto por el titular de los derechos de autor. Entre otros su-
puestos, la restriccién impuesta por el titular de los derechos de propiedad
intelectual en el EULA contradice la descripcidn, la cantidad o la calidad de
los contenidos establecidas en el contrato o, en su caso, las caracteristicas de
funcionalidad, compatibilidad o interoperabilidad de aquellos, y tal contra-
diccidn resulta en una infraccién de los criterios subjetivos de conformidad
(art. 7 DCD).

Por ejemplo, el contrato sefiala que el contenido puede descargarse hasta
en cinco dispositivos diferentes, cuando el acuerdo de licencia describe

52 Metzger, §327g (n. 49), Rn. 18.
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el uso de medidas técnicas de proteccién para impedir que el contenido
digital se descargue en mdas de un equipo. Se tratard, en la mayor parte
de los supuestos, de casos faciles de dilucidar, pues, en general, su examen
requerira una comparacién de los contenidos del contrato de suministro y
del contrato de licencia de usuario (o, en su caso, de las medidas técnicas
de proteccién implementadas sobre los contenidos digitales o sobre los
soportes que los contienen).

En segundo lugar, puede producirse una falta de conformidad si la
restriccion que deriva de los derechos de propiedad intelectual del tercero
impide o limita el uso de los contenidos o servicios digitales con arreglo
a las expectativas razonables del consumidor. Por ejemplo, a consecuencia
de la restriccién impuesta por el titular de los derechos de propiedad
intelectual, los contenidos o servicios digitales dejardn de ser aptos para
los fines a los que normalmente se destinen contenidos o servicios digitales
del mismo tipo, teniendo en cuenta, cuando sea de aplicacién, toda norma
vigente de la Unién o nacional, toda norma técnica existente o, a falta de
dicha norma técnica, todo cdédigo de conducta especifico de la industria
del sector (art. 8.1 a) DCD). Los casos mas problemadticos se plantean en
los supuestos en los cuales el consumidor puede tener unas expectativas ra-
zonables en relacién con las cualidades y caracteristicas de funcionamiento
de los contenidos digitales, en particular respecto de su funcionalidad,
compatibilidad, accesibilidad, continuidad y seguridad, que no han sido
desvirtuadas por el empresario suministrador en el momento de contratar
(art. 8.1b) DCD).

Nétese que, con arreglo al precepto, las expectativas legitimas de los
consumidores no alcanzan a las caracteristicas relativas a la interopera-
bilidad de los contenidos y servicios digitales, esto es, a su capacidad
de funcionar con aparatos (hardware) o programas (software) distintos
de aquellos con los cuales se utilizan normalmente los contenidos o
servicios digitales del mismo tipo.>?

Por lo general, se tratara de situaciones en las cuales el consumidor no
habra sido informado suficientemente por el suministrador al celebrar el
contrato de suministro de los contenidos o servicios digitales de las restric-

53 Sobre ello, S. Navas Navarro, El suministro en linea de contenido digital en la
encrucijada entre la propiedad intelectual y el derecho de consumo, Actas de Derecho
Industrial (2020-2021), pp. 133-154; p. 139; y F. Gdmez Pomar, La conformidad (n.
24), p. 410.
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ciones y limitaciones impuestas por el titular de los derechos de propiedad
intelectual y que acabaran defraudando las expectativas de aquel.

2. Incentivos para mitigar la asimetria informativa del consumidor

La regla del art. 10 DCD persigue alinear la informacién que recibe el
consumidor en la relacién de consumo con el contenido de las restricciones
impuestas por el titular de los derechos de propiedad intelectual. Para
evitar una falta de conformidad, el suministrador corre con la carga de
impedir las contradicciones entre las dos relaciones contractuales, lo que
se manifiesta en dos cursos de conducta: primero, purgar del contrato de
suministro aquella informacién sobre las caracteristicas del contenido digi-
tal que no se ajuste a lo previsto por el titular de los derechos; y, segundo,
informar de aquellas caracteristicas de los contenidos digitales que difieren
de las que un consumidor podria razonablemente esperar.

Estas cargas se imponen sin perjuicio de los deberes precontractuales
de informacién previstos en los arts. 60 y 97 TRLGDCU y de la regla
sobre carga de la prueba de la falta de conformidad establecida en el
art. 12.4 DCD. En particular, el empresario deberd informar sobre: (i)
las caracteristicas principales de los bienes o servicios, en la medida
adecuada al soporte utilizado y a los bienes o servicios (art. 60.2 a)
TRLGDCU); (ii) la funcionalidad de los bienes con elementos digitales,
el contenido digital y los servicios digitales, incluidas las medidas técni-
cas de proteccion aplicables, como son, entre otras, la proteccion a través
de la gestion de los derechos digitales o la codificacién regional (art.
60.2 i) TRLGDCU y art. 97.1 s) TRLGDCU, en relacién con contratos
a distancia y contratos celebrados fuera de establecimiento mercantil);
y (iii) toda compatibilidad e interoperabilidad relevante de los bienes
con elementos digitales, el contenido digital y los servicios digitales
conocidos por el empresario o que quepa esperar razonablemente que
conozca, como son, entre otros, el sistema operativo, la versién necesaria
o determinados elementos de los soportes fisicos (art. 60.2 j) TRLGDCU
y art. 97.1t) TRLGDCU, en relacion con contratos a distancia y contratos
celebrados fuera de establecimiento mercantil).

Si el acuerdo de licencia de usuario se acepta antes o simultdneamente a la
perfeccion del contrato de consumo, el consumidor puede razonablemen-
te conocer el contenido de las restricciones impuestas por el titular que
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puedan afectar al uso o acceso de los contenidos digitales. Por ejemplo, el
vendedor o suministrador puede informar al consumidor de la existencia
del acuerdo de licencia predispuesto por el titular de los derechos y ofrecer
la posibilidad de acceder al mismo y conocer su contenido. También es
posible que el vendedor o suministrador incorpore las condiciones de la
licencia de usuario en el propio contrato de suministro que celebra con el
consumidor, aunque es discutible que con ello se satisfaga una exigencia
de conocimiento reforzado del consumidor para desplazar los criterios
objetivos de conformidad.>* Aunque no es habitual en la préctica, el vende-
dor o suministrador puede a su vez ser un licenciatario de los derechos
de propiedad intelectual y actuar como sublicenciante en la relacién con
el consumidor, quien pasaria a ostentar la condicién de sublicenciatario.
El consumidor, muy a menudo, va a aceptar el acuerdo de licencia, pues
esta es practicamente la Unica via de poder disfrutar de los contenidos o
servicios digitales en cuestién. En los supuestos anteriores, el consumidor
no puede ignorar en el momento de contratar el contenido de las restriccio-
nes impuestas por el tercero sin faltar a la buena fe. Ello no excluye la
posibilidad de que las clausulas en el contrato de suministro pueden ser
abusivas o, de algtin otro modo, presenten algiin problema de eficacia.
Surgen mas problemas si el acuerdo de licencia ha de aceptarse con pos-
terioridad a la perfeccion del contrato de consumo. Hasta el momento de
perfeccion del contrato de suministro, el consumidor puede no haber sido
informado de la existencia de un acuerdo de licencia o de su contenido.

El consumidor podria llegar a negarse a aceptar la licencia de usuario.
Puede defender que desconocia que hubiera de consentir a la licencia,
puesto que el vendedor no le habia informado en ningin momento
sobre ello. Para algunos autores, esta situacién no supone una falta de
conformidad juridica, sino una falta de suministro de los contenidos o
servicios digitales (art. 5 DCD) que facultaria al consumidor a acudir
a los remedios establecidos en el art. 13 DCD. Si la negativa del consu-
midor responde, sin embargo, al contenido de acuerdo de licencia de
usuario, parece que la calificacién ha de ser la de una falta de conformi-
dad juridica. También puede defenderse que, dada la practica extendida

54 D. Staudenmayer, Article 8. Objective requirements for conformity, en: R. Schulze/D.
Staudenmayer (eds.), EU Digital Law. Article-by-Article Commentary, Nomos-Beck-
Hart, 2020, pp. 131-168; p. 163.
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del uso de licencias de usuario en el mercado, un consumidor razonable
ha de esperar que haya de aceptar una licencia de usuario.>

Esto es, después de que el contenido digital se ponga a disposicién del
consumidor o después de que el soporte que alberga el contenido digital
se entrega al consumidor, este se ve obligado a aceptar una licencia de
usuario antes de poder utilizar aquel. En algunos casos, no se persigue
una aceptacion expresa del acuerdo (click-wrap license), sino otras acciones
afirmativas a partir de las cuales puede inferirse un consentimiento tacito
o presunto (browse-wrap license, shrink-wrap license), que, al menos, en
el dmbito de las relaciones de consumo, no deberfan tener acomodo con
arreglo al derecho europeo y espafiol vigente. Son los supuestos en los
cuales la licencia de usuario se ha de aceptar con posterioridad aquellos que
generan los problemas principales y que surgen del riesgo de contradiccién
entre los términos de la licencia y del contrato de suministro; o, en su caso,
entre los términos de la licencia y las expectativas del consumidor. La regla
sobre falta de conformidad juridica proporciona incentivos al empresario
para evitar estas contradicciones potenciales y, en particular, establece una
carga de este para mitigar la asimetria informativa del consumidor.

3. Carga informativa del suministrador para evitar una falta de
conformidad con los criterios objetivos

Segtn el art. 8.5 DCD:

“No habra falta de conformidad [...] cuando, en el momento de la cele-
bracién del contrato, el consumidor hubiese sido informado de manera
especifica de que una determinada caracteristica de los contenidos o
servicios digitales se apartaba de los requisitos objetivos de conformidad
[...] y el consumidor hubiese aceptado de forma expresa y por separado
dicha divergencia en el momento de la celebracién del contrato”.

El principal problema que se plantea en esta situacion es cdmo ha de
transmitirse la informacion al consumidor y si se ha de proceder con una
interpretacion y aplicacion estricta del art. 8.5 DCD para desplazar la

55 En efecto, si el contenido de la licencia no incumple los criterios subjetivos u
objetivos de conformidad, el consumidor no habria de poder alegar la falta de sumi-
nistro. Sobre ello, A. Metzger, §327g (n. 49), Rn. 11.
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aplicacién de los criterios objetivos de conformidad, en particular, en el
ambito de los derechos de propiedad intelectual >

En cualquier caso, si se supera la carga informativa por parte del sumi-
nistrador no podra haber lugar a una falta de conformidad de los conteni-
dos digitales. Cuestion distinta serd si la restriccion o limitacién impuesta
por el titular de los derechos de propiedad intelectual sera eficaz o no y qué
mecanismos de reaccion puede tener el consumidor frente al titular de los
derechos de autor.

4. Supuestos de silencio: el verdadero papel de las expectativas razonables

En ocasiones, el contrato de suministro con el consumidor guardara si-
lencio acerca de las restricciones y limitaciones en el uso y acceso a los
contenidos digitales que imponga el titular y que quedaran reflejadas en
el EULA. Por ejemplo, pueden darse situaciones en las cuales no haya un
contrato por escrito en la relacién entre suministrador y consumidor: por
ejemplo, el consumidor adquiere un cartucho de un videojuego en una
tienda fisica y al cargarlo en su consola ha de aceptar un acuerdo de licencia
de usuario. Luego, a partir de su uso del videojuego, el consumidor descub-
re determinadas restricciones derivadas del acuerdo de licencia que defrau-
dan sus expectativas o, de otro modo, pueden llegar a infringir criterios
objetivos de conformidad establecidos en el art. 8 DCD. O, por ejemplo,
el contenido del contrato de consumo se ha proporcionado online por
medio de condiciones generales de la contratacion, a las que se adherido el
consumidor, pero estas no se refieren en ningin momento a restricciones
que aparecen en el acuerdo de licencia de usuario. En estos casos, el nivel
de informacion del consumidor en el momento de contratar es insuficiente,
como resultado de una doble asimetria de informacion en la relacién con el
titular y, acaso, en la relacion con el suministrador. Nétese que el suminis-
trador puede a su vez sufrir las consecuencias de una asimetria informativa

56 Sobre los diferentes problemas de interpretacion del art. 8.5 DCD, véase F. Gomez
Pomar, La conformidad (n. 24), en particular, pp. 432-443. Sobre los criterios objetiv-
os de conformidad, véanse, en la literatura espaiola, en especial, E. Torrelles Torrea,
Las expectativas del consumidor en los criterios de conformidad del TRLGDCU
y CCCAT, Cuadernos de derecho transnacional, vol. 15, n. 1, 2023, pp. 846-878;
y A. Bueno Biot, La conformidad objetiva en los contenidos y servicios digitales:
Estandares legales y garantias del consumidor, Revista de Derecho Civil, vol. 12, n. 1,
2025, pp. 185-237.
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propia, pues puede desconocer las restricciones y limitaciones impuestas
por el titular en los contenidos digitales.

Estos son los casos mds dificiles, pues su discusién pasa esencialmente
por valorar si las expectativas de un consumidor en el momento de con-
tratar eran tales que la restriccion derivada de la licencia de usuario o del
uso de medidas técnicas de proteccion hace a los contenidos o los servicios
digitales no conformes con el contrato. Varios autores han destacado que
es muy dificil poder identificar y delimitar las expectativas razonables de
los consumidores en relacién con los contenidos y servicios digitales:>” en
este ambito, la existencia de diferentes practicas en el mercado, la falta de
estandares consolidados y la evolucién dindmica en la prestacion de nuevos
servicios digitales y los incentivos a la innovacién hardn dificil concretar
qué deben entenderse por expectativas razonables de los consumidores.

La cuestion principal pasa por determinar si la omisiéon de informacion
suficiente por parte del suministrador al consumidor acerca de las restric-
ciones impuestas por el tercero ha de resultar necesariamente en una falta
de conformidad de los contenidos y servicios digitales, al entender que las
expectativas del consumidor no fueron desvirtuadas por el suministrador.
En el fondo, se trata de establecer si tinicamente no habrd una falta de
conformidad por infraccién de los criterios objetivos cuando el empresario
efectivamente cumplié con la carga prevista en el art. 8.5 DCD o, si a
pesar de no haber informado especificamente al consumidor y de no haber
requerido su aceptacién expresa y por separado, este no puede confiar en
sus propias expectativas acerca de las caracteristicas y cualidades de los
contenidos digitales y debe asumir el riesgo de la asimetria informativa.
Este trabajo defiende que no siempre serd necesario para el empresario
soportar esta carga informativa y que, a pesar de que el consumidor no
conozca correctamente las caracteristicas y cualidades de los contenidos
digitales, estos podran ser conformes con el contrato.® En otros términos,
los riesgos de una potencial falta de conformidad por el silencio en el
contrato no han de asignarse necesariamente al empresario suministrador.
En estos supuestos, las expectativas del consumidor derivadas de su nivel
insuficiente de informacién habran de reputarse como no razonables.

57 G. Spindler, Digital Content (n. 9), p. 118.

58 Cfr. S. Navas Navarro, El suministro (n. 53), p. 143: “El deber de informar debe hacer-
se respecto de cualquier restriccion del uso de los contenidos protegidos, ya sea de las
restricciones legales como de las contractuales impuestas por las conocidas «licencias
de uso»” (énfasis afiadido).
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El canon de razonabilidad en el art. 8.1 b) DCD parte de un conjunto de

factores que han de ser considerados conjuntamente y, en particular, exige
tener en cuenta los elementos siguientes:

a)

b)

<)

Patrén de normalidad: las caracteristicas o cualidades de los conteni-
dos digitales que razonablemente puede esperar un consumidor son
aquellas que se presentan normalmente en el mercado. Por lo tanto,
para que pueda haber una falta de conformidad, debe haber una deter-
minada practica habitual o mayoritaria en el sector de que se trate y el
titular de los derechos debe alejarse de esta e incorporar una restriccién
o limitacién idiosincratica en el uso o acceso a los contenidos digitales,
que contradiga lo que esperaria el consumidor de un operador medio o
mayoritario en el mercado.

Tipo de contenido digital: el patrén de normalidad se ha de valorar en
relacién con contenidos y servicios digitales “del mismo tipo”. Por lo
tanto, resultara relevante comparar las caracteristicas y cualidades que
presenten categorias especificas de contenidos, que, dado el derecho de
la propiedad intelectual, vendran definidas al menos por dos factores: el
modo de suministro (descarga digital, puesta a disposicion interactiva,
o suministro de soporte tangible); y el tipo de obra o prestacién prote-
gida (libro, videojuego, obra audiovisual, base de datos, entre otras).
La referencia al tipo de los contenidos y servicios digitales no deberfa
trasladar al ambito digital expectativas de los consumidores a partir de
sus experiencias en el ambito analégico.”

Naturaleza de los contenidos digitales: con arreglo al precepto, la falta
de conformidad se ha de valorar teniendo en cuenta la naturaleza de
los contenidos o servicios digitales y cualquier declaracion publica rea-
lizada por el empresario, o en su nombre, o por otras personas en fases
previas de la cadena de transacciones, especialmente en la publicidad
o el etiquetado (también Considerando 46 DCD, que anade que el
criterio de razonabilidad en relacién con que una persona pueda razon-
ablemente esperar debe determinarse objetivamente teniendo en cuenta
la naturaleza y la finalidad de los contenidos o servicios digitales, las
circunstancias del caso y los usos y practicas de las partes implicadas).

59

Cfr. Sdnchez Leria, Derechos de terceros (n. 15), p. 1606, que senala que “de acuerdo
con el test de razonabilidad, [se ha de tener] en cuenta el tipo contractual usado para
su suministro, de forma que la expectativa del consumidor se determine, también, en
funcién de su experiencia como consumidor analégico”.
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La naturaleza de los contenidos digitales se refleja, sobre todo, en la protec-
cién de las obras y otras prestaciones que albergan por medio de derechos
de autor, extremo que el consumidor medio y razonable no puede ignorar.
Esta naturaleza es diferente a la de otro tipo de derechos que pueden afectar
a los bienes contractuales y que pueden justificar una falta de conformidad
juridica: no sera habitual que los bienes estén grabados por derechos de
terceros -tales como un derecho real limitado de garantia- y la situacién
serfa dificilmente anticipable por el consumidor; en cambio, en el caso de
los contenidos digitales, el consumidor puede facilmente esperar que estén
efectivamente grabados por derechos de propiedad intelectual.

En relacién con el art. 10 DCD vy las faltas de conformidad relacionadas
con derechos de propiedad intelectual, hay un dato positivo en la Directiva
que no puede obviarse: la normativa sobre esta materia queda a salvo
(art. 3.9 DCD) y no es desplazada por el derecho de consumo. El modo
de cohonestar el régimen de la DCD con la normativa sobre propiedad in-
telectual, segn lo previsto en el art. 3.9, pasa por incluir en las expectativas
razonables del consumidor el hecho de que los contenidos digitales estardn
habitualmente protegidos por derechos de autor y derechos afines y que
las restricciones y limitaciones impuestas por un acuerdo de licencia o por
la tecnologia derivaran, por lo general, del ejercicio de tales derechos de
exclusiva por parte de sus titulares. En otros términos, las expectativas del
consumidor no deberian servir para excluir restricciones y limitaciones que
el titular pueda legitimamente imponer con arreglo a la normativa sobre
propiedad intelectual y no serd necesario que el suministrador informe es-
pecificamente al consumidor sobre aquellas y recabe su aceptacion expresa
y por separado.

En definitiva, el consumidor no puede desconocer razonablemente que
la determinacidn de los fines, las caracteristicas y cualidades de los conte-
nidos digitales protegidos por derechos de propiedad intelectual que hara
su titular reflejard un marco legal que, en buena medida, se encarga de
disciplinar cémo ha de llevarse a cabo la explotacién de obras y otras
prestaciones protegidas. Este sector del ordenamiento no se dirige en exclu-
siva a la proteccién de los derechos e intereses de los titulares, sino que
persigue un equilibrio que salvaguarda intereses de otros sujetos, también
de los consumidores. En este sentido, el Considerando 9 de la Directiva
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2021/29/CE reconoce que los intereses de los consumidores también subya-
cen a la normativa sobre propiedad intelectual.®

En efecto, si las restricciones a los contenidos digitales impuestas por el
titular resultan directamente de lo previsto en el derecho de autor, deberia
resultar muy dificil identificar una falta de conformidad por infraccién de
los criterios objetivos de conformidad. Si el titular de los derechos ajusta su
comportamiento a lo que de entrada le faculta el ordenamiento juridico, no
deberia apreciarse una falta de conformidad a pesar de que el suministrador
no hubiera informado al consumidor acerca de las restricciones o limitacio-
nes de uso de los contenidos o servicios digitales, ni hubiera recabado su
aceptacioén expresa y por separado. Asi, por ejemplo, un consumidor con
acceso a un servicio de suministro en streaming de musica no deberia
poder alegar una falta de conformidad juridica por el hecho de que no
pudiera utilizar luego el servicio para amenizar una fiesta que fuera mas
alla de un ambito estrictamente privado, esto es, de un dmbito puramente
doméstico o familiar. No deberia exigirse al suministrador que proporcione
una informacion especifica sobre una limitacion tal, ni que recabe la acep-
tacion del consumidor de forma expresa y por separado.

Solamente deberian asignarse al suministrador aquellas faltas de confor-
midad derivadas de restricciones y limitaciones al uso de los contenidos
digitales idiosincraticas o que se aparten de lo que prevé el derecho de autor
vigente. En estos casos, el suministrador si deberd cumplir con la carga
establecida en el art. 8.5 DCD, informar especificamente al consumidor y
recabar su aceptacion de forma expresa y por separado.

El derecho de autor reconoce, por una parte, facultades de explotacién
a los titulares de derechos de propiedad intelectual y, por otra, establece
limites a cémo estos pueden explotar sus derechos con el objetivo de prote-
ger intereses de terceros, entre otros, los de otros autores, competidores,
desarrolladores de productos y servicios relacionados, o los de usuarios
y consumidores. Para regular la explotacién de obras y otras prestaciones
protegibles y considerar todos los intereses en juego, el legislador puede, de
forma simplificada, recurrir a normas imperativas o a normas dispositivas.
En consecuencia, las decisiones acerca de la explotacion de sus contenidos

60 Cfr. L. Oprysk, Digital Consumer Contract Law Without Prejudice to Copyright:
EU Digital Content Directive, Reasonable Consumer Expectations and Competition,
GRUR International, 2021, pp. 1-14, p. 10, n. 107: “It should also be emphasised that
copyright law alone ought not to be considered an objective standard of reasonable-
ness, given that its rationale does not concern consumer interests” (enfasis afiadido).
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y servicios digitales adoptadas por los titulares de los derechos podran
afectar a una u otra categoria de normas.

Asi, en primer lugar, las restricciones y limitaciones en el uso de los
contenidos y servicios digitales impuestas por el titular pueden apartarse
de lo establecido en normas imperativas sobre derechos de propiedad in-
telectual. Si el titular incluye una restriccion o limitacién que vulnera una
norma imperativa sobre derechos de propiedad intelectual, la cldusula en
cuestion del acuerdo de licencia no serfa eficaz, pero aun asi perturbaria el
disfrute de los contenidos digitales por el consumidor. El consumidor ha
de poder reaccionar por falta de conformidad frente al suministrador en
estos casos, aunque, dada su ineficacia, la limitacién no le sea efectivamente
oponible. Deberia poder establecerse una falta de conformidad de los con-
tenidos y servicios digitales, por infraccién de criterios objetivos en estos
supuestos: un consumidor no puede esperar razonablemente que un titular
de derechos de autor imponga limitaciones o restricciones que infrinjan
una norma imperativa.®!

En segundo lugar, las restricciones y limitaciones pueden apartarse de lo
que podemos denominar el “equilibrio dispositivo” disefiado por el derecho
de la propiedad intelectual. De hecho, los problemas mads interesantes se
producen cuando el derecho de autor fija un equilibrio de posiciones o in-
tereses mediante una norma dispositiva, que, por tanto, puede ser desplaza-
da por las partes en el acuerdo de licencia de usuario, principalmente, por
el titular al decidir acerca de la explotacion de sus obras y prestaciones. Para
cohonestar el derecho de consumo y el derecho de la propiedad intelectual,
siguiendo lo establecido en el art. 3.9 DCD, el test de razonabilidad de las
expectativas comportard examinar si la restriccion al uso de los contenidos
o servicios digitales diseflada por el titular refleja el derecho de autor
dispositivo o se aparta de este. La restriccion o limitacién impuesta por el
titular puede simplemente reproducir lo previsto en la norma dispositiva.
Muy probablemente el default normativo responderd a cudl sea la practica
mayoritaria en el mercado de que se trate.

No siempre la eleccién de normas dispositivas y el disefio de su conteni-
do reflejan la practica mayoritaria en el mercado (mimicking approach),
con el ahorro consiguiente de costes de transaccién. Una nutrida litera-

61 Las posibilidades de reaccién del consumidor frente al titular de los derechos de autor
en estos supuestos pueden ser limitadas. Vid. Sdnchez Aristi, Contratos de suministro
(n.9), p. 499.
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tura se ha ocupado de otras funciones que puede tener el disefio de
normas dispositivas, como el incentivo a suministrar informacién entre
las partes de un contrato que comporta una derogacién o opt-out, o la
proteccién de equilibrios que aumentan el bienestar general, haciendo su
derogacién mas dificultosa y por lo tanto el equilibrio mds resistente o
stycky en la terminologfa habitual en la doctrina estadounidense. 62

En estos casos, no deberia concluirse que la insuficiencia de informacién
comporta una falta de conformidad de los contenidos o servicios digitales
con el contrato de suministro: de nuevo, un consumidor razonable ha
de esperar restricciones o limitaciones que concreten lo que permite el
ordenamiento juridico®. La falta de conformidad juridica por defraudar
las expectativas razonables del consumidor deberia reservarse para aquellos
supuestos en los cuales el titular se aleja de la solucién de defecto prevista
normativamente. Es decir, los supuestos de falta de conformidad en este
ambito deberian cefiirse a aquellos supuestos en los cuales el titular de los
derechos de autor desplaza el régimen dispositivo afiadiendo una restric-
cién o limitacién particular a la soluciéon de equilibrio identificada por el
legislador. En estos supuestos, si bien la restriccion disefiada supone un
ejercicio legitimo por el titular de los derechos de facultades reconocidas
por el ordenamiento juridico, no puede exigirse al consumidor que espere
que los contenidos y servicios digitales puedan presentar estas cualidades
o caracteristicas de funcionamiento extrafas, idiosincraticas o particulares.
En los apartados siguientes se describen tres supuestos diferentes para
ilustrar la aplicacién de este test en la interseccién entre el derecho de
consumo y el derecho de la propiedad intelectual.

5. Restricciones a la realizacion de copias privadas de los contenidos
digitales

Con arreglo al art. 31.2 TRLPI, sin perjuicio de la compensacién equita-
tiva prevista en el art. 25, el titular de los derechos de autor no podra
impedir la realizaciéon de copias privadas, esto es, actos de reproduccion,

62 O. Bar-Gill/O. Ben-Shahar, Rethinking Nudge: An Information-Costs Theory of
Default Rules, The University of Chicago Law Review, vol. 88, 2021, pp. 531-604, y
literatura allf citada.

63 En el mismo sentido, Sdnchez Aristi, Contratos de suministro (n. 9), p. 498: “[U]na
restriccién que el titular tenga derecho a establecer con base en la legislacién de
propiedad intelectual no determinarfa una falta de conformidad juridica”.
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en cualquier soporte, sin asistencia de terceros, de obras ya divulgadas,
cuando concurran simultdneamente las circunstancias siguientes: (i) que
las reproducciones se lleven a cabo por una persona fisica exclusivamente
para su uso privado, no profesional ni empresarial, y sin fines directa ni
indirectamente comerciales; (ii) que se realicen a partir de una fuente licita
y que no se vulneren las condiciones de acceso a la obra o prestacién; y (iii)
que la copia obtenida no sea objeto de una utilizacién colectiva ni lucrativa,
ni de distribucién mediante precio.

El limite de copia privada no se predicard de cualquier contenido digital
suministrado a un consumidor u otro usuario. Con arreglo, al art. 31.3
TRLPI, el limite de copia privada no se aplicard a: a) las reproduccio-
nes de obras que se hayan comunicado al publico en la modalidad de
puesta a disposicion interactiva (art. 20.2.i) TRLPI), entre otras, en los
supuestos de suministro de contenidos digitales mediante streaming; b)
las bases de datos electrénicas; y c) los programas de ordenador, en
aplicacion de la letra a) del art. 99 TRLPL. En relacién con los programas
de ordenador, téngase en cuenta el art. 100 TRLPI, que, entre otros, prevé
un limite por realizacion de una copia de seguridad.

La posibilidad de realizar una copia privada de las obras constituye un
limite imperativo a los derechos de autor. En este sentido, el art. 197.1 a)
TRLPI sefiala que los titulares que recurran a medidas tecnoldgicas de
proteccion no podran impedir el limite de copia privada. En efecto, si el
empresario suministra un contenido digital al consumidor que este no pue-
de luego copiar privadamente, porque una restriccién impuesta tecnoldgi-
camente o contractualmente por el titular de los derechos de propiedad
intelectual se lo impide, el consumidor podra alegar una falta de conformi-
dad: la imposibilidad de realizar una copia privada puede defraudar sus
expectativas razonables en relacion con el uso de los contenidos digitales en
el momento de contratar con el empresario.®4.

Salvada la posibilidad de realizar una copia privada mediante una norma
imperativa en el TRLPI, la realizacién de copias privadas ulteriores se regu-
la de forma dispositiva. El equilibrio dispositivo en el derecho de propiedad
intelectual se recoge en el mencionado art. 32.1 TRLPI, que permitirfa al
consumidor realizar otras copias privadas, pero este puede ser desplazado
por el titular de los derechos de autor y limitar el nimero de copias, por

64 Sin perjuicio de la accién que corresponda contra el titular (art. 197.2 TRLPI).
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ejemplo, previendo técnicamente o contractualmente la imposibilidad de
realizar mds de una copia privada®. A ello se refiere, por una parte, el art.
32.1 b) TRLPI cuando sefiala que las copias no “vulneren las condiciones
de acceso a la obra o prestaciéon” y, por otra parte, el art. 197.4 TRLPI al
establecer que no se impedird que “los titulares de derechos sobre obras
o prestaciones adopten las soluciones que estimen adecuadas, incluyendo,
entre otras, medidas tecnoldgicas, respecto del nimero de reproducciones
en concepto de copia privada”. Si el titular de los derechos de propiedad
intelectual sobre el contenido suministrado al consumidor se aleja de este
equilibrio dispositivo y el consumidor no es informado de ello por el
suministrador, se abren dos posibilidades. Si la mayoria de los titulares
de derechos de propiedad intelectual en el sector de mercado de que se
trate no se apartan del equilibrio dispositivo y no restringen la posibilidad
de realizar copias privadas multiples, el titular que limitara esta posibili-
dad estarfa imponiendo una restriccién idiosincratica que contradeciria
el patrén de normalidad. En tal supuesto, si el consumidor no hubiera
sido informado de esta restriccion idiosincratica por el suministrador y
no se hubiera recabado su aceptacion expresa y por separado, se podrian
considerar infringidos los criterios objetivos de conformidad de los conte-
nidos digitales. En cambio, si la mayoria de los titulares de derechos de
propiedad intelectual en el sector de mercado de que se trate se apartan
del equilibrio dispositivo y no permiten la realizaciéon de mas de una copia
privada, entonces este nuevo patrén de normalidad impedirfa frustrar las
expectativas del consumidor y fundar una falta de conformidad juridica.
No hay obligaciéon del suministrador de informar, ni mucho menos de
recabar la aceptacion expresa y por separado del consumidor, sobre aquello
que ha devenido usual, comin o estindar en el mercado.

65 Para un anilisis de las implicaciones para el derecho de consumo, véase, por todos, S.
Cdmara Lapuente, La nueva proteccién del consumidor de contenidos digitales tras
la Ley 3/2014, de 27 de marzo, Revista CESCO de Derecho de Consumo, nim. 11,
2014, pp. 79-167, en especial, pp. 118 y ss.
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6. Restricciones a la alienacién de contenidos digitales y agotamiento del
derecho de distribucién

Una restriccion habitual en el suministro de contenidos digitales afecta a
la posibilidad que tienen los consumidores de transmitirlos a un tercero.®
Dependiendo del tipo de contenido digital en cuestién y de su modalidad
de suministro, esta restriccion reflejara o no el equilibrio dispositivo esta-
blecido en el derecho de propiedad intelectual. Este equilibrio dispositivo
es diverso y deriva, en buena medida, de la interpretacién que ha llevado a
cabo el TJUE sobre las reglas de agotamiento del derecho de distribucién.

De acuerdo con el art. 19.2 TRLPI, cuando la distribucién del original
o de las copias de una obra se efectie mediante venta u otro titulo de
transmisién de la propiedad, en el dmbito de la Unién Europea, por el
propio titular del derecho o con su consentimiento, este derecho se agotara
con la primera de ellas.%” En otros términos, el titular del derecho exclusi-
vo de distribucién no puede controlar los actos de reventa en mercados
secundarios cuando ya distribuy por si mismo o autorizé la distribucién
del original o de las copias en dicho territorio. La regla, que tiene sus
origenes en los desarrollos del derecho de la competencia a finales del siglo
XIX, se acomoda bien a los diferentes negocios transmisivos sobre copias
tangibles de una obra.®® En cambio, su traslado a un ambito exclusivamente
digital plantea muchos interrogantes. A pesar de que puede resultar social-
mente valioso establecer una regla general de agotamiento digital o digital
exhaustion,% los tribunales tanto en la UE como en EEUU se han mostrado
reticentes a su reconocimiento.

66 Spindler, Digital Content (n. 9), pp. 120-124; y Oprysk/ Sein, Limitations (n. 29), pp.
617-620.

67 Para un tratamiento completo de los fundamentos de las reglas sobre agotamiento
del derecho de distribucion y de los desarrollos legales y jurisprudenciales en la UE y
en EEUU, véase P. Mezei, Copyright Exhaustion. Law and Policy in the United States
and the European Union, 2* ed., Cambridge: Cambridge University Press, 2022.

68 Véase C. Berger, Die Erschopfung des urheberrechtlichen Verbreitungsrechts als Aus-
pragung der Eigentumstheorie des BGB, Archiv fiir die civilistische Praxis, 2001, pp.
418-419.

69 Para una defensa fuerte de reglas de agotamiento digital, véanse C. Sganga, A Plea for
Digital Exhaustion in EU Copyright Law, Journal of Intellectual Property, Informa-
tion Technology and Electronic Commerce Law (JIPITEC), vol. 9, 2018, pp. 211-239;
y C. Sganga, Digital Exhaustion After Tom Kabinet: A Nonexhausted Debate, en: T.E.
Synodinou/P. Jougleux/C. Markou/T. Prastitou-Merdi (eds), EU Internet Law in the
Digital Single Market, Springer, 2021, pp. 141-175.
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En la actualidad, la regla de agotamiento del derecho de distribucién
no se aplica a todos los contratos de suministro de contenidos digitales.
El régimen juridico previsto legalmente, tal como ha sido interpretado por
el TJUE, especialmente en los asuntos UsedSoft’® y Tom Kabinet’!, puede
resumirse del modo siguiente.

En primer lugar, si se ha suministrado un soporte tangible que alberga
los contenidos digitales en cuestidn, su adquirente podra, de entrada, re-
venderlo a un tercero, por cuanto se habria producido un agotamiento del
derecho de distribucion del titular. En estos supuestos, el agotamiento del
derecho de distribucién se produciria en las mismas condiciones que en el
caso de copias tangibles de una obra. Este serfa, por ejemplo, el caso de una
compraventa de consumo sobre cartuchos de videojuegos, DVDs con una
pelicula o CDs con un album musical.

En segundo lugar, si el contenido digital se ha suministrado por medio
de un acto de puesta a disposicién al publico, por ejemplo, la utilizacién de
una aplicacién en la nube o un servicio de streaming de peliculas o de obras
musicales, no se producirfa un agotamiento del derecho de distribucion.
De acuerdo con el entendimiento del derecho internacional y europeo de
autor, esta modalidad de suministro no comportaria un acto incluido en el
ambito objetivo de aplicacion del derecho de distribucion vy, por lo tanto,
no podria agotarse. E1 TJUE ha sefialado que el derecho de comunicacién
al publico, en su modalidad de puesta a disposicion al ptblico, no se agota
con el primer acto de comunicacién del contenido digital que alberga una
obra u otra prestacion protegida por derechos de propiedad intelectual. En
estos supuestos, salvo que el titular de los derechos o, en su caso, el sumi-
nistrador, permitan su transmisién a un tercero o la cesién de un derecho
contractual de uso sobre el mismo o de una posicién contractual, el consu-
midor que tiene acceso al contenido no podra “revenderlo”. Corresponden

70 STJUE (Gran Sala) de 3 de julio de 2012, asunto C-128/11, UsedSoft GmbH c.
Oracle International Corp. (ECLI:EU:C:2012:407). Para un examen critico de esta
sentencia, A. Rubi Puig, Copyright Exhaustion Rationales and Used Software. A Law
and Economics Approach to Oracle v. UsedSoft, Journal of Intellectual Property,
Information Technology and Electronic Commerce Law (JIPITEC), vol. 4, nim. 3,
2013, pp. 159-178. También STJUE (Sala Tercera) de 12 de octubre de 2016, asunto
C-166/15, Aleksandrs Ranks y Jurijs Vasilevics contra Finansu un ekonomisko noziegu-
mu izmeklesanas prokoratiira y Microsoft Corp. (ECLI:EU:C:2016:762).

71 STJUE (Sala Primera) de 19 de diciembre de 2019, asunto C-263/18, Nederlands
Uitgeversverbond y Groep Algemene Uitgevers c. Tom Kabinet Internet BV y otros
(ECLI:EU:C:2019:1111).
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al titular las decisiones exclusivas de control sobre la creacién y funciona-
miento de mercados secundarios.

Finalmente, si el contenido digital se ha suministrado al consumidor o
usuario final por medio de una descarga, cabe, segin el TJUE, distinguir
dos situaciones en funcién del tipo de contenido digital en cuestion: si
se trata de un programa de ordenador, puede transmitirse la copia digital
por su adquirente a un tercero cumpliendo determinadas condiciones; en
cambio, si se trata, por ejemplo, de un ebook, un archivo musical o una
pelicula, no pueden ser revendidos o de otro modo transmitidos por el
consumidor a un tercero. En este tltimo caso, se entiende que el suministro
mediante una descarga digital supone un acto de puesta a disposicién del
publico y no de un acto de distribucién y, en consecuencia, no puede
producirse un agotamiento de las facultades de control del titular de los
derechos de propiedad intelectual. El TJUE no se ha pronunciado sobre el
posible agotamiento digital en la transmisién de copias digitales de video-
juegos. Estos constituyen un hibrido entre programas de ordenador y una
obra audiovisual.”? Parece que la solucién mds razonable es entender que su
suministro comporta actos de puesta a disposicion del publico que no ago-
tan las facultades de control del titular. En consecuencia, el consumidor que
tuviera acceso a una copia digital de un videojuego no podria transmitirla a
un tercero, salvo que mediara el consentimiento del titular.

El régimen juridico descrito brevemente es complejo y, muy probable-
mente, desconocido para la mayorfa de la poblacién. Aun asi, se defiende
en este trabajo, no deberia imputarse al suministrador de contenidos di-
gitales una falta de conformidad juridica en todos los casos en los que
no informa precisamente a los consumidores acerca de las implicaciones
practicas de este régimen en el uso y disfrute de los contenidos.

Dado este régimen juridico, no es necesario que se informe especifica-
mente al consumidor y recabe una aceptacién expresa y por separado de
aquellas limitaciones que reflejan el equilibrio dispositivo previsto por el
legislador en materia de propiedad intelectual. Asi, no han de asignarse al
suministrador los riesgos de una falta de informacién acerca de la imposi-
bilidad de transmitir a un tercero un ebook u otros contenidos digitales
descargados. Por ejemplo, no habra falta de conformidad juridica si el
consumidor, después de leer el ebook descargado, descubre que no puede

72 STJUE (Sala Cuarta) de 23 de enero de 2014, asunto C-355/12, Nintendo Co. Ltd y
otros contra PC Box Srly 9Net Srl (ECLI:EU:C:2014:25).
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revenderlo como si podria hacer con un libro impreso o con un soporte
tangible que albergara una copia digital.

Deberia, en cambio, informarse al consumidor y recabar su consenti-
miento -a riesgo de producir una falta de conformidad- si la restriccion
de reventa se impusiera en relacién con un programa de ordenador.
Aunque hay debates al respecto sobre el cardcter dispositivo de los efectos
del agotamiento,”® un titular puede limitar o restringir contractualmente
o tecnolégicamente que el consumidor transmita la copia digital de un
programa de ordenador a un tercero, cuando la limitacién pueda responder
a una finalidad protegida por el ordenamiento. En particular, el titular
puede justificar una restricciéon en la implementacién de una estrategia
de discriminacién de precios y en evitar lo que en términos econdémicos
se conoce como “arbitraje”.” Por ejemplo, el titular de un programa de
ordenador utilizado en arquitectura puede tener dos versiones del mismo,
una dirigida a arquitectos profesionales y otra a estudiantes de arquitectura
que se suministra a un precio equivalente al 20 % del precio de la versién
profesional. El titular de los derechos de autor deberfa poder impedir que el
estudiante vendiera su copia a un arquitecto profesional. Si no se permitiera
esta opcién -y no hubiera medios tecnoldgicos alternativos para conseguir
el mismo resultado- y el programa se pudiera transmitir libremente, el titu-
lar no podria evitar el arbitraje de precios y tendria incentivos a suministrar
solamente una tnica versién del programa a un precio unitario que segura-
mente muchos estudiantes no podrian asumir. En estos casos, en los cuales
el titular se aparta del default juridico (esto es, agotamiento del derecho
de distribucién) e introduce una limitacién idiosincrética (restriccion a la
transmisibilidad de la copia), el consumidor puede razonablemente esperar
poder revender el ejemplar del programa informatico. Por tanto, si no se
han cumplido los requisitos del art. 8.5 DCD, el consumidor ha de poder
fundamentar una falta de conformidad juridica frente al suministrador vy,

73 Para los debates en torno al derecho federal de autor en EE.UU., entre otros, A.
Katz, The First Sale Doctrine and the Economics of Post-Sale Restraints, Brigham
Young University Law Review, 2014, pp. 55-142; A. Perzanowski/]. Schultz, Digital
Exhaustion, UCLA Law Review, vol. 58, nim. 4, 2011, pp. 889-946; R.A. Reese, The
First Sale Doctrine in the Era of Digital Networks, Boston College Law Review, vol.
44, 2003, pp. 577-652; J.A. Rothchild, The Incredible Shrinking First-Sale Rule: Are
Software Resale Limits Lawful?, Rutgers Law Review, vol. 57, nim. 1, 2004, pp. 1-106;
G.A. Rub, Rebalancing Copyright Exhaustion, Emory Law Journal, vol. 64, nim. 3,
2015, pp. 741-817; M. Van Houweling, Exhaustion and the Limits of Remote-Control
Property, Denver Law Review, vol. 93, nim. 4, 2016, pp. 951-974.

74 Sobre ello, Rubi Puig, Copyright Exhaustion (n. 70), pp. 159-178.
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en su caso, resolver el contrato de suministro (excepto si la mayoria de
titulares sobre programas de ordenador en el mercado se han apartado de
este equilibrio dispositivo y el patrén de normalidad es el de la restriccién a
la transmisibilidad de las copias.).

7. Limitaciones a la utilizacién de otros contenidos y servicios digitales
conjuntamente con el suministrado

Un tercer ejemplo también es ttil para ilustrar el test que se propone en este
trabajo en relacion con las expectativas razonables de los consumidores.
En ocasiones, los titulares tendrdn interés en restringir la utilizaciéon de
los contenidos o servicios digitales junto con otros contenidos o servicios
digitales de otros terceros. Esto es, los titulares perseguiran limitar técni-
camente o contractualmente las caracteristicas de compatibilidad de sus
contenidos y servicios digitales, por ejemplo, para garantizar niveles de
experiencia y calidad homogéneos entre sus usuarios.

Recientemente, el TJUE resolvié un asunto sobre las implicaciones
juridicas de este tipo de restricciones desde el punto de vista del derecho de
propiedad intelectual. Se trata del asunto C-159/23, Sony c. Datel, decidido
por Sentencia de 17 de octubre de 2024.”> De forma resumida, el asunto
se refiere a acciones por infraccién de derechos de autor interpuestas por
Sony contra el desarrollador de un programa y de un accesorio USB que
permitian a los usuarios que los instalaban en su ordenador y consola
PlayStation conseguir nuevas funcionalidades del videojuego MotorStorm.
Por ejemplo, los usuarios podian utilizar la funcién turbo o booster que les
permitia saltarse los diferentes niveles del videojuego o escoger cualquier ti-
po de vehiculo, cuando esta opcién viene limitada por el propio videojuego
de Sony. En su sentencia, el TJUE ha resuelto que, puesto que el programa
y accesorio no modifican el cédigo fuente u objeto del programa, sino
Unicamente los datos variables que se almacenan en la copia local en el
equipo del usuario, no se produce un acto de transformacién controlable
por el titular de los derechos. En otras palabras, el uso de estos programas
y accesorios compatibles con el videojuego no infringe derechos de autor
sobre el programa de ordenador del videojuego, ni sobre otros elementos
protegidos por derechos de propiedad intelectual.

75 STJUE (Sala Primera) de 17 de octubre de 2024, asunto C-159/23, Sony Computer
Entertainment Europe Ltd c. Datel Design and Development Ltd, Datel Direct Ltd y JS
(ECLI:EU:C:2024:887).
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Aunque no haya infraccidn, el titular de los derechos sobre un videojue-
go puede tener interés en evitar que este interactiie con otros programas
e incluir una restriccién contractual o una medida tecnoldgica de protec-
cién para impedir su compatibilidad. De hecho, la propia Sony ya utiliza
software anti-cheating en muchos de sus videojuegos para evitar que los
usuarios puedan utilizar boosters u otros programas para manipular las
opciones de juego. Son varios los intereses que puede perseguir el titular del
videojuego con esta estrategia. En primer lugar, persigue asegurar una expe-
riencia de juego similar a todos sus usuarios. En segundo lugar, puede tener
incentivos econdmicos a que un usuario no vaya saltindose los diferentes
niveles de forma rdpida y emplee mds tiempo -y mds atencion- en el uso del
videojuego.

Después de esta STJUE, se puede defender que el derecho de autor
no atribuye de entrada un derecho de exclusiva sobre las variables en la
memoria local del terminal utilizado por un usuario y que, por lo tanto, el
consumidor puede razonablemente esperar que el videojuego en cuestién
podra utilizarse de forma compatible con boosters y otros programas. En
otros términos, el equilibrio dispositivo disefiado por el legislador en mate-
ria de derechos de autor establece un principio amplio de compatibilidad
de los videojuegos con otros contenidos digitales ofrecidos por terceros.
Si se quiere alterar esta situacién de defecto e introducir una restriccion a
la compatibilidad, el suministrador, para evitar una falta de conformidad
juridica, deberfa en los contratos de suministro de un videojuego en un
soporte tangible informar especificamente al consumidor y recabar su acep-
tacion expresa y por separado. Ahora bien, de nuevo, deberfamos examinar
cudl es el patrén de normalidad en el mercado: si la mayor parte de los titu-
lares incluyeran software anti-cheating en sus productos que restringieran
la compatibilidad con programas boosters, no podrian llegar a defraudarse
las expectativas razonables del consumidor.

8. Consecuencias de la falta de conformidad y remedios

De acuerdo con el art. 10 DCD, en caso de que los contenidos o servicios
digitales no estén conformes con el contrato de suministro por infringir
los criterios subjetivos u objetivos el consumidor podrd exigir las medidas
correctoras por falta de conformidad previstas en el articulo 14. El art.
14 DCD armoniza, para los supuestos de falta de conformidad de los
contenidos y servicios digitales suministrados, los remedios de puesta en
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conformidad, reduccién del precio y resolucion del contrato. Por otra parte,
en el derecho espafol, el consumidor podria, con arreglo a las condiciones
establecidas legalmente, solicitar la suspension del pago del precio (art.
117.1, segundo pérrafo, TRLGDCU) y la indemnizacién de los dafios y per-
juicios sufridos que habria de reclamarse con arreglo a las reglas generales
de responsabilidad previstas en la legislacién civil y mercantil (art. 117.1
TRLGDCU).

El legislador espaiol, al transponer la Directiva al ordenamiento inter-
no, se limité practicamente a transcribir sus normas vy, asi, el art. 117.2
TRLGDCU permite a los consumidores, en casos de falta de conformidad
juridica, acudir a las diferentes medidas correctoras “salvo que una ley
establezca en esos casos la rescision o nulidad del contrato”. Esta referencia
a estas dos modalidades de ineficacia contractual en la DCD fue motivada
por la utilizacién de estas soluciones en el derecho inglés.”” Es esperable
que su uso sea inexistente o residual en el derecho privado espanol, a pesar
de su reconocimiento expreso en el art. 117.2 TRLGDCU.

D. Conclusiones

Las decisiones que adopta un titular de derechos de propiedad intelectual
para la 6ptima explotacién de estos o para su defensa frente a vulneraciones
podran interferir en contratos de suministro de contenidos y servicios
digitales en los que aquellos no son parte. Asi, las licencias que predisponen
para gobernar el uso de sus obras y demads prestaciones o el ejercicio de
pretensiones frente a un riesgo de que se infrinjan sus derechos podra llegar
a perturbar la posicién de un consumidor o usuario en estos contratos,
que, a resultas, no podra utilizar los contenidos o servicios digitales con
arreglo a lo que pactd con su suministrador o de acuerdo con sus propias
expectativas en el momento de contratar.

Estas perturbaciones permitirdn al consumidor, con arreglo a las normas
de transposicion del art. 10 DCD, alegar una falta de conformidad juridica

76 Para una discusion de los diferentes remedios por falta de conformidad de los conten-
idos y servicios digitales, R. Mila Rafel, Remedios asociados a la falta de conformidad
de los contenidos y servicios digitales, en: Gémez Pomar/ Ferndndez Chacén (eds.),
El nuevo derecho digital (n. 9), pp. 591-712; y M. Gili Saldafia, La resolucién de los
contratos de suministro de contenidos y servicios digitales, en la misma obra, pp.
713-794.

77 F. Rosenkranz, Article 10 (n. 40), p. 197.

126

hitps:/fdol.org/10: -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Falta de conformidad de los contenidos y servicios digitales y derechos de autor

frente al suministrador y exigirle medidas correctoras, principalmente, la
resolucién del contrato. Este régimen protector del consumidor frente a
los vicios juridicos es bienvenido pero su papel, cuando las restricciones
tienen su origen en la proteccién de derechos de propiedad intelectual,
es mas bien residual o muy circunscrito. La protecciéon de la propiedad
intelectual, que queda salva en el régimen de la DCD, y el hecho de que
la normativa sobre derechos de autor ya tutele algunos intereses de los
consumidores comportan que no todas las restricciones o limitaciones al
uso de los contenidos o servicios digitales hayan de resultar en una falta
de conformidad. Primero, el suministrador puede informar adecuadamente
al consumidor de tales restricciones y recabar su consentimiento expreso.
Segundo, habra restricciones que seguirdn un patrén de normalidad en el
mercado, esto es, seran habituales y no permitirdn al consumidor confiar
en sus propias expectativas para desplazar tal practica mayoritaria. Tercero,
podra ser muy dificil concretar las expectativas de un consumidor en mer-
cados tan dindmicos como los de contenidos y servicios digitales. Y cuarto,
el consumidor ha de arrostrar con los riesgos derivados de su falta de infor-
macién en el momento de contratar acerca de restricciones que reflejan
el equilibrio dispositivo de intereses fijado por el legislador en materia de
derechos de autor. Esta es la mejor forma de cohonestar la proteccién de los
consumidores frente a faltas de conformidad y la proteccién de los titulares
de derechos de propiedad intelectual.
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Missbrauchliche Klauseln
- Entwicklungen unter dem Einfluss der européischen
Gesetzgebung zur Digitalisierung”

Reiner Schulze

Zusammenfassung: Innerhalb weniger Jahre haben sich Bestimmungen
iber Inhalt, Zugénglichkeit und Verstdndlichkeit von Vertragsklauseln, die
eine Partei einseitig festgelegt und/oder die zur vielfachen Verwendung
vorgesehen sind, auf européischer Ebene weit tiber das Verbraucherrecht
hinaus ausgedehnt. Insbesondere ist eine derartige Kontrolle von Vertrags-
klauseln nunmehr fiir grofie Bereiche des Wirtschaftsrechts vorgesehen,
die fiir die Entwicklung des Digitalen Binnenmarktes und der Digital-
und Datenwirtschaft relevant sind. Dieses neue europdische Recht der
Klauselkontrolle ist zudem nicht mehr in umsetzungsbediirftige Richtlinien
gefasst, sondern in iiberwiegend unmittelbar anwendbares europdisches
Einheitsrecht. Eine seiner wichtigen iibergreifenden Funktionen besteht
darin, einen Ausgleich zu schaffen fiir die Asymmetrie der Transaktions-
kosten, die bei der Verwendung von standardisierten Vertragsbestimmun-
gen durch eine Partei zulasten der anderen — unabhingig von Rollenzuwei-
sung wie Unternehmer, Kleinunternehmer oder Verbraucher - entstehen
kann. In Hinblick auf die kohdrente Anwendung und Fortentwicklung des
europdischen Klauselrechts stellt sich die Aufgabe, die Voraussetzungen,
Maf3stdbe und rechtlichen Folgen der Kontrolle von Vertragsklauseln in
den einzelnen Rechtsakten zu vergleichen und Gemeinsamkeiten und Un-
terschiede der Begrifflichkeit sowie der zugrunde liegenden Prinzipien und
Wertungen herauszuarbeiten.

Schliisselworter: Klauselkontrolle, Missbrauchliche Klauseln, Allgemeine
Geschiftsbedingungen, Digitaler Binnenmarkt, Online-Vermittlungsdiens-
te, Digitalwirtschaft, Datenzugang

Resumen: En tan solo unos anos, las disposiciones sobre el contenido, la ac-
cesibilidad y la comprensibilidad de las clausulas contractuales establecidas

* Der Beitrag gibt den Vortrag auf der Tagung vom 24./26. Oktober 2024, aus der dieser
Band hervorgegangen ist, im Wesentlichen unverandert wieder.
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unilateralmente por una de las partes y/o previstas para utilizarse de forma
generalizada se han ampliado a escala europea mucho mas alld del dambito
del Derecho de los consumidores. En particular, ahora se prevé un control
de este tipo de cldausulas contractuales en importantes dmbitos del Derecho
empresarial que son relevantes para el desarrollo del mercado tnico digital
y de la economia digital y de datos. Ademas, este nuevo Derecho europeo
de control de cldusulas ya no se recoge en directivas que deben transpo-
nerse, sino en Derecho uniformemente aplicable en toda Europa. Una de
las funciones generales mds importantes es compensar la asimetria de los
costes de transaccion que puede surgir cuando una parte utiliza cldusulas
contractuales estandarizadas en detrimento de la otra, independientemente
de la distribucién de roles, como empresario, pequefio empresario o con-
sumidor. Con vistas a la aplicacién coherente y el desarrollo ulterior del
Derecho europeo en materia de clausulas, se plantea la tarea de comparar
los requisitos, los criterios y las consecuencias juridicas del control de las
clausulas contractuales en los distintos actos legislativos y de determinar las
similitudes y diferencias en la terminologia, asi como en los principios y
valoraciones subyacentes.

Palabras clave: control de clausulas, cldusulas abusivas, condiciones genera-
les de la contratacién, mercado unico digital, servicios de intermediacién
en linea, economia digital, acceso a los datos

A. Einleitung

Seit 30 Jahren gelten fiir Vertrige zwischen Verbrauchern und Gewerbetrei-
benden die Bestimmungen der Richtlinie iiber missbrauchliche Klauseln in
Verbrauchervertrdgen.! Im Rahmen des europdischen Rechts wurde damit
die Kontrolle missbrauchlicher Klauseln zu einem zentralen Gegenstand
des Verbraucherrechts, und die Klauselkontrolle schien im Wesentlichen
ein Thema des Verbraucherschutzes zu sein. Was damals noch kaum
absehbar war, hat jedoch inzwischen die Rolle der Klauselkontrolle im
europdischen Recht tiefgreifend verdndert: Die Digitalisierung hat zu weit-

1 Richtlinie 93/13/EWG des Rates vom 5. April 1993 iiber mifibrauchliche Klauseln in
Verbrauchervertragen (ABLL 95 S.29) - Nach Art.10 dieser Richtlinie sollten die
Mitgliedstaaten die Umsetzungsbestimmungen bis zum 31. Dezember 1994 erlassen
und sollen diese Vorschriften fiir alle Vertrége gelten, die nach dem 31. Dezember 1994
abgeschlossen werden.
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reichenden Verdnderungen in der Vertragspraxis und zu entsprechenden
neuen Herausforderungen fiir die Gesetzgebung gefithrt. In diesem Rah-
men ist auch die Bedeutung der Klauselkontrolle gewachsen. Angesichts
neuer regulatorischer Herausforderungen, die weit {iber das Verbraucher-
recht hinausgreifen, hat die Klauselkontrolle wihrend der letzten Jahre die
einstige Begrenzung auf das Verbraucherrecht weit hinter sich gelassen und
sich auf ein breites Spektrum vertraglicher Beziehungen auch zwischen
Unternehmen ausgedehnt.

Mafigebliche Schritte auf diesem Weg waren mehrere Rechtsakte, die
die Europdische Union in rascher Abfolge erlassen hat und die in jeweils
unterschiedlicher Weise Vorschriften iiber Klauselkontrolle und Allgemeine
Geschiftsbedingungen enthalten - von der Verordnung iiber Online-Ver-
mittlungsdienste? iiber den Digital Market Act® (DMA) und den Digital
Services Act* (DSA) bis jiingst hin zum Data Act®> (DA). Rechtsprechung
und Rechtslehre werden sich insofern kiinftig mit der Klauselkontrolle auf
europdischer Ebene nicht mehr allein und nicht einmal primér in Bezug
auf das Verbraucherrecht befassen konnen, sondern sie als ein iibergreifend
verwandtes Regelungsinstrument des Europdischen Vertragsrechts auch fiir
eine Reihe anderer Gebiete beriicksichtigen miissen.

Im Folgenden kann diese weitreichende Fortentwicklung nicht im Ein-
zelnen dargestellt und analysiert werden. Vielmehr ist lediglich auf einige
Anhaltspunkte und Anregungen fiir eine kiinftige vertiefte Zuwendung zur
Klauselkontrolle auf den neuen Feldern, die bislang weniger Beachtung als
die verbraucherrechtliche Klausel-Richtlinie erhalten haben, hinzuweisen,
indem kurz einige Regelungsgegenstinde, Funktionen und Maf3stdbe um-

2 Verordnung (EU) 2019/1150 des Européischen Parlaments und des Rates vom 20. Juni
2019 zur Férderung von Fairness und Transparenz fiir gewerbliche Nutzer von Online-
Vermittlungsdiensten (ABL L 186 S. 57).

3 Verordnung (EU) 2022/1925 des Europaischen Parlaments und des Rates vom 14. Sep-
tember 2022 iiber bestreitbare und faire Markte im digitalen Sektor und zur Anderung
der Richtlinien (EU) 2019/1937 und (EU) 2020/1828 (Gesetz iiber digitale Markte)
(ABL. L 2658S.1).

4 Verordnung (EU) 2022/2065 des Europiischen Parlaments und des Rates vom 19. Ok-
tober 2022 iiber einen Binnenmarkt fiir digitale Dienste und zur Anderung der Richtli-
nie 2000/31/EG (Gesetz iiber digitale Dienste) (ABL. L 277 S.1).

5 Verordnung (EU) 2023/2854 des Europiischen Parlaments und des Rates vom 13. De-
zember 2023 tiber harmonisierte Vorschriften fiir einen fairen Datenzugang und eine
faire Datennutzung sowie zur Anderung der Verordnung (EU) 2017/2394 und der
Richtlinie (EU) 2020/1828 (Datenverordnung) (ABL L 2023/2854 S.1).
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rissen und Konsequenzen der Zuordnung zum Européischen Einheitsrecht
angesprochen werden.

B. Regelungsgegenstinde
I. Zahlungsverzug

Im Uberblick iiber die Gebiete, fiir die die Kontrolle missbrauchlicher
Klauseln nach europdischem Recht vorgesehen ist, ist das Verbraucherrecht
- einst sedes materiae — nur noch ein Teilbereich unter vielen. Zur ers-
ten markanten Ausweitung, die die Begrenzung auf das Verbraucherrecht
sprengte, fithrte die Zahlungsverzugs-Richtlinie von 2011.° Wie schon ihr
Titel erkennen lédsst, betriftt sie die Bekdmpfung von Zahlungsverzug ,im
Geschiftsverkehr® Art. 2 Nr.1 Zahlungsverzugs-RL konkretisiert, dass ,Ge-
schiftsverkehr® Geschiftsvorginge zwischen Unternehmen oder zwischen
Unternehmen und 6ffentlichen Stellen meint. Einen Maf3stab fiir die Kon-
trolle von Vertragsklauseln enthalt Art. 7 Zahlungsverzugs-RL. Klauseln in
Hinblick auf Zahlungstermine, Zahlungsfristen, Verzugszinsen und Betrei-
bungskosten diirfen danach nicht ,fiir den Glaubiger grob nachteilig® sein;
andernfalls sind sie (je nach Festlegung durch die Mitgliedstaaten) entwe-
der nicht durchsetzbar oder begriinden einen Schadensersatzanspruch.

I1. Online-Vermittlungsdienste

Einige Jahre spiter hat eine erheblich weiterreichende Ausdehnung der
Klauselkontrolle auf Materien auflerhalb des Verbraucherschutzes einge-
setzt. Dieser dynamischen Entwicklung lag in erster Linie das Bemiihen
der Europdischen Union zugrunde, rechtliche Antworten auf die Verdnde-
rungen in Wirtschaft und Kommunikation durch die Digitalisierung zu
finden.” Einen der ersten Ausgangspunkte dafiir bildete die ,Digitale Bin-

6 Richtlinie 2011/7/EU des Européischen Parlaments und des Rates vom 16. Februar 2011
zur Bekdmpfung von Zahlungsverzug im Geschiftsverkehr (ABL L 48 S.1).

7 Daneben trugen zur Ausweitung der Klauselkontrolle auch neue Bestimmungen fiir
den unternehmerischen Verkehr in bestimmten Lieferketten in der Richtlinie 2019/633
des Europdischen Parlaments und des Rates vom 17. April 2019 iiber unlautere Han-
delspraktiken in den Geschiftsbedingungen zwischen Unternehmen in der Agrar- und
Lebensmittelversorgungskette (Abl. L 111 S. 59) bei.
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nenmarktstrategie“ der Europdischen Kommission von 2015.8 Thr folgten
vier Jahre spdter nicht nur drei bedeutende Rechtsakte zur Anpassung
des Verbraucherrechts an diese Veranderungen (die Digitale-Inhalte-Richt-
linie®, die Warenkaufrichtlinie!® und die ,Modernisierungs“-Richtlinie!!),
sondern auch ein wichtiger Rechtsakt fiir einen zentralen Bereich des
unternehmerischen Verkehrs im digitalen Zeitalter: Die Verordnung iiber
Online-Vermittlungsdienste wandte sich den rechtlichen Beziehungen zwi-
schen Online-Vermittlungsdiensten und Online-Suchmaschinen einerseits
und gewerblichen Nutzern und Nutzern mit Unternehmens-Website ande-
rerseits zu.

Den Gegenstand dieses Rechtsakts bilden hingegen nicht Verbraucher-
vertrage — weder die Vertrage von Verbrauchern mit Internet-Plattformen
noch die iiber die geschlossenen Vertrige von Verbrauchern mit Anbietern
von Waren und Dienstleistungen. Er enthalt daher auch keine Antwort auf
die Frage nach einer Haftung der Plattformbetreiber gegeniiber Verbrau-
chern, wenn die Plattform beim Abschluss und der Durchfiithrung des Ver-
trags zwischen Gewerbetreibenden und Verbrauchern eine beherrschende
Rolle eingenommen hat.!? Vielmehr richten sich seine Bestimmungen spe-
zifisch auf Rechtsbeziehungen, in denen sich auf beiden Seiten Unterneh-
men gegeniiberstehen.

8 Mitteilung der Kommission an das Europdische Parlament, den Rat, den Europa-
ischen Wirtschafts- und Sozialausschuss und den Ausschuss der Regionen - Strategie
fiir einen digitalen Binnenmarkt fiir Europa, vom 6. Mai 2015 (COM(2015) 192 final).

9 Richtlinie (EU) 2019/770 des Europdischen Parlaments und des Rates vom 20. Mai
2019 iiber bestimmte vertragsrechtliche Aspekte der Bereitstellung digitaler Inhalte
und digitaler Dienstleistungen (ABL. L 136 S.1).

10 Richtlinie (EU) 2019/771 des Européischen Parlaments und des Rates vom 20. Mai
2019 iiber bestimmte vertragsrechtliche Aspekte des Warenkaufs, zur Anderung der
Verordnung (EU) 2017/2394 und der Richtlinie 2009/22/EG sowie zur Aufhebung
der Richtlinie 1999/44/EG (ABL L 136 S. 28).

11 Richtlinie (EU) 2019/2161 des Europdischen Parlaments und des Rates vom 27. No-
vember 2019 zur Anderung der Richtlinie 93/13/EWG des Rates und der Richtlinien
98/6/EG, 2005/29/EG und 2011/83/EU des Europidischen Parlaments und des Rates
zur besseren Durchsetzung und Modernisierung der Verbraucherschutzvorschriften
der Union (ABL. L 328 S.7).

12 S. dazu European Law Institute (ELI), Model Rules on Internet Platforms, 2019,
abrufbar unter: https://www.europeanlawinstitute.eu/projects-publications/public
ations/eli-model-rules-on-online-platforms/ (zuletzt aufgerufen am 04.06.2025); H.
Schulte-Nolke, Plattformvertrage und Vertrauensschutz, in: U. Blaurock/F. Maultzsch
(Hrsg.), Vertrauensschutz im digitalen Zeitalter, Baden-Baden 2020, S.167 (203 f.).
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Fir Allgemeine Geschiftsbedingungen (in der englischen Bezeichnung:
yterms and conditions®), die ein Online-Vermittlungsdienst in diesen B-B-
Beziehungen verwendet, enthdlt diese Verordnung Kontrollmafistibe in
Hinblick auf Transparenz, Zuginglichkeit und Inhalt in grofier Breite und
Tiefe (unter Einschluss zum Beispiel der Vertragsbestimmungen iiber das
Ranking, die differenzierte Behandlung, den Datenzugang und anderes
mehr; Art. 5ff. VO iiber Online-Vermittlungsdienste). Was als ,,Allgemeine
Geschiftsbedingungen® diesen Maf3stdben unterliegt, definiert Art.2 Nr.11
VO iber Online-Vermittlungsdienste. Mafigebliches Kennzeichen ist da-
nach, dass die betreffenden Vertragsbestimmungen einseitig vom Anbieter
der Online-Vermittlungsdienste festgelegt werden. Diese einseitige Festle-
gung ist auf der Grundlage einer Gesamtbewertung festzustellen, fiir die
bemerkenswerterweise in Form einer negativen Beschreibung festgelegt
ist, welche Umstdnde fiir sich genommen nicht entscheidend sein sollen
(namlich u.a. die relative Grofle der betroffenen Parteien und die Tatsache,
dass Verhandlungen stattgefunden haben). Ob in dieser differenzierten
Festlegung zum Ausdruck kommt, dass ein strukturelles Ungleichgewicht
in der Beziehung zwischen den Unternehmen weniger leicht anzunehmen
ist als im Rahmen des Verbraucherrechts,'® mag hier dahinstehen. Die Ver-
ordnung {iber Online-Vermittlungsdienste kniipft somit fiir die Kontrolle
vertraglicher Klauseln jedenfalls daran an, dass diese Klauseln nach Mafi-
gabe einer Gesamtbewertung einseitig von einer Partei festgelegt wurden,
und will in dieser Lage entsprechend ihrer generellen Zielsetzung fiir die
gewerblichen Nutzer Transparenz, Fairness und wirksame Abhilfemdoglich-
keiten gewahrleisten (vgl. Art.1 (1) VO tiber Online-Vermittlungsdienste).

II1. Digitaler Markt und digitale Dienstleistungen

Uber die Verordnung iiber Online-Vermittlungsdienste hinaus gestalten seit
2022 zwei Rechtsakte mit weitreichenden Bestimmungen den rechtlichen
Rahmen des europdischen Binnenmarktes in Hinblick auf die Verdnderun-
gen durch die Digitalisierung fort: die ,Verordnung iiber unbestreitbare
und faire Mirkte im digitalen Sektor, {iblicherweise auch im deutschen
Sprachraum Digital Market Act genannt, und die ,Verordnung iiber einen

13 So C. Griineberg, AGB-Kontrolle im unternehmerischen Geschaftsverkehr, ZHR
2023, 429 (436); F. Moslein in: R. Schulze/D. Staudenmayer/S. Lohsse (Hrsg.), EU
Digital Law, 2. Aufl., Baden-Baden 2025, Art. 2 Platform Regulation Rn. 8.
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Binnenmarkt fiir digitale Dienste®, bekannt als Digital Services Act. Der
Digital Market Act ergidnzt das herkdmmliche Wettbewerbsrecht fiir alle
Mirkte im digitalen Sektor, auf denen ,Torwiachter titig sind (also nach
der Definition in Art.2 Nr.1 DMA Unternehmen, die zentrale Plattform-
dienste bereitstellen und nach Mafigabe von Art.3 DMA durch die Euro-
paische Kommission benannt werden). Wihrend der Digital Market Act in
erster Linie Regelungen in Hinblick auf die Marktmacht derartiger grofier
Online-Plattformen enthilt, legt der Digital Services Act vor allem Regeln
iiber Fairness und Transparenz fiir Online-Plattformen verschiedener Gré-
8enordnung fest, um die Rechte der Nutzer zu starken.!*

Was die Regeln {iber missbrauchliche Klauseln betriftt, verdienen im
Rahmen des Digital Market Act die Bestimmungen iiber die Zugangsbe-
dingungen besondere Beachtung. Nach Art.6 Nr.12 S.1 DMA muss der
Torwichter fiir den Zugang gewerblicher Nutzer zu seinen Geschiften
fiir Software-Anwendungen, Online-Suchmaschinen und Online-Diensten
sozialer Netzwerke ,faire, zumutbare und diskriminierungsfreie allgemeine
Bedingungen® anwenden. Der Digital Market Act Gibernimmt damit aus
dem Lizenzrecht die sogenannte ,FRAND“-Formel: ,Fair, Reasonable And
Non-Discriminatory“ sollen ,allgemeine Bedingungen® fiir den Zugang
sein. Diese Festlegung hinsichtlich der inhaltlichen Mafistidbe verbindet der
DMA mit einem Publikationserfordernis, das iiber eine Mitteilung an die
jeweiligen Vertragspartner hinausgeht, indem im Anschluss an die soeben
angefithrte Bestimmung Art. 6 Nr.12 S.2 DMA vorschreibt: ,Zu diesem
Zweck veroffentlicht der Torwéchter allgemeine Zugangsbedingungen, ein-
schliellich eines alternativen Streitbeilegungsmechanismus.“ Fir die Ein-
haltung der inhaltlichen Maf3stibe begniigt sich der DMA zudem nicht
mit der Mdglichkeit gerichtlicher Kontrolle auf Initiative einer Partei im
Streitfall. Vielmehr sieht Art. 6 Nr. 12 S. 3 DMA eine ex-officio-Kontrolle der
verdffentlichten allgemeinen Zugangsbedingungen durch die Européische
Kommission vor. Der Digital Market Act setzt damit fiir die Ausgestaltung
der Kontrolle von Vertragsklauseln sowohl in inhaltlicher Hinsicht als auch
im Hinblick auf Publizitit und Kontrollmethoden bemerkenswerte neue
Akzente.

Der Digital Services Act stellt auf mehreren Stufen jeweils fiir einen
engeren Adressatenkreis zusitzliche Anforderungen an verschiedene Kate-

14 A. De Franceschi in: R. Schulze/D. Staudenmayer/S. Lohsse (Hrsg.), EU Digital Law,
2. Aufl,, Baden-Baden 2025, Introduction to the Digital Services Act Rn.1; ndher zu
Grundziigen und Zielen des Digital Services Act ebd. Rn. 4 ff.
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gorien von Online-Plattformen und Suchmaschinen auf (,,Pyramidenstruk-
tur®). Was die Klauselkontrolle betrifft, finden sich die Grundregeln schon
auf der unteren Stufe, die generell die Anbieter von Vermittlungsdiensten
erfasst, in Art.14 (1) DSA. Die Vorschrift bezieht sich auf Allgemeine Ge-
schiftsbedingungen (in der englischen Sprachfassung wie auch in der VO
iber Online-Vermittlungsdienste ,terms and conditions®). Dieser Begriff
erfasst nach der Definition in Art.3 lit.u DSA alle Klauseln (und zwar
ebenfalls wie bereits nach Art. 2 Nr. 10 VO iiber Online-Vermittlungsdienste
sungeachtet ihrer Bezeichnung oder Form®), die die vertraglichen Bezie-
hungen zwischen dem Anbieter von Ubermittlungsdiensten und Nutzen re-
geln. Hinsichtlich des Inhalts der Allgemeinen Geschéftsbedingungen ver-
pflichten Art.14 (1) S.1 und 2 DSA die Verwender zu bestimmten Angaben
zu etwaigen Beschrinkungen im Zusammenhang mit der Nutzung ihrer
Dienste in Bezug auf die von den Nutzern bereitgestellten Informationen.
Hinsichtlich der Verstandlichkeit und Transparenz bezieht die Vorschrift
das Erfordernis der Benutzerfreundlichkeit ein (... in klarer, einfacher,
verstandlicher, benutzerfreundlicher und eindeutiger Sprache abzufassen
und in leicht zuginglicher und maschinenlesbarer Form offentlich zur Ver-
fugung zu stellen; Art.14 (1) S.3 DSA). Bemerkenswert — und tber die
Bestimmungen beispielsweise auch der VO iiber Online-Vermittlungsdiens-
te hinausgehend - sind zudem die zusétzlichen spezifischen Anforderungen
tiir die Verwendung von Geschiftsbedingungen im Hinblick auf Minder-
jahrige. Der Verwender muss danach diese Bedingungen so erldutern, dass
Minderjahrige sie verstehen konnen, wenn sich ein Vermittlungsdienst in
erster Linie an Minderjahrige richtet oder iiberwiegend von Minderjahri-
gen genutzt wird (Art.14 (3) DSA). Zu den weiteren hervorstechenden
Bestimmungen gehort nicht nur, dass Art. 14 (4) DSA die Vorschriften iiber
die Gestaltung und Kommunikation von Geschiftsbedingungen durch An-
forderungen ergénzt, die die Anwendung und Durchsetzung der in den
Geschiftsbedingungen mitgeteilten Beschrdnkungen betreffen (mit den
Maf3stiben der Sorgfalt, Objektivitdit und Verhéltnismafligkeit und mit
Bezug auf die Grundrechte der Nutzer). Vielmehr sind auch - allerdings
beschrankt auf sehr grofle Online-Plattformen und Suchmaschinen - zu-
satzliche Vorgaben in Hinblick auf Zugénglichkeit und Verstandlichkeit von
Allgemeinen Geschiftsbedingungen enthalten: Den Nutzern muss gemaf3
Art.14 (5) DSA eine kompakte, leicht zugingliche und maschinenlesbare
Zusammenfassung der Allgemeinen Geschiftsbedingungen in klarer und
eindeutiger Sprache zur Verfiigung gestellt werden. Nach Art. 14 (6) DSA
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miissen sehr grofle Plattformen oder Suchmaschinen (im Sinne von Art. 33
DSA) ihre Allgemeinen Geschiftsbedingungen in den Amtssprachen aller
Mitgliedstaaten, in denen sie ihre Dienste anbieten, verdffentlichen. Insge-
samt verbindet Art.14 DSA somit die inhaltlichen Vorgaben fiir die Ver-
tragsgestaltung durch Allgemeine Geschiftsbedingungen mit weitreichen-
den Anforderungen, die den Zugang zu diesen Bedingungen und deren
Verstindlichkeit betreffen und dabei die besondere digitale Verletzlichkeit'
von Minderjéhrigen beriicksichtigen.

IV. Datenzugang und Datennutzung

Den vorldufigen Héhepunkt, wenn auch voraussichtlich nicht den Schluss-
punkt der Reaktionen der européischen Gesetzgebung auf die Herausforde-
rungen der Digitalisierung, bilden die Bestimmungen des Data Act (DA)
von 2023 iiber einen fairen Datenzugang und eine faire Datennutzung.
Diese Verordnung fiihrt iiber die vorangegangene Gesetzgebung unter an-
derem insofern hinaus, als ein Teil ihrer Bestimmungen grundsatzlich auf
Vertrage aller Art anwendbar ist, wenn sie den Datenzugang und die Daten-
nutzung betreffen. Dies gilt insbesondere fiir die ausfiihrlichen Regelungen
iber missbrauchliche Vertragsklauseln im Verhdltnis zwischen Unterneh-
men in Art. 13 DA. In dieser Hinsicht nimmt Art. 13 DA als ,Querschnitts-
regelung® eine in gewisser Weise vergleichbare Rolle fiir das Datenrecht ein
wie die Klauselrichtlinie von 1993 fiir das Verbraucherrecht.

Diese Vorschrift dehnt somit die Klauselkontrolle mit grofier Spannweite
auf ein bislang wenig geregeltes Feld des Vertragsrechts aus. Sie kombiniert
dazu eine Generalklausel (Art. 13 (3) DA) mit einem in zwei Teile geglieder-
ten Katalog einzelner missbrauchlicher Sachverhalte (Art.13 (4) und (5)
(f) DA). Nach der Generalklausel kann eine Vertragsklausel unter zwei Ge-
sichtspunkten missbrauchlich sein: bei einer groben Abweichung von der
guten Geschiftspraxis oder bei einem Verstof3 gegen das Gebot von Treu
und Glauben. Nach dem anschlielenden Katalog gelten Vertragsklauseln
als missbrauchlich im Sinne dieser Generalklausel, wenn sie die jeweils
im Einzelnen bestimmten Sachverhalte bezwecken oder bewirken (zum
Beispiel hinsichtlich des Ausschlusses der Haftung des Klauselverwenders
oder des Ausschlusses von Rechtsbehelfen der Gegenseite; Art.13 (4) (a)

15 Zu diesem Problemkreis C. Crea/A. De Franceschi, The New Shapes of Digital Vul-
nerability in European Private Law, Baden-Baden 2024, S. 1ff.
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und (b) DA). Dem Muster der Klausel-Richtlinie von 1993 folgend gliedert
sich dieser Katalog in eine "schwarze Liste" mit stets missbrauchlichen
Klauseln (Abs.4) und eine "graue Liste" mit Klauseln, deren Missbrauch-
lichkeit widerlegbar vermutet wird (Abs. 5).

Diese Maf3stibe sind nach Art. 13 (1) DA fiir Vertragsklauseln anzuwen-
den, die ein Unternehmen einem anderen ,einseitig auferlegt* hat. Mit die-
sem Bezug auf die einseitige Auferlegung durch eine Partei scheint der Data
Act auf den ersten Blick einem @hnlichen Ansatz zu folgen wie die Verord-
nung tber Online-Vermittlungsdienste mit ihrer Ausrichtung auf die ein-
seitige Festlegung durch eine Partei.!® Die Verwendung einer unterschiedli-
chen Terminologie (,einseitig festgelegt®/,unilaterally determined® in Art. 2
Nr. 10 VO iiber Online-Vermittlungsdienste — ,.einseitig auferlegt®/,unilater-
ally imposed® in Art.13 DA) ist jedoch Ausdruck einer deutlich anderen
Akzentsetzung in sachlicher Hinsicht, wie der Vergleich von Art.13 (6) DA
mit Art. 2 Nr. 10 VO iiber Online-Vermittlungsdienste zeigt: Im Unterschied
zu dem recht offen gefassten Erfordernis einer Gesamtbewertung und der
ausdriicklichen Erwéhnung von Negativkriterien in der letzteren legt der
Data Act positiv fest, dass Vertragsklauseln als einseitig auferlegt gelten,
wenn sie von einer Vertragspartei eingebracht werden und die andere Ver-
tragspartei ihren Inhalt trotz des Versuchs, hieriiber zu verhandeln, nicht
beeinflussen kann. Zudem weist Art.13 (6) DA die Beweislast dafiir, dass
die Klausel nicht einseitig auferlegt wurde, ausdriicklich der Partei zu, die
die Klausel eingebracht hat.

C. Funktionen
I. Férderung des Binnenmarkts und der Digitalwirtschaft

Der Vorstof der Gesetzgebung der EU auf neue Felder vom Onlinehandel
bis zum Datenzugang hat zu einer betrichtlichen Funktionserweiterung der
Klauselkontrolle im européischen Recht gegeniiber der Ausrichtung spezi-
fisch auf den Verbraucherschutz beim Erlass der Klausel-Richtlinie von
1993 gefiithrt. Zwar ist eine Konstante in den Regelungszwecken wahrend
der beiden Jahrzehnte von 1993 bis 2023 das Anliegen geblieben, den Bin-
nenmarkt zu férdern. Dieses Anliegen findet sich so schon am Anfang der
Erwigungsgriinde fiir die Klausel-Richtlinie (damals erst noch bezogen auf

16 Siehe oben B.II.
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die Errichtung des Binnenmarktes): ,Es miissen Mafinahmen zur schritt-
weisen Errichtung des Binnenmarktes bis zum 31. Dezember 1992 getroften
werden“ Mit Blick darauf weisen die Erwagungsgriinde sodann darauf hin,
dass infolge der Unterschiede in den Vorschriften der Mitgliedstaaten iiber
Vertragsklauseln und namentlich tiber missbrauchliche Klauseln die einzel-
nen Markte fiir den Verkauf von Waren oder die Erbringung von Dienst-
leistungen an den Verbraucher uneinheitlich sind. Die Harmonisierung
der Bestimmungen iiber missbrauchliche Klauseln in Verbrauchervertrigen
soll vor diesem Hintergrund sowohl dem Verbraucherschutz als auch der
Errichtung des Binnenmarktes dienen.

Zwei Jahrzehnte spiter beziehen sich auch die Erwiagungsgriinde fiir
den Data Act auf das Anliegen, den Binnenmarkt zu férdern, und streben
daher an, ,die Hindernisse fiir einen reibungslos funktionierenden Binnen-
markt fiir Daten zu beseitigen”” Sie verbinden dies aber nunmehr mit
dem weiteren Regelungszweck, ,den Bediirfnissen der digitalen Wirtschaft
gerecht zu werden!® Damit stellen sie fiir den Data Act einschlief3lich
seiner Bestimmungen iiber missbrauchliche Klauseln den Bezug her zu den
rechtspolitischen Aufgaben der Forderung der digitalen Wirtschaft und der
von der Europdischen Kommission 2015 vorgezeichneten allgemeineren
Zielsetzung, den Digitalen Binnenmarkt zu entwickeln."”

Eine entsprechende Funktionserweiterung im Hinblick auf die digitalen
Mirkte hat zuvor beispielsweise der Digital Market Act schon in seinem
Titel ausgedriickt (,Verordnung iiber unbestreitbare und faire Mirkte im
digitalen Sektor ...“). Schon am Anfang der Erwéagungsgriinde des Digital
Services Act spiegelt sie sich beispielsweise darin, dass der ,digitale Wan-
del“ und die dadurch hervorgebrachten neuen ,Risiken und Herausforde-
rungen” angefithrt werden, um das Anliegen der Verordnung zu erlautern.?
Der Data Act fithrt diese Ausrichtung auf den Digitalen Binnenmarkt und
die Digitalwirtschaft in Hinblick auf den Datenmarkt und die Datenwirt-
schaft fort, mit dem Anliegen, einen rechtlichen Rahmen zu schaffen, ,in
dem festgelegt wird, wer unter welchen Bedingungen und auf welcher
Grundlage berechtigt ist, Produktdaten oder verbundene Dienstdaten zu
nutzen“ (Erwagungsgrund 4 DA). Im Ganzen betrachtet stehen die Rege-

17 Erwégungsgrund 4 DA.

18 Erwidgungsgrund 4 DA.

19 Siehe oben B. II. zur ,Digitalen Binnenmarktstrategie®

20 Naher zum DSA als Teil der ,Europaischen Digitalstrategie, z.B. A. De Franceschi
in: R. Schulze/D. Staudenmayer/S. Lohsse (Hrsg.), EU Digital Law, 2. Aufl., Baden-
Baden 2025, Introduction to the Digital Services Act Rn. 11f.
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lungszwecke dieser neuen Rechtsakte, einschliellich ijhrer Bestimmungen
tiber die Klauselkontrolle, insofern im Kontext der Entwicklung des Digita-
len Binnenmarktes und der Herausbildung eines rechtlichen Rahmens fiir
die Digitalwirtschaft, einschlieSlich Datenmarkt und Datenwirtschaft.

Entsprechend ihrer funktionalen Ausrichtung auf die Schaffung eines
rechtlichen Rahmens fiir den digitalen Binnenmarkt und die Digitalwirt-
schaft lassen sich die betrachteten Rechtsakte rechtssystematisch als Bau-
steine eines sich formierenden europiischen (Digital-)Wirtschaftsrechts
verstehen. Die vertragsrechtlichen Bestimmungen dieser Rechtsakte zur
Klauselkontrolle und anderen Materien erweitern aus dieser Perspektive
das Vertragsrecht der Europdischen Union in wirtschaftsrechtlicher Hin-
sicht. Mit Blick auf die Diskussionen um das Europdische Vertragsrecht?!
konnte dies zu einer Akzentverschiebung beitragen: Die wissenschaftliche
Beschiftigung mit diesem Gegenstand - und auch die Rechtsprechung
auf diesem Gebiet — kann sich dadurch stirker als bisher auf Quellen
(digital-)wirtschaftsrechtlicher Provenienz stiitzen. Vorstellbar ist insofern,
dass kiinftig das Wirtschaftsvertragsrecht mit Blick auf die infolge der Digi-
talisierung hinzugetretenen neuen Materien einen ebenso gewichtigen oder
sogar noch grofleren Beitrag zur Entwicklung des Europdischen Vertrags-
rechts leisten kann als das bisher auf diesem Gebiet besonders prisente
Verbrauchervertragsrecht.

I1. Verbraucherschutz

Allerdings lasst sich daraus keineswegs ableiten, dass das Ziel des Verbrau-
cherschutzes und der Begrift des Verbrauchers fiir diese neuen Materien
bedeutungslos seien. Vielmehr haben diese Konzepte auch Eingang in die
Festlegung der Regelungsziele auf den neuen Gebieten gefunden. So hat
Art.1 DSA den ,Grundsatz des Verbraucherschutzes® mit Bezug auf dessen
Verankerung in der Europdischen Grundrechte-Charta in die Zielbestim-
mung fiir diesen Rechtsakt einbezogen. Der Verbraucherschutz gehort da-
nach neben der Forderung von Innovationen und dem Schutz anderer
Grundrechte der Charta zu den Kennzeichen eines sicheren, vorhersehba-
ren und vertrauenswiirdigen Online-Umfelds, das durch die Vorschriften

21 Zum Konzept des Europdischen Vertragsrechts im Rahmen der Entwicklung des
europdischen Privatrechts R. Schulze/F. Zoll, European Contract Law, Baden-Baden
2021, Kapitel 1 Rn. 13 ff.
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erstrebt wird. Fiir den Data Act — um nur ein weiteres Beispiel zu nennen
- verwendet schon dessen Erwédgungsgrund 1 den Begriff des Verbrauchers
(im Zusammenhang mit der Darlegung des Wertes von Daten); und Art. 2
Nr. 11 DSA definiert diesen Begriff sodann fiir die Zwecke der Verordnung
im Einklang mit seiner iiblichen Definition im Verbraucherrecht.

Anders als fiir die Rechtsakte auf den herkommlichen Gebieten des
Verbraucherrechts und anders auch als in den erwdhnten Rechtsakten
zur Anpassung des Verbraucherrechts an die Verdnderung durch die Digi-
talisierung (Digitale-Inhalte-RL, Warenkauf-RL, ,,Modernisierungs“-RL??)
spielt der Verbraucherbegrift aber fiir diese Rechtsakte mit primédrer Regu-
lierungsfunktion fiir die Digitalwirtschaft und die Datennutzung keine zen-
trale Rolle fiir die Festlegung des personlichen Anwendungsbereichs. Viel-
mehr treten andere Konzepte und darauf beruhende Bezeichnungen fiir die
Parteien der in Betracht stechenden Rechtsverhiltnisse in den Vordergrund,
wie zum Beispiel ,Nutzer® (,user”) und ,Endnutzer (,end user®), die
teils gegeniiber den Kategorien und Schutzzwecken des Verbraucherrechts
unspezifisch sind (wie der Begriff des ,Nutzers“?®), teils aber auch gewisse
Parallelfunktionen zum Verbraucherbegrift ibernehmen (wie beispielswei-
se der Begrift des ,Endnutzers® hinsichtlich der Abgrenzung zu gewerblich
Tatigen?*). Die Rolle dieser neuen Begrifflichkeiten im Verhaltnis zum
Verbraucherschutz néher zu analysieren, wire Gegenstand einer eigenen
Untersuchung. Es mag hier der Hinweis auf die andernorts erlduterte These
geniigen, dass Konzepte wie die des ,,Nutzer®/“user” den Verbraucherbegriff
in seinen spezifischen Schutzfunktionen nicht ersetzen, aber im Hinblick
auf die Verdnderung durch die Digitalisierung sachgerecht erginzen kon-
nen.?»

22 Siehe oben B.II.

23 Siehe beispielsweise die Definition in Art. 3 DSA des Nutzers als ,jede natiirliche oder
juristische Person, die einen Vermittlungsdienst in Anspruch nimmt ...

24 Siehe die Definition in Art. 2 Nr. 20 DMA als ,.eine natiirliche oder juristische Person,
die zentrale Plattformdienste nutzt und nicht als gewerblicher Nutzer auftritt®

25 R. Schulze, Propos Introductifs, in: G. Masch/J. Valierque (Hrsg.), Quelles limites aux
droits nationaux et européens de la consommation? 9¢ Journées Franco-allemandes,
Paris 2025, S.9 (151.); S. Lohsse/R. Schulze/D. Staudenmayer, The Data Act - a Cor-
nerstone for the European Data Economy, in: S. Lohsse/R. Schulze/D. Staudenmayer
(Hrsg.), Private Law and the Data Act, Miinster Colloquia on EU Law and the
Digital Economy VIII, Baden-Baden 2024, S. 11 (33 f.); L. Specht-Riemenschneider/M.
El-Rifaai/V. Mehnert/L. Bodemann, IoT Data Sharing in B2C: How to Better Serve
the Consumer, in: S. Lohsse/R. Schulze/D. Staudenmayer (Hrsg.), Private Law and

141

hitps:/fdol.org/10: -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Reiner Schulze

IT1. Vertragsparitit bei Verwendung von Allgemeinen
Geschiftsbedingungen

Die Ausweitung der Klauselkontrolle auf die neuen Felder der Digitalwirt-
schaft und Datennutzung lasst schliellich auch eine allgemeinere Funktion
deutlicher erkennen, die der Kontrolle von Klauseln in Allgemeinen Ge-
schaftsbedingungen in allen ihren Anwendungsbereichen zukommen kann:
Die gesetzliche Festlegung und gerichtliche Uberpriifung von Anforderun-
gen an die Transparenz und den Inhalt von Vertragsklauseln kann einen
gewissen Ausgleich schaffen fiir die Asymmetrie der Transaktionskosten,
die bei der vielfachen Verwendung von Klauseln durch eine Partei im
Verhiltnis zu der anderen Partei entstehen kann. Dies betriftt sowohl Sach-
lagen, in denen die Verwendung vorformulierter Klauseln fiir eine Vielzahl
von Vertragen (bzw. die Bestimmung der Klauseln zu einer derartigen
Verwendung) gesetzliche Voraussetzung der Klauselkontrolle ist,? als auch
Sachlagen, in denen eine derartige Vielfachverwendung des vorformulier-
ten Standardvertrages nicht gesetzliche Voraussetzung der Klauselkontrolle
ist,?” aber in der Praxis weit verbreitet oder sogar der Regelfall ist. Gerade
bei Transaktionen im Internet diirften eher standardisierte Vertrdge als
Individualvereinbarungen den Regelfall bilden.28

Fiir den Verwender der Klauseln ist in diesen Féllen der Aufwand fiir die
Ausarbeitung von Vertragsbedingungen zu seinen Gunsten pro Vertrags-
schluss viel geringer als fiir die andere Partei, weil sich die Kosten (etwa
fur die Vertragsgestaltung durch eine erfahrene Anwaltskanzlei) iiber eine
Vielzahl von Transaktionen verteilen. Fiir die andere Partei wird es dage-
gen haufig wirtschaftlich nicht sinnvoll sein, entsprechende Kosten oder
tiberhaupt irgendwelchen finanziellen Aufwand in die Vertragsgestaltung zu
investieren, weil es sich fiir sie um eine einmalige Transaktion mit geringem
Wert handelt. Diese Asymmetrie besteht insbesondere bei ,Massentransak-

the Data Act, Miinster Colloquia on EU Law and the Digital Economy VIII, Baden-
Baden 2024, S. 59 (59 ff.).

26 Siehe z.B. § 305 Abs.1S.1BGB.

27 Siehe z.B. Art. 13 DA, oben B. IV.

28 Zur Standardisierung im Privatrecht R. Schulze/T. Arroyo Vendrell, Standardisierte
Vertrége zwischen Privatautonomie und rechtlicher Kontrolle - eine Einfithrung, in:
J. Kindl/M. Perales Viscasillas/T. Arroyo Vendrell (Hrsg.), Standardisierte Vertrage —
zwischen Privatautonomie und rechtlicher Kontrolle, Baden-Baden 2017, S. 11 (12); R.
Schulze, The Future of European Private Law — An Introduction, in: R. Schulze/M.
Lehmann/A. Janssen (Hrsg.), The Future of European Private Law, Baden-Baden
2023, S.11 (37£).
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tionen', bei denen ein Anbieter standardisierte Vertrige verwendet, und
ist weitgehend unabhingig von der Wirtschaftskraft, iber die die betref-
fenden Parteien generell verfiigen, und von Rollenzuweisungen wie ,,Un-
ternehmer®, ,KMU® ,Kleinstunternehmer“ oder ,Verbraucher” (z.B., wenn
ein kleines spezialisiertes Unternehmen als Online-Vermittlungsdienst eine
Plattform fiir den Verkauf von gebrauchten Md&beln unter Verwendung
der von ihm festgelegten Allgemeinen Geschiftsbedingungen anbietet und
ein grofSer Stahl-Konzern diese Plattform einmalig zum Verkauf eines ge-
brauchten Chefsessels nutzen will).

In derartigen Sachlagen wire es fiir die jeweilige einzelne Gegenpartei zu
aufwendig (und zudem wenig erfolgversprechend), ihrerseits angemessene
Vertragsbedingungen einzubringen, sodass sie — in den Kategorien der
6konomischen Analyse - ein ,rationales Desinteresse“ an der Vertragsge-
staltung hat. Auch aus gesamtwirtschaftlicher Perspektive entstehen gerin-
gere Transaktionskosten durch die gesetzliche Festlegung von gerichtlich
kontrollierbaren Mafistdben fiir derartige Sachlagen, in denen eine Partei
ungeachtet ihrer sonstigen wirtschaftlichen Starke in Bezug auf den betref-
fenden Vertragsabschluss in einer schwicheren Position ist. Die Kontrolle
missbrauchlicher Klauseln ist insofern kein Spezifikum des Verbraucher-
rechts, sondern kann ebenso fiir B-B-Vertrdge angebracht sein und wird
letztlich dem Allgemeinen Vertragsrecht zuzuordnen sein.

D. KontrollmafSstibe

Auf die Maf3stabe der Klauselkontrolle kann hier nur kurz eingegangen
werden. Es wiirde weit iiber den Rahmen dieses Beitrags hinausfiihren,
ihre Ausgestaltung in den einzelnen Regelungsbereichen, auf die sich die
Kontrolle durch die Gesetzgebung der EU in den letzten Jahren ausgedehnt
hat, darzustellen und zu analysieren. Daher bleibt lediglich auf eine Auf-
gabe hinzuweisen, die sich {iber die ndhere Befassung mit den Einzelberei-
chen hinaus stellt: Es gilt in der angewachsenen und voraussichtlich weiter
anwachsenden Vielfalt von Bestimmungen zur Klauselkontrolle durch ver-
gleichende Untersuchungen nach den iibergreifenden Wertungen und Prin-
zipien und nach den Griinden fiir unterschiedliche Begrifflichkeiten und
Maf3stébe in den einzelnen Rechtsakten zu fragen. Auf diese Weise wird
sich erweisen miissen, ob das in rascher Folge von Einzelakten gewachsene
Klauselrecht der EU frei von Wertungswiderspriichen und begrifflichen
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Unstimmigkeiten ist und inwieweit die Kohédrenz der Regelungen deren
Anwendung erleichtern und deren Uberzeugungskraft stirken kann.

Was den Vergleich der Voraussetzungen betrifft, unter denen Vertrags-
klauseln der Kontrolle unterliegen sollen, haben sich oben im Uberblick
tiber die neue Gesetzgebung bereits Unterschiede gezeigt, die nédherer Ana-
lyse bediirfen (so zwischen ,einseitiger Festlegung® in der Verordnung iiber
Online-Vermittlungsdienste und ,einseitiger Auferlegung® im Data Act).?
Ebenso wie insofern hinsichtlich der Voraussetzungen der Klauselkontrolle
nach der Ausgestaltung und den Griinden dieser unterschiedlichen Rege-
lungen und damit nach deren sachlicher Rechtfertigung — oder eventueller
Korrekturbediirftigkeit — zu fragen ist, gilt es, die Maf3stibe der Kontrolle,
die in den einzelnen Rechtsakten festgelegt sind, und die damit verbunde-
nen Begrifflichkeiten und Methoden zu vergleichen und im Hinblick auf
ihre Stimmigkeit und Kohdrenz zu iiberdenken.

Dies betrifft nicht nur die Kontinuititen und Modifikationen von Struk-
turen seit der verbraucherrechtlichen Klausel-Richtlinie von 1993 - etwa
hinsichtlich der jeweiligen Art der Kombination von Generalklauseln und
Klauselverbots-Katalogen oder des Ausschlusses der Hauptleistungspflich-
ten aus der Kontrolle. Zu fragen wire in dieser Hinsicht etwa auch —
um nur ein Beispiel zu nennen -, wie sich die einzelnen Bestandteile
und das Ensemble der Kontrollkriterien in der FRAND-Trilogie, die die
EU-Gesetzgebung mit dem DMA iibernommen hat (,,Fair, Reasonable and
Non-Discriminatory“),*® zu den jeweils unterschiedlichen Zusammenstel-
lungen der Kriterien in den anderen Rechtsakten verhalten. Ist ein gemein-
sames Grundmuster oder sind jeweils Unterschiede erkennbar in der Frage,
wie das Verhiltnis der Inhaltskontrolle (unter anderem am Mafistab der
»Fairness®) zu den Transparenzgeboten zu bestimmen ist? Ist das Kriterium
der Diskriminierungsfreiheit, das im FRAND-Katalog gesondert neben der
Fairness angefiihrt ist, ein eigenstdndiges Tatbestandsmerkmal oder nur ein
explizit genanntes Element der Fairness, das in anderen Rechtsakten ohne
ausdriickliche Nennung implizit im Erfordernis der Fairness enthalten ist?
Oder anders gefragt: Kann eine diskriminierende Klausel fair sein? Unter
diesen und weiteren Gesichtspunkten wird die neue Gesetzgebung weiter
zu untersuchen sein in Hinblick auf die Vielfalt und Einheit der Maf3stdbe
tiir die Klauselkontrolle in der Digitalwirtschaft und bei der Datennutzung,.

29 Siehe oben B. II. und B. IV.
30 Siehe oben C. III.
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E. Klauselkontrolle als europdisches Einheitsrecht

Last but not least bleibt neben der Einbeziehung der B-B-Vertrage noch
ein weiterer wichtiger Unterschied der neuen Gesetzgebung der EU-Klau-
selkontrolle gegeniiber der Klausel-Richtlinie von 1993 zu beriicksichtigen:
Es handelt sich nicht um umsetzungsbediirftige Richtlinienbestimmungen,
sondern um unmittelbar anwendbares Einheitsrecht der EU. Dieser neue
Charakter zur Klauselkontrolle entspricht einer allgemeineren Tendenz in
der EU-Gesetzgebung, die sich schon bald nach der Mitteilung der Kom-
mission iiber die ,Digitale Binnenmarktstrategie¥! mit der Geoblocking-
Verordnung??, der Portabilitdts-Verordnung® und sodann der Online-Ver-
mittlungsdienste-Verordnung abgezeichnet hat. Mit dem Digital Markets
Act, dem Digital Services Act und dem Data Act ist nun in grofiem Um-
fang weiteres europdisches Einheitsrecht hinzugetreten, sodass unmittelbar
anwendbares Recht der EU nunmehr einen Grofteil der privatrechtlichen
Beziehungen in der digitalen Wirtschaft und im Datenhandel regelt. In
einer Gesamtbetrachtung der privatrechtsrelevanten EU-Gesetzgebung hat
gerade durch die neuen Rechtsakte auf diesem Gebiet die Rechtsverein-
heitlichung durch Verordnungen wihrend der letzten Jahre deutlich an Ge-
wicht gewonnen gegeniiber der Angleichung der nationalen Rechte durch
Richtlinien. Zugleich ist damit im Verhéltnis zum Privatrecht der Mitglied-
staaten die Bedeutung des europdischen Rechts gerade in Hinblick auf Ma-
terien mit grofiem wirtschaftlichen und juristischen Entwicklungspotenzial
gewachsen.3

Aus der Entscheidung, diese Materien durch europiisches Einheitsrecht
zu gestalten, erwachsen allerdings der Gesetzgebung der EU und der

31 Siehe oben Fn. 8.

32 Verordnung (EU) 2018/302 des Européischen Parlaments und des Rates vom 28. Fe-
bruar 2018 iiber Mafinahmen gegen ungerechtfertigtes Geoblocking und andere For-
men der Diskriminierung aufgrund der Staatsangehérigkeit, des Wohnsitzes oder des
Ortes der Niederlassung des Kunden innerhalb des Binnenmarkts und zur Anderung
der Verordnungen (EG) Nr.2006/2004 und (EU) 2017/2394 sowie der Richtlinie
2009/22/EG (ABL L 601S.1).

33 Verordnung (EU) 2017/1128 des Européischen Parlaments und des Rates vom 14. Juni
2017 zur grenziiberschreitenden Portabilitit von Online-Inhaltediensten im Binnen-
markt (ABIL. L 168 S.1).

34 R. Schulze, European Private Law in the Digital Age — Developments, Challenges and
Prospects, in: R. Schulze/M. Lehmann/A. Janssen (Hrsg.), The Future of European
Private Law, Baden-Baden 2023, S.141 (1621f.); dort auch zu den Auswirkungen auf
den herkommlichen Charakter der nationalen Kodifikationen.
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darauf bezogenen Rechtsprechung und Rechtslehre auch neue Aufgaben.
Beispielsweise ist in Hinblick auf die Anwendung der einheitsrechtlichen
Vorschriften iiber die Klauselkontrolle zu iiberdenken, welche Folgen sich
fiir den Rekurs auf die bisherige EuGH-Rechtsprechung zur Klauselkon-
trolle®> daraus ergeben, dass das Spannungsfeld zwischen européischem
und nationalem Recht zumindest nicht mehr in der gleichen Weise wie
bei der Anwendung der nationalen Umsetzungsbestimmungen der Klausel-
Richtlinie von 1993 besteht.

Vor allem bleibt zu beriicksichtigen, dass die Mitgliedstaaten — anders
als bei dem Erlass von Richtlinien - nicht durch ihre Umsetzungsbestim-
mungen daran mitwirken, die Begrifflichkeit und die Tatbestdnde des anzu-
wendenden Rechts prizise und konsistent zu gestalten, Unstimmigkeiten
zwischen verschiedenen Regelungen zu vermeiden und einen entsprechen-
den systematischen Zusammenhang zwischen ihnen herzustellen. Vielmehr
liegt die Verantwortung fiir die Kohdrenz der Normen und insofern auch
fiir Rechtssicherheit und Rechtsklarheit bei ihrer Anwendung und fiir die
Akzeptanz durch ihre Adressaten und die Offentlichkeit — allein bei den
Gestaltern des Rechts auf européischer Ebene.

Die Mitgliedstaaten haben derartige Herausforderungen hinsichtlich der
Kohirenz, Rechtsgewissheit und Systematik privatrechtlicher Regelungen
herkémmlich zumeist zu bewdltigen versucht, indem sie Bestimmungen
auf einem Rechtsgebiet im Rahmen einer Kodifikation geordnet und diese
Kodifikation zuweilen angesichts neuer Entwicklungen ,, modernisiert” ha-
ben.3¢ Diesem Muster ist die Europaische Union nicht gefolgt. Nach dem
Scheitern des Versuchs, mit dem ,,Gemeinsamen Européischen Kaufrecht*
eine Teilkodifikation fiir einen wichtigen Bereich des Vertragsrechts zu
schaffen,? ist sie auch in jiingster Zeit bei der ,fragmentarischen” Regelung
durch legislative Einzelakte verblieben. Entsprechend hat sie das neue Ein-
heitsrecht fiir die digitale Wirtschaft und den Datenhandel ebenfalls durch
eine Reihe einzelner Rechtsakte geschaffen. Rechtssicherheit und -klarheit,
gleichmaflige Anwendung und Akzeptanz erfordert es aber auch bei dieser
Form der Gesetzgebung, soweit moglich zu einheitlicher Begrifflichkeit
und ibereinstimmenden Wertungen in der Pluralitit der Rechtsakte zu

35 Z.B. EuGH, Urteil vom 14. Mirz 2013 - C-415/11 [ECLI:EU:C:2013:164], Freiburger
Kommunalbauten.

36 Dazu M. Encarnacion Roca Trias (Hrsg.), Codificaciones del derecho privado en el s.
XXI, Madrid 2015.

37 R. Schulze/F. Zoll, European Contract Law, Baden-Baden 2021, Kapitel 1 Rn. 44 ff.;
Kapitel 7 Rn. 8 ff.
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gelangen. Dies gilt umso mehr, wenn mehrere umfangreiche Regelwerke
sachlich verwandte Gegenstinde betreffen und in einem engen regulato-
rischen Zusammenhang in Hinblick auf bestimmte technologische und
wirtschaftliche Entwicklungen stehen wie die hier in Betracht stehenden
Rechtsakte zur Digitalwirtschaft und Datennutzung. Wie die vorangegange-
nen Diskussionen um das européische Privatrecht gezeigt haben, wird es
dabei allerdings - nicht zuletzt wegen der hdufig erdrterten Schwichen
der europdischen Gesetzgebungstechniken und -verfahren - in besonderem
Mafle auf Beitrage der Rechtslehre und der Rechtsprechung zur Entwick-
lung tibergreifender begrifflicher Ansdtze und Strukturen ankommen.

Wie fiir die Rechtsakte insgesamt, die das neue europdische Einheits-
recht fiir die Datenwirtschaft und Datennutzung geschaffen haben, stellt
sich damit auch fiir ihre Bestimmungen iiber die Klauselkontrolle in
besonderem Mafle der Rechtswissenschaft die soeben3® bereits umrisse-
ne Aufgabe, nach Gemeinsamkeiten und Spezifika im Gesamtgefiige der
neuen europdischen Bestimmungen hinsichtlich der Kontrolle von Ver-
tragsbestimmungen zu fragen. Dies betriftt sowohl die Voraussetzungen,
unter denen Vertragsbestimmungen an besonderen Mafistiben gemessen
werden sollen (wie die einseitige Festlegung oder Auferlegung und die
Frage der Mehrfachverwendung, einschliellich des Begriffs der Allgemei-
nen Geschiftsbedingungen), als auch die Ausgestaltung dieser Mafistibe
in Hinblick auf Inhalt, Transparenz und Zuginglichkeit (einschlief3lich
des Verhaltnisses dieser Komponenten zueinander) und die rechtlichen
Folgen des Verstofles gegen Anforderungen des europdischen Klauselrechts.
Eine derartige vergleichende Analyse mag dazu beitragen, dass aus der
Vielzahl von Bestimmungen, die die jiingste europdische Gesetzgebung fiir
die Klauselkontrolle geschaffen hat, kiinftig ein kohédrentes Klauselrecht im
Rahmen des unmittelbar anwendbaren Vertragsrechts der EU entstehen
kann.

38 Siehe oben D.
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La adaptacion de la Directiva 93/13 sobre clausulas abusivas a la
contratacion de servicios digitales

Sergio Cdmara Lapuente, Universidad de La Rioja’

A Gerald Spindler, siempre presente, querido amigo y faro,
imaginando el didlogo intenso que habriamos tenido
sobre este tema y lo mucho que hubiera aprendido de él.
No me acostumbro a la ausencia.

Resumen: Ante el anuncio de la Comisién Europea de elaborar una pro-
puesta de Digital Fairness Act para 2026 resulta oportuno plantear cudles
podrian ser las reformas necesarias en la Directiva 93/13 sobre cldusulas
abusivas (o en un nuevo instrumento) para actualizarla y acomodar su ré-
gimen a las especialidades del entorno digital. Para ello se examina el frag-
mentario tratamiento de las dltimas normas europeas sobre contratacion
digital (Reglamentos DMA, DSA, P2B, Data Act y RIA) vy, en particular,
sus nuevas reglas sobre transparencia, equilibrio y cldusulas abusivas en
contratos entre empresarios, con el fin de responder a la pregunta de si
algunas de esas normas podrian replicarse o servir de gufa en el nuevo
marco legal de las clausulas abusivas en contratos de consumo digital. Con
esos materiales normativos europeos y otros nacionales, asi como teniendo
presentes diversas propuestas doctrinales e institucionales, este capitulo
propone modificaciones al régimen existente, tanto en cuanto a concretas
clausulas abusivas como a nuevos requerimientos para potenciar la transpa-
rencia contractual respecto al suministro de contenidos y servicios digitales.

Palabras clave: Clausula abusiva, servicio digital, transparencia, consumi-
dor, practica comercial desleal, internet de las cosas, plataformas digitales,

* Catedrético de Derecho Civil en la Universidad de La Rioja (Espaiia). Este trabajo
forma parte del proyecto de I+D+i PID2021-141910B-100, financiado por MICIU /
AEI /10.13039/501100011033 FEDER, UE, titulado Consentimiento, abusividad y trans-
parencia en los contratos de contenidos y servicios digitales, del que el autor es IP.
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equidad, condiciones generales de contratacion, mercado digital, contratos
de suscripcidn, patrones oscuros.

Zusammenfassung: Angesichts der Ankiindigung der Européischen Kom-
mission, bis 2026 einen Vorschlag fiir eine Verordnung zur digitalen Fair-
ness vorzulegen, ist es angezeigt, dariiber nachzudenken, wie die Reformen
ausgestaltet sein konnten, die erforderlich sind, um die Richtlinie 93/13
tiber missbriauchliche Klauseln (oder ggf. einen neuen Rechtstakt) zu ak-
tualisieren und an die Besonderheiten des digitalen Umfelds anzupassen.
Zu diesem Zweck wird die fragmentarische Regelung der jiingsten europé-
ischen Vorschriften fiir digitale Vertrage (DMA, DSA, P2B, Data Act und
RIA), insbesondere die neuen Vorschriften iiber Transparenz, Fairness
und missbrauchliche Klauseln in Vertrdgen zwischen Gewerbetreibenden,
untersucht, um die Frage zu beantworten, ob einige dieser Vorschriften
in eine neue Regelung iiber missbrauchliche Klauseln in digitalen Verbrau-
chervertragen tibernommen werden oder als Leitfaden dienen kénnen. Auf
der Grundlage der genannte europdischen und von nationalen Rechtsvor-
schriften sowie unter Beriicksichtigung verschiedener Vorschlige aus Wis-
senschaft und Praxis werden in diesem Beitrag verschiedene Anderungen
des bestehenden Regelwerks vorgeschlagen, sowohl in Bezug auf konkrete
missbrauchliche Klauseln als auch im Hinblick auf neue Anforderungen zur
Verbesserung der Vertragstransparenz bei der Lieferung digitaler Inhalte
und Dienstleistungen.

Schliisselwérter: Missbrauchliche Klausel, digitale Dienstleistung, Transpa-
renz, Verbraucher, unlautere Geschéftspraktiken, Internet der Dinge, digita-
le Plattformen, Fairness, allgemeine Geschiftsbedingungen, online-Markt-
platz, Abonnementvertrage, dark patterns.

A. Introduccion: la futura Digital Fairness Act como ocasion para reformar
la Directiva 93/13.

El propésito declarado de la Comisién Europea por presentar en la segunda
mitad de 2026 una propuesta legislativa de Digital Fairness Act (DFA o “Ley
de equidad digital”), con un contenido ain solo parcialmente acotado,
es una ocasion idonea para reflexionar acerca de las reformas que ese
instrumento podria contener en relacién con el régimen de las cldusulas
abusivas en la contratacién en linea de servicios digitales, bien como parte
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de la DFA o bien como cauce para reformar la Directiva (CEE) 93/13, de 5
de abril de 1993 sobre cldusulas abusivasl. Mas de 30 anos después de que
esta directiva fuera aprobada, en un momento histérico en que no existian
el comercio electrénico, las plataformas de internet ni los contenidos y
servicios digitales hoy de uso diario por los consumidores, ese instrumento
legislativo permanece casi inalterado. Su adaptacién al nuevo ecosistema
digital resulta necesaria.

En mayo de 2022 la Comisién Europea anunci6 el llamado Fitness Check
of EU Consumer Law on Digital Fairness,> con el objetivo de comprobar
si tres directivas nucleares en el ambito de la contratacién de consumo
necesitaban cambios, puntuales o conjuntos, para seguir siendo eficaces en
el contexto digital. Esa iniciativa, aiin en curso, cubre la Directiva 2005/29
sobre précticas comerciales desleales?, la Directiva 2011/83 sobre derechos
de los consumidores* y la Directiva 93/13 sobre cldusulas abusivas. Tras
la amplia consulta publica realizada entre noviembre de 2022 y febrero
de 2023, sobre la base de un cuestionario de 19 preguntas, entre las que
figuraban cuestiones mads relacionadas con la transparencia en la presenta-
cién de las condiciones generales que con el posible contenido abusivo
de concretas clausulas®, en octubre de 2024 la Comisién Europea publicé
un extenso documento de trabajo en el que exponia los resultados de
la iniciativa sobre Digital Fairness®, acompaiado de un amplio estudio
complementario’. En aquel documento de trabajo para actuacién futura se

1 DO L 95, de 21 de abril de 1993.

2 Documentacion e hitos en https://ec.europa.eu/info/law/better-regulation/have-your-s

ay/initiatives/13413-Digital-fairness-fitness-check-on-EU-consumer-law_en.

DO L 149, de 11 de junio de 2005.

DO L 304, de 22 de noviembre de 2011.

5 Se produjeron 350 respuestas en linea y 71 informes de posicionamiento de diversas
instituciones, entre los que cabe destacar, por aportar nuevas soluciones, el evacuado
por European Law Institute (ELI) (M. ]. Sorensen, P. Rott, K. Sein, S. Cdmara Lapuente,
E. Miscenic), Response of the ELI to the European Commission’s Public Consultation
on Digital Fairness — Fitness Check on EU Consumer Law, Viena, febrero 2023, pp.
1-41. Paralelamente se creé un cuestionario destinado a consumidores, cuyos resultados
pueden verse en European Commission, Factual summary - public consultation on
the Fitness Check of EU consumer law on digital fairness (Ref. Ares(2023)2578495,
12.4.2023, p. 1-8, p. 3.

6 European Commission, Commission Staff Working Document: Fitness Check of EU
Consumer Law on Digital Fairness, SWD(2024) 230 final, Bruselas, 3 de octubre de
2024, 212 pp.

7 M. Whittle et al. (Centre for Strategy & Evaluation Services), Study to support the fitness
check of EU consumer law on digital fairness and report on the application of the

~ W
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identificaban como practicas problematicas que merecian ulterior analisis
las siguientes siete: los patrones oscuros, el disefio adictivo y los videojue-
gos, la personalizacién (publicidad, prelaciones, recomendaciones y ofertas
con precio), el comercio a través de redes sociales e influentes, las cance-
laciones contractuales y las suscripciones digitales, la contratacién automa-
tizada y las cldusulas abusivas®. En ese documento, la Comision Europea
conclufa, por voz de quienes respondieron a su consulta, que la Directiva
93/13 ha proporcionado estabilidad y certeza y se ha mostrado 1til en el
entorno digital, aunque se considera precisa “orientacién adicional y ciertas
actualizaciones” de la Directiva, con posibilidad de establecer una lista
negra de cldusulas abusivas dentro de la misma®. También la transparencia
en la presentacion y comprension de las cldusulas se marca como objetivo,
amén de posibles penalizaciones, vigilancia transfronteriza coordinada y
mayor didlogo preventivo con los proveedores de servicios digitales!.

La nueva Comisién Europea surgida de las elecciones trazé un calenda-
rio renovado a partir del encargo que la presidenta Ursula von der Leyen
transmitié por escrito al nuevo Comisario de Justicia: la propuesta de
una nueva Digital Fairness Act (DFA), que complementaria la DSA y la
DMA vy serfa “la pieza que faltaba en el rompecabezas del cédigo norma-
tivo digital de la UE”. Su formato, contenido y dmbito se desconoce por
ahora, pudiendo ser (presumiblemente) un nuevo Reglamento Europeo o
una Directiva, bien auténoma, bien consagrada a la modificacién de otras
(como las Directivas 93/13, 2011/83 0 2005/29). De acuerdo con las tltimas
previsiones!? se puso en marcha una nueva consulta ptblica desde el 17 de

Modernisation Directive, Brussels, octubre 2024 (disponible en sus dos partes y
anexos en https://commission.europa.eu/publications/study-support-fitness-check-e
u-consumer-law-digital-fairness-and-report-application-modernisation_en).

8 European Commission, Fitness Check Digital Fairness (n. 6), Anexo VL1, p. 146 y ss.
Sobre clausulas abusivas, pp. 182-195.

9 Ibidem (n. 6), p. 194.

10 Ibidem (n. 6), p.195.

11 M. McGrath, Respuestas al cuestionario al Comisario Propuesto, Comparecencia ante
el Parlamento Europeo, Bruselas, 5 de noviembre de 2024, p. 5 (disponible en espaifiol
en https://hearings.elections.europa.eu/documents/mcgrath/mecgrath_writtenquesti
onsandanswers_es.pdf y verbatim en inglés en https://hearings.elections.europa.eu/
documents/mcgrath/mcgrath_verbatimreporthearing-original.pdf, fecha de consulta
20.4.2025); en esa comparecencia no se hicieron especificas menciones a reformas en
el régimen de las cldusulas abusivas.

12 Segtn la informacién difundida en abril de 2025 en la web de la Comisién Europea:
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/14622-Di
gital-Fairness-Act_en (donde no se hace mencién especifica a las clausulas abusivas).
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julio al 24 de octubre de 2025, si bien entre las cuestiones planteadas no
figura ninguna especifica sobre clausulas abusivas, aunque varios apartados
abiertos sobre cuestiones horizontales, medidas de simplificacién o propu-
esta de iniciativas sobre contratos digitales podrian permitir su abordaje'.
Por el momento, la propuesta legislativa se prevé para el tercer cuatrimestre
de 2026.

Esta nueva iniciativa debe ser contextualizada en la aprobacidn, solo
en el ultimo lustro, de 2019 a 2024, de un importante cuerpo de normas
europeas dirigidas a la regulacion de los aspectos de Derecho privado del
mercado digital:

- Bien con una proteccién directa del consumidor, como ocurre con las
Directivas (UE) 2019/770 y 2019/771, de 20 de mayo de 2019, respectiva-
mente, sobre el contrato de suministro de contenidos y servicios digitales
y sobre el contrato de compraventa de bienes', o con la adaptacién par-
cial de otras normas, como la Directiva (UE) 2011/83, de 25 de octubre
de 2011, sobre derechos de los consumidores, a través de la Directiva
(UE) 2019/2161, de 27 de noviembre, de modernizacién de las normas de
proteccion de los consumidores'.

- Bien con una proteccién indirecta o refleja de los consumidores, a través
de la defensa de la competencia y las practicas desleales (Reglamento
[UE]) 2022/2065, de 19 de octubre de 2022, de Servicios Digitales [DSA]
y Reglamento [UE]) 2022/1925, de 14 de septiembre de 2022, de Merca-

El importante paquete de propuestas aprobadas por la Comisiéon Europea el 19 de
noviembre de 2025 (la 2030 Consumer Agenda and Action Plan y el Omnibus Digital
Package), con su méxima de "simplificacién” confirma la ausencia, por el momento,
de medidas especificas en materia de cldusulas abusivas. Al respecto, S. Cdmara
Lapuente, Digital Force, Green Fuse, and... Simplification: Do Not Let Consumer
Law Wither Away (Editorial), EuCML, 6, 2025, pp. 281-286.

13 Convocatoria y resultados en el siguiente enlace: https://ec.europa.eu/info/law/bet
ter-regulation/have-your-say/initiatives/14622-Digital-Fairness-Act_en (fecha de
consulta: 17.10.2025). El cuestionario se divide en 8 secciones: (1) Patrones oscuros.
(2) Disefio adictivo. (3) Caracteristicas especificas de productos digitales, como los vi-
deojuegos. (4) Practicas de personalizacion desleal (unfair). (5) Practicas perjudicia-
les por influentes en redes sociales. (6) Comercializacién desleal a través del precio.
(7) Asuntos relacionados con los contratos digitales. (8) Medidas de simplificacién.
(9) Asuntos horizontales. La consulta ha recibido 4235 respuestas, mayoritariamente
de ciudadanos europeos (3606 respuestas), lo que revela un creciente interés en la
materia.

14 DO L 136, de 22 de mayo de 2019, ambas Directivas.

15 DO L 328, de 18 de diciembre de 2019.
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dos Digitales [DMA])'¢, la delimitacién de clausulas abusivas entre em-
presarios en dambito de la intermediacién digital y de la reutilizacion de
datos (Reglamento [UE] 1150/2019, de 20 de junio de 2019, sobre sobre el
fomento de la equidad y la transparencia para los usuarios profesionales
de servicios de intermediacién en linea [Platform to Business o P2B]
y Reglamento (UE) 2023/2854, de 13 de diciembre de 2023, de Datos
[DA])Y, o la prohibicién o limitacién de algunos servicios (Reglamento
[UE] 2024/1689, de 13 de junio, sobre Inteligencia Artificial [RIA])'S.

Con este marco normativo a la vista, las propuestas previsibles derivadas de
la futura DFA vy otras consideraciones de futuro, la presente contribucién
(B) tomara la Directiva 93/13 como punto de partida, en particular, los
problemas que se han denunciado durante su vigencia y las cuestiones
que habrian de plantearse para su adaptacion al contexto de los servicios
digitales; a continuacién, (C) se afrontara el contraste entre la Directiva
93/13 y las tltimas normas europeas sobre contratacién digital y las posibles
fertilizaciones cruzadas entre ambos tipos de normas, especialmente qué
puede aprender la normativa de proteccién de consumidores de la reciente
regulacién de clausulas abusivas para contratos entre empresarios en los
Reglamentos P2B y DA. Con ese bagaje, (D) se revistaran los dos pilares de
proteccion ante las cldusulas abusivas, con algunas propuestas concretas en
relacion con el control de contenido de las clausulas predispuestas y con el
control de transparencia. El capitulo se cerrard con (E) unas conclusiones.

B. La Directiva 93/13 sobre clausulas abusivas como punto de partida:
problemas y cuestiones sobre su adaptacion

Confluyen en este momento, mas de treinta aflos después de la aprobacién
de la Directiva 93/13, un dnimo de revision general del texto a la luz de
la ingente jurisprudencia europea y nacional recaida sobre su base! (apro-

16 DO L 277, de 27 de octubre de 2022 y DO L 265, de 12 de octubre de 2022, respectiva-
mente.

17 DO L 2854, de 22 de diciembre de 2023.

18 DO L 186, de 11 de julio de 2019 y DO L 1689, de 12 de julio de 2024, respectivamente.

19 V. gr, véanse los nimeros monograficos dedicados a esos 30 afos de vigencia en Eu-
ropean Review of Contract Law, 19-4 2023, pp. 279-454 (editorial y 7 contribuciones)
y en European Review of Private Law, 6, 2023, pp. 1141-1194 (editorial y dos contri-
buciones); también M. Lehmann y D. Busch, Plidoyer fiir eine Klauselverordnung,
Juristenzeitung, 78, 14-2023, pp. 640-648 (idéntico en Lehmann — Busch, Make It
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ximacidn retrospectiva general: consolidacién y aclaraciéon de soluciones,
resolucién de lagunas) y un ejercicio de pensamiento critico para valorar
cémo adaptar sus reglas al entorno digital (aproximacion prospectiva digi-
tal)?0. Con ambas perspectivas a la vista, pueden sintetizarse los principales
flancos sobre los que ha de trabajarse para conseguir ese objetivo.

I. Valor del concepto legal (clausula general) de abusividad

Las nociones abiertas incluidas en el articulo 3 de la Directiva (clausu-
las “no negociadas individualmente”, “buena fe”, “desequilibrio importante”
de derechos y obligaciones) hasta la fecha se han adaptado a todo tipo
de relaciones contractuales y han mostrado una versatilidad digna de en-
comio?!, lo cual no ha impedido a la doctrina exigir una interpretaciéon
mas uniforme y detallada de dichos conceptos?’. Mds complejo y quizas
innecesario sea crear una especifica clausula general de abusividad respecto
a servicios digitales, dada la multiplicidad y diversidad de las relaciones
juridicas, sin apenas regulacion, que la nocidn de “servicios digitales” abar-
ca; pese a lo cual, parte de la doctrina abogaria por ese enfoque, siquiera
sea en el paralelo contexto de las DSA/DMA con la creacién de nuevos
conceptos de “practica comercial digital desleal”, “diligencia profesional di-
gital” o, en definitiva, de “equidad digital” (digital fairness) para una futura
DFA.2 El hecho constatado de la dispar apreciacion del caracter abusivo o

Stringent: A Plea for an Unfair Terms Regulation, European Review of Private Law,
6, 2023, pp. 1175-1196). O S. Pagliantini (ed.), Le clausole abusive nei contratti dei
consumatori. Trent’anni di Direttiva 93/13, 1l Foro Italiano, 1, 2024, pp. 1-595 (con 10
contribuciones).

20 M. Loos - J. Luzak, Update the Unfair Contract Terms directive for digital services,
European Parliament, febrero 2021, pp. 1-61; B. Hajek, Online Platform Service Provi-
ders on Platform 9%: A Call for an Update of the Unfair Contract Terms Directive,
European Review of Private Law, 28-5, 2020, pp. 1143-1174; C. Poncibo, The UCTD 30
Years Later: Identifying and Blacklisting Unfair Terms in Digital Markets, European
Review of Contract Law, 19-4, 2023, pp. 321-345; F. Moslein, Digitized Terms: The
Regulation of Standard Contract Terms in the Digital Age, European Review of
Contract Law, 19-4, 2023, pp. 300-320.

21 European Commission, Fitness Check Digital Fairness (n. 6), p. 186.

22 V. gr, Poncibo, The UCTD (n. 20), p. 323; Moslein, Digitized Terms (n. 20) p. 310.

23 M. Namystowska, Future-Proofing the Unfairness Test, en: N. Helberger — B. Kas
- HW. Micklitz - M. Namyslowska — L. Naudts — P. Rott — M. Sax - M. Veale,
Digital Fairness for Consumers, Brussels: BEUC, marzo 2024, pp. 163-241y 269-276
(disponible en: https://www.beuc.eu/sites/default/files/publications/BEUC-X-2
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no de cldusulas similares de proveedores de servicios digitales por distintos
tribunales nacionales?* es un argumento esgrimible a favor de ese mayor
ajuste de los conceptos generales al contexto digital.

I1. Problemas en el &mbito de aplicacion de la Directiva

Por una parte, la Directiva 93/13 se aplica a “contratos celebrados entre
profesionales y consumidores” (art. 1.1). En el dmbito de las actividades en
linea es en ocasiones dificil determinar si en algunas relaciones hay auténti-
cos contratos o no, como es el caso de lo que la doctrina norteamericana
denomina “navegacion casual” (casual browsing, como ocurre al utilizar
buscadores en linea, leer periddicos digitales de consulta abierta o visuali-
zar videos en plataformas de entretenimiento sin suscripcién ni identifica-
cién)?. Una clarificacién de situaciones comunes y ambiguas podria ser
conveniente. Como ejemplo ilustrativo, la STJUE C-349/18 de 7 de noviem-
bre de 2019, Kanyeba?®, se plante6 si existia un contrato entre la empresa
ferroviaria y los viajeros que accedfan al tren sin obtener billete previo,
concluyendo afirmativamente que procedia aplicar la Directiva de cldusulas
abusivas a una cldausula penal elevada en esa relacién contractual. Por otra
parte, en cuanto al ambito de aplicacién subjetivo de la Directiva 93/13 se
alega también que estd pensada para relaciones contractuales bilaterales,
siendo usual en la contratacién electrénica actual el cardcter trilateral y la
intermediacién, de manera que quizds la norma en la actualidad no cubra
todas las situaciones posibles?’, cuando la redaccién de las condiciones
generales de los contratos celebrados a través de plataformas no suelen
redactarse por el empresario proveedor de los productos o servicios, sino
por el propio intermediario, el proveedor del mercado en linea en muchos
casos: ninguna de las partes contractuales predispone las condiciones gene-

024-032_Digital_fairness_for_consumers_Report.pdf), en especial, propuesta de
definiciones en pp. 270 y 271.

24 Hajek, Online Platform Service (n. 20), p. 1143 y ss.

25 Sobre el fendmeno y las posibilidades de su categorizacién juridica en el Derecho
comparado y europeo, S. Cdmara Lapuente, Nuevos perfiles del consentimiento en
la contratacién digital en la Unién Europea: ;Navegar es contratar (servicios digita-
les “gratuitos”)?, en: F. Gomez Pomar, I. Gémez Chacén (eds.), Estudios de Derecho
contractual europeo: nuevos problemas, nuevas reglas, Cizur Menor: Thomson-Reu-
ters/Aranzadi, 2022, pp. 331-405.

26 ECLI:EU:C:2019:936, en especial considerandos 49, 51.

27 Méslein, Digitized Terms (n. 20) p. 306.
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rales aplicables, sino que ambas se adhieren al contrato predispuesto para
ellas por un tercero?s.

I11. Actualizar o reorientar la lista de cldusulas abusivas

Para este fin existen, cuando menos, cinco orientaciones viables: (i) Agre-
gar al listado de la Directiva 93/13 (anexo) las clausulas abusivas especifi-
cas del entorno digital?’, lo cual pasa, sin duda, por identificar primero
cudles pudieran ser estas. (i7) Reformular el listado existente, redactado
en términos generales para todo tipo de contratos, introduciendo matices
que faciliten su aplicacion en el contexto digital. (iii) Crear una nueva
lista especifica de cldusulas abusivas genuinas de los contratos de servicios
digitales en un instrumento nuevo ad hoc, que bien podria ser la futura
Digital Fairness Act (DFA) o incluso una nueva Directiva o Reglamento
especifico, una suerte de Digital Unfair Contract Terms Act (DUCTA), en el
que necesariamente también deberfan obrar nuevas reglas sobre el control
de transparencia digital, de optarse por este cauce. (iv) Adoptar un enfoque
sectorial, identificando las cldusulas potencialmente abusivas mas especifi-
cas de concretos canales de contratacion o del suministro de determinadas
prestaciones digitales (en el empleo de la Inteligencia Artificial por usuari-
os, en el uso de plataformas de intermediacidn, en los contratos celebrados
con proveedores de ciertos contenidos, en la cesién de derechos al crear
contenidos generados por usuarios, en el sector de las apuestas online o
de los videojuegos o del entretenimiento, etc.) para abordar una proteccion
mas “granular”, sin que sea incompatible con uno de los enfoques generales

28 Vid. M. Cuena Casas, La contratacion a través de plataformas intermediarias en
linea, Cuadernos de Derecho Transnacional, 12-2, 2020, pp. 283-348, pp. 340-341; M.
Cuena Casas, Las FinTech de préstamos o crowdlending. La contratacién a través de
plataformas intermediarias en linea, Reus: Madrid, 2019, p. 262 y ss.

29 V. gr., M. Durovic - J. Poon, Consumer Vulnerability, Digital Fairness, and the Euro-
pean Rules on Unfair Contract Terms: What Can Be Learnt from the Case Law
Against TikTok and Meta?, Journal of Consumer Policy, 46, 2023, pp. 419-443, pp.
435-436. C. Busch — A. Fletcher, Shaping the Future of European Consumer Protec-
tion: Towards A Digital Fairness Act?, Centre on Regulation in Europe (CERRE),
Brussels, diciembre 2024, pp. 1-20, p. 18. También Poncibo, The UCTD (n. 20), p.
345, quien propone actualizar la lista negra mds directrices complementarias de la
Comisién Europea. European Commission, Fitness Check Digital Fairness (n. 6),
p- 186 afirma que la redaccién de la Directiva 93/13 puede absorber esas posibles
clausulas abusivas genuinas de lo digital.
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anteriormente expuestos. (v) No introducir modificaciones y dejar operar y
autorregularse al mercado®.

De cara a las soluciones proactivas (i-iv), las ultimas actuaciones del
legislador europeo han primado la insercién de clausulas abusivas (“digita-
les”) mas bien sectoriales, en contratos entre empresarios y dentro del texto
de cada Reglamento, mas que en forma de anexo: asi acontece (mutatis
mutandis) en los arts. 3 y 8 del Reglamento 1150/2019 (P2B), claramente en
los arts. 8.2 y 13 del Reglamento 2023/2854, de datos (DA) y, de forma indi-
recta, en varios preceptos del Reglamento 2022/1925 (DMA), pues aunque
su enfoque principal se basa en “practicas” abusivas (esto es, desleales), sus
articulos 5 y 6 introducen determinadas obligaciones para los guardianes
de acceso a internet, que generan derechos para “usuarios profesionales”
(empresarios) y para “usuarios finales” (sean “consumidores” en sentido de
la Directiva 93/13 o sean otros empresarios) —a veces en beneficio de am-
bos®, a veces para unos®? u otros**-, de manera que su vulneracién podra
dar lugar bien a la nulidad directa de la clausula por infraccion de norma
imperativa®4, bien a la consideracién como cldusula abusiva (y practica des-
leal en el enfoque de la DMA), cuando se imponga unilateralmente como
condicién general (v. gr. arts. 6.6, 6.12 0 6.13) ; téngase en cuenta que el art.
13.4 DMA establece una cldusula general “antielusion” de las obligaciones
establecidas en los arts. 5, 6 y 7, fijando que los guardianes de acceso no
incurriran en un comportamiento que menoscabe su cumplimiento eficaz,
sea ese comportamiento “contractual, comercial, técnico o de cualquier otra
naturaleza”.

30 Esta aproximacion ultraliberal, que siempre estd encima de la mesa cuando se pro-
ponen reformas del acervo comunitario (v. gr., era una de las opciones, en su dia,
planteadas por la Comision Europea, Comunicacién: Derecho contractual europeo,
Bruselas, 11 de julio de 2001 [COM (2001) 398 final] § 4.1, p. 14), no parece la mds
adecuada a la luz de los avances tecnoldgicos y la asimetria cada vez mds acusada
entre los prestadores de servicios digitales y los usuarios.

31 V.gr,arts. 5.6, 5.8 y 6.12 (el guardidn de acceso “no establecerd condiciones generales
para poner fin a la prestacion de un servicios basico de plataforma que sean despro-
porcionadas”).

32 V. gr, sélo para usuarios finales ex art. 5.5, 5.7, 6.3 (desinstalacién) o 6.6.

33 V. gr, s6lo para usuarios profesionales, lo previsto en el art. 5.9 0 5.10, para anuncian-
tes y editores de publicidad en linea, o el art. 6.12.

34 Cuando la obligacion sea directa y de interpretacion cerrada sin remision a cldusulas
de enjuiciamiento abierto sobre el “desequilibrio”, la “proporcionalidad” o la “razona-

bilidad”.
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Adicionalmente, en relaciones puramente empresariales o B2B (entre
el “guardidn de acceso” y el “usuario profesional”) la DMA encauza las
competencias de la Comisién Europea para la actualizacién y la especifi-
cacién de las obligaciones de los guardianes de acceso (arts. 8.8 y 12.5.b
DMA) mediante una nocién de “falta de equidad” (unfairness, consideran-
do 33), en una suerte de definicion general de lo que puede considerarse
como “practica desleal” a efectos del Reglamento, cuando “exista un des-
equilibrio entre los derechos y las obligaciones de los usuarios profesionales
y el guardian de acceso obtenga una ventaja que sea desproporcionada en
comparacion con el servicio que preste a dichos usuarios profesionales”;
como se puede ver, un trasunto de lo que, en contratos de consumo, es la
nocion general de “clausula abusiva” del art. 3 Directiva 93/13 —con los ma-
tices que pueden obtenerse de la ausencia de mencién de la buena fe o del
adjetivo “importante” [desequilibrio] o del empleo de la nocién de “venta-
ja” en lugar de “perjuicio”). El lenguaje propio y oriundo de las clausulas
abusivas en contratos de consumo se malea y adapta a este contexto B2B
en términos de este jaez (art. 6.12 DMA): “El guardian de acceso aplicard a
los usuarios profesionales condiciones generales equitativas, razonables y no
discriminatorias de acceso a sus tiendas de aplicaciones informaticas, moto-
res de busqueda en linea y servicios de redes sociales en linea”. De hecho,
una de las investigaciones iniciadas por la Comisién Europea en relacién
con el modelo de negocio de Apple en cuanto a impedir la distribucién
alternativa de aplicaciones fuera de su canal propio apunta a conclusiones
preliminares en abril de 2025 acerca de que sus clausulas contractuales
vulneran las obligaciones impuestas por la DMA al respecto.’

35 Tanto al imponer una nueva comisién en sus condiciones generales a las empresas
que quieran usar canales alternativos al Apple Store para distribuir apps (“Apple’s
Core Techonology Fee) como al hacer gravoso y confuso para los usuarios finales
instalar apps a través de esos canales alternativos. La Comisién Europea, por tanto,
seguird con el examen de las cldusulas contractuales de Apple a la luz de la DMA,
aunque cierre la investigacién abierta el 25 marzo 2024 sobre el incumplimiento de
obligaciones relativas a libre eleccion de usuarios: https://ec.europa.eu/commissi
on/presscorner/detail/en/ip_25_1086. Cfr. Comisién Europea, Informe anual en re-
lacién con el Reglamento (UE) 2022/1925 (...) (Reglamento de Mercados Digitales),
Bruselas 25.4.2025, COM(2025) 166 final.
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IV. Ntumero de listas y grado de su vinculatoriedad (;un Reglamento?)

La decisién de la Directiva 93/13 de incluir un listado final meramente
indicativo®® de cldusulas presuntamente abusivas es sometido a critica en
la actualidad, abogando buena parte de la doctrina por su conversién en
una lista “negra” en la que las clausulas incluidas (también las especificas
del entorno digital) sean automdticamente abusivas en todo caso¥, con las
ventajas aparejadas a ello en términos de seguridad juridica también para
los proveedores de servicios digitales, simplificacién del control por parte
de las entidades administrativas, mayor transparencia para la toma de deci-
siones informadas por los consumidores y reduccién de la ambigiiedad de-
jando menor margen a la interpretacion jurisprudencial. Esta aproximacién
suele ir acompafiada con proponer que la Directiva 93/13 tenga caracter de
armonizacién mdxima o plena y formato de Reglamento3®.

Naturalmente, también existen opiniones mas cautelosas a la hora de
codificar las nuevas clausulas abusivas digitales, prefiriendo su incorpora-
cién inicial en una lista gris que, con decantacién jurisprudencial, podra
convertirse con el tiempo en una lista negra, ya que, por su novedad,
precisan de evaluacién ad casum y la formulacién en términos amplios
parece requerida por neutralidad tecnoldgica y para resistir cambios futuros
en el mercado®.

En medio de ambas opciones, siguiendo la técnica que ya empleara la
Propuesta de Reglamento de Normativa Comun de Compraventa Europea
de 11 de octubre de 2011 (CESL, art. 84 con una lista de 11 cldusulas siempre

36 Segun el art. 3.3 de la Directiva 93/13, “El Anexo de la presente Directiva contiene
una lista indicativa y no exhaustiva de cldusulas que pueden ser declaradas abusivas”
(énfasis afiladido). Unos paises transpusieron el anexo como lista gris, otros como lista
negra, abusivas en todo caso, como el caso de Espafia (con sus matices derivados de
los términos abiertos de algunas prescripciones).

37 Asi, Poncibo, The UCTD (n. 20), pp. 341-342; Durovic - Poon, Consumer Vulnera-
bility (n. 29), p. 435; Lehmann - Busch, Pladoyer (n. 19), p. 645. En el mismo
sentido, en su respuesta a la consulta sobre la DFA, segin European Commission,
Fitness Check Digital Fairness (n. 6), p. 193, instituciones académicas y de defensa
de consumidores: respectivamente, ELI, Response Digital Fairness (n. 5), y BEUC
(The European Consumer Organization), Towards European digital fairness. BEUC
framing response paper for the REFIT consultation, Brussels, 2023, pp. 1-27.

38 Lehmann - Busch, Pladoyer (n. 19), passim, en especial, p. 643 y ss.; Busch — Fletcher,
Shaping the Future (n. 29), pp. 11, 17 y 19; Hajek, Online Platform Service (n. 20), p.
1143y ss.

39 C. Gardiner, Unfair contract terms in the digital age, Cheltenham: Elgar, 2022, p. 69.
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abusivas y art. 85, con una lista de 23 clausulas presuntamente abusivas),
el informe encomendado por el Parlamento Europeo para actualizar la
Directiva 93/13 en relacién con los servicios digitales también propone
(2021) una doble lista de clausulas abusivas impuestas por proveedores
de servicios digitales, que comprende 22 cldusulas en su “black list” y 5
cldusulas en su “grey list™40.

V. El control de transparencia y sus consecuencias

Una de las cuestiones mas debatidas y sometidas a cambios interpretativos
por la jurisprudencia ha sido la definicion del control de transparencia
derivado de los arts. 4.2 y 5.1 de la Directiva 93/13 y, en particular, las
consecuencias de la falta de transparencia de una cldusula. Si bien el TJUE
parece haberse decantado en los dltimos afos por un control de abusividad
ponderada de las cldusulas no transparentes y no por una ineficacia directa,
resultard imprescindible en la futura reforma de la Directiva 93/13 o en la
promulgacion de la Digital Fairness Act una clarificacién de este extremo. Y,
a mi modo de ver?, habida cuenta de los cada vez mds crecientes deberes
de transparencia de los prestadores de servicios digitales en las dltimas
normas europeas y de la facilidad de manipulacién de los consumidores
aprovechando los sesgos cognitivos del consumidor medio, ciertamente
vulnerable en el contexto digital, la decision mdas adecuada serfa sancionar
la clausula no negociada carente de la transparencia debida como directa-
mente nula (bien por tenerla por no incorporada, bien por considerarla
directamente abusiva). Esta es la solucién por la que optd el legislador
espafiol en la reforma del art. 83.2 del Texto Refundido de la Ley General
para la Defensa de los Consumidores y Usuarios (TRLGDCU) por la Ley
5/2019, de 15 de marzo*2. Es la interpretacion de la Directiva que la Comi-

40 Loos - Luzak, Update (n. 20), pp. 49-52.

41 Vid. S. Camara Lapuente, Hacia el caracter abusivo directo de las clausulas no trans-
parentes, Revista Juridica sobre Consumidores y Usuarios, vLex, marzo 2021, pp.
26-43 (disponible en: https://www.unirioja.es/dptos/dd/civil/docs/transparencia_ca
mara_2021.pdf).

42 El art. 83.2 TRLGDCU establece (como el art. 5.5 de la Ley de Condiciones Gene-
rales de los Contratos, igualmente reformado por la Ley 5/2019): “Las condiciones
incorporadas de modo no transparente en los contratos en perjuicio de los consumi-
dores serdn nulas de pleno derecho”. El precepto no ha sido atn interpretado por el
Tribunal Supremo en su ratio decidendi (cfr. STS 121/2020 de 24 de febrero, ECLI:ES:
TS:2020:504).
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sién Europea considera mds correcta*’. Es también la solucién que, en
contratos entre empresarios, establece el art. 3.3 del Reglamento 1150/2019
(P2B). El Reglamento 2022/2065 (DSA), que tantas nuevas obligaciones de
transparencia impone a los prestadores de servicios digitales, en particular
en su art. 14, no establece las consecuencias de su infraccion, pero la
doctrina interpreta que debe conducir a la nulidad directa de la cldusula,
igual que en el Reglamento P2B*%. Por su parte, el Reglamento 2023/2854
(Data Act), curiosamente, prescinde del control de transparencia, pese a es-
tablecer de forma expresa cldusulas abusivas por su contenido en contratos
entre empresarios.

VI. Consecuencias del cardcter abusivo de una cldusula

Otra de las materias mas controvertidas a la luz de la abundante y cambi-
ante jurisprudencia del TJUE es la nulidad parcial del contrato (nulidad
solo de la cldusula abusiva), con la posibilidad de que arrastre a la nulidad
total cuando la clausula versa sobre elementos esenciales del contrato y
la viabilidad de una interpretacién integradora o de la sustitucién de la
cldusula por el Derecho dispositivo nacional*. La doctrina propone la
creacion de un régimen europeo claro, sin remision de las consecuencias de
la ineficacia al Derecho nacional?®. En las respuestas a la primera consulta

43 Aunque la gufa interpretativa de la Comisién es una suerte de sintesis de la jurispru-
dencia del TJUE, con base en algunos fallos aislados, llega a proponer como conclu-
sién (y en negrita en el original) que “el posible caricter abusivo de una clausula
contractual puede estar estrechamente relacionada con la falta de transparencia, o
incluso indicar esta un cardcter abusivo™: Comisién Europea, Comunicacién: Direc-
trices sobre la interpretacién y la aplicacién de la Directiva 93/13/CEE del Consejo
sobre las cldusulas abusivas en los contratos celebrados con los consumidores, DO C
323, de 27 de septiembre de 2019, apartado 3.4.6, p. 35.

44 B. Raue, Commentary to article 14 DSA. Terms and conditions, en: F. Hofmann -
B. Raue (eds.), Digital Services Act. Article-by-Article Commentary, Baden-Baden:
Nomos - Beck — Hart, 2025, pp. 270-310, p. 293, con cita de otra doctrina y recorda-
torio de que en el Parlamento europeo se presenté enmienda (n° 539) el 20.1.2022,
descartada, proponiendo la sancidn.

45 Sobre ello, a la luz de la ultima jurisprudencia del TJUE, por todos, C. Gémez
Ligiierre, Clausulas abusivas, nulidad parcial del contrato y derecho dispositivo, en: E.
Go6mez Pomar - I. Gémez Chacén (eds.), Estudios de Derecho contractual europeo:
nuevos problemas, nuevas reglas, Cizur Menor: Aranzadi, 2022, pp. 261-330.

46 Lehmann — Busch, Plidoyer (n. 19), p. 645, quienes también patrocinan una mejor
definicién de las acciones colectivas para este fin.
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sobre la iniciativa Digital Fairness varios participantes propusieron poten-
ciar el efecto disuasorio de la Directiva 93/13 con el establecimiento de
multas o sanciones a los mayores operadores globales siguiendo el patrén
marcado por el Reglamento General de Proteccién de Datos o las normas
de competencia, con multas “de millones de euros, bloqueo de paginas web
y anulacién del contrato que use clausulas abusivas™.

VIL La escasa jurisprudencia sobre cldusulas abusivas en servicios
digitales: causas

Por tltimo, cabe plantearse una pregunta: ;por qué existe tan poca litigio-
sidad (segin reflejan los repertorios judiciales) y, por tanto, tan escasa
orientacién jurisprudencial en relacidn a las clausulas abusivas existentes en
contratos sobre contenidos y servicios digitales? Existiendo tantisima juris-
prudencia europea y nacional sobre clausulas abusivas en contratacion ban-
caria, es llamativo que casi no haya pronunciamientos del TJUE sobre la
materia (practicamente s6lo cabe evocar un par de fallos relacionados con
el derecho de desistimiento en servicios digitales*3, el Derecho aplicable®’
o la consideracién como consumidor de un jugador de pdker online®®), ni
tampoco de nuestro Tribunal Supremo, salvo en algin concreto sector®.
Diversas consideraciones pueden dar razén del fendmeno de la escasa
litigiosidad: en primer lugar, la escasa cuantia econémica de cada suscrip-
cién a un servicio digital; en segundo lugar, los problemas aparejados a la
litigacién transfronteriza para pretensiones de tan escasa cuantia; en tercer
lugar, la consolidacion de la resolucién interna de los problemas dentro del
ecosistema de cada plataforma, que autoejecuta y resuelve los conflictos con

47 European Commission, Fitness Check Digital Fairness (n. 6), p. 194.

48 SSTJUE que, propiamente, no versan sobre la Directiva 93/13, sino sobre la Di-
rectiva 2011/83: STJUE C-641/19, de 8 de octubre de 2020, PE Digital (ECLI:EU:
C:2020:808); STJUE C-565/22, de 5 de octubre de 2023, Sofatutor (ECLI:EU:C:
2023:735).

49 STUE C-191/15, de 28 de julio de 2016, Amazon EU Sarl (ECLI:EU:C:2016:612).

50 STJUE C-774/19, de 10 de diciembre de 2020, Personal Exchange International Limit-
ed (ECLI:EU:C:2023:735).

51 Como excepcidn, si han sido declaradas cldusulas abusivas en el sector de los servici-
os de apuestas on line, las que reservan al empresario la facultad discrecional de anu-
lar apuestas o cerrar cuentas, entre otras: asi, STS 154/2020, de 6 de marzo (ECLIL:
TS:ES:TS:2020:861) y STS 137/2021, de 11 de marzo de (ECLI:TS:ES:TS:2021:1036) y
abundantes fallos de Audiencias Provinciales.
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sus propias reglas®’; en cuarto lugar, por el escaso efecto disuasorio de la
Directiva 93/13 para los actores globales por falta de sanciones sustantivas>?.
En este sentido, son ilustrativos estos ejemplos del contexto judicial francés:
la sentencia del TGI Paris TGI de Paris de 9 de abril de 20195* condené a
Facebook a pagar a la asociacién de consumidores UFC-Que Choisir 30.000
euros como compensacion por dafio moral a los intereses colectivos de
los consumidores por usar unas 400 cldusulas abusivas o ilicitas en sus
términos de servicio; la sentencia del Tribunal Judiciaire de Paris de 9 de
junio de 2020 condend a Apple por el mismo concepto a 20.000 euros a la
misma asociacién®; y la sentencia del Tribunal de Apelacién de Paris de
14 de abril de 2023°¢ condend a Twitter al pago a la misma asociacion de
50.000 euros por usar unas 200 cldusulas consideradas abusivas o ilicitas.
Es obvio que la demandante hubo de realizar una fuerte inversién en cada
uno de esos casos para afrontar los gastos de litigacion con el resultado final
de esas modestas condenas.

C. Un balance de contraste: la Directiva 93/13 vs. P2B, DMA, DSA y DA

Como regla, todas las ltimas normas europeas que abordan desde dngulos
dispares el régimen juridico iusprivatista del mercado digital explicitan que
son compatibles y complementarias con la Directiva 93/13 sobre cldusulas
abusivas®. La reciente entrada en vigor de muchas de ellas hard preciso

52 Moslein, Digitized Terms (n. 20) pp. 308, 309 y 313.

53 Segun European Commission, Fitness Check Digital Fairness (n. 6), p. 190, esta
alegacion se hizo por diversos operadores y Ministerios nacionales en la consulta,
pese a las nuevas previsiones de sanciones. Los ejemplos de la jurisprudencia francesa
proceden de esa fuente.

54 Sentencia de casi 140 paginas, disponible en https://www.legalis.net/jurisprudences/t
gi-de-paris-jugement-du-9-avril-2019/.

55 Sentencia de 130 paginas en la que se consideraron abusivas varias condiciones gene-
rales de iTunes (Apple Music) por generar con su ambigiiedad o listas no exhaustivas
del tratamiento de los datos la potestad de interpretacién unilateral del contrato;
disponible en http://www.clauses-abusives.fr/wp-content/uploads/2021/04/TGI-Pari
s-9-juin-2020-Apple-Music.pdf.

56 De nuevo, una sentencia de mds de 130 paginas, que indica la complejidad de llevar a
buen término el procedimiento. Sentencia n° 19/09244, disponible en https://www.co
urdecassation.fr/en/decision/643a42acd83dbd04f5fb2a86.

57 Art.24.4.f DSA y cdo. 10; cdo. 12 DMA; art. 1.9 DA y cdo. 10. El art. 1.5 Reglamento
P2B no se refiere especificamente a la Directiva 93/13, al versar netamente sobre
relaciones interempresariales, pero si declara que el Reglamento entiende sin perjui-
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evaluar la medida en que esas normas, mas enfocadas a regular relacio-
nes interempresariales —aunque estableciendo en algunos casos medidas
de proteccién directa o indirecta a los consumidores®®-, inciden en el
acervo normativo consumerista®, ya que puede estar produciéndose una
relegacion de la politica de proteccion de los consumidores en favor de la
creacion de un sistema juridico de transparencia y equilibrio entre empre-
sarios®0.

Es obvio que la Directiva 93/13 tiene un enfoque subjetivo, en lo que
respecta al empresario predisponente, mas amplio que el acervo norma-
tivo reciente sobre la contratacidén digital. En tanto que la Directiva 93/13
cubre cualquier profesional (art. 2.c) que contrata con un consumidor, los
Reglamentos ahora referidos adoptan un enfoque mds fragmentario: los
proveedores de servicios de intermediacién en linea (Reglamento P2B), los
grandes guardianes de acceso a internet (DMA), los servicios intermedia-
rios (con obligaciones especiales para los de gran tamano) (DSA) o los
titulares de datos extraidos o generados por un producto conectado (DA).
La comparativa entre la Directiva 93/13 y estas normas arroja también
muchas otras disparidades, por las sanciones contempladas (no vinculacion
en la Directiva 93/13 y sanciones y multas en DSA y DMA), por el caracter

cio del Derecho de la Unién sobre “la proteccion de los consumidores”. Cfr. cdo. 42
RGPD.

58 Vid., v. gr, el desglose de esta proteccion directa e indirecta para consumidores
en la DMA, supra, notas 32-34. Y en cuando al DSA, ademds de las reglas de
responsabilidad de los prestadores de servicios intermediarios (arts. 4-6) heredadas
de la Directiva de comercio electrdnico, vid. arts. 14, 17 y 23 como reglas ad hoc
de proteccién de los consumidores. Sobre la relacion entre la DSA y la especifica
proteccién de los consumidores, C. Cauffmmann - C. Goanta, A New Order: The
Digital Services Act and Consumer Protection, European Journal of Risk Regulation,
12-4, 2021, pp. 758 — 774; C. Busch — V. Mak, Putting the Digital Services Act in
Context, Journal of European Consumer and Market Law, 10-3, 2021, pp. 109-114.

59 En aplicacién del art. 91 DSA, la Comisién Europea ha publicado su informe sobre
la interacciéon de la DSA con otras normas de proteccién de los consumidores y
diversas otras normas comunitarias, 54 (!) en total (European Commission, Report
on the application of Article 33 of Regulation [EU)]2022/2065 and the interaction of
that Regulation with other legal acts, Brussels, 17 de noviembre de 2025, COM(2025)
708 final, pp. 1-12); en é€l, concluye que se requiere, en particular, un andlisis mas
minucioso del solapamiento de diversas reglas sobre transparencia en contratos de
consumo (y, més en concreto, sobre patrones oscuros).

60 F de Elizalde, Fragmenting Consumer Law Through Data Protection and Digital
Market Regulations: The DMA, the DSA, the GDPR, and EU Consumer Law, Journal
of Consumer Policy, 2025, pp. 1-35.
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no negociado de los términos en la Directiva 93/13 y la aplicacién de la DSA
a todo tipo de cldusulas, negociadas o no, etc.

Pero lo que resulta mas interesante es destacar las disparidades entre
la Directiva 93/13 y estas normas cuando las dltimas trasvasan de alguna
forma la técnica de la transparencia y abusividad propia de las cldusulas
abusivas en contratos de consumo a relaciones contractuales entre empre-
sarios, tratando de acomodar aquellos parametros a lo digital y a lo mer-
cantil. Pues en ese contraste es donde cabe pensar en un hipotético viaje
de vuelta al territorio del Derecho de consumo haciendo acopio de lo que
pudiera ser 1til para una reforma de la Directiva 93/13 o un nuevo DFA.
En ese viaje de ida y vuelta de las cldusulas abusivas desde el adherente
consumidor al adherente empresario en el entorno digital puede destacarse
lo siguiente:

a) La sancién de nulidad directa para las cldusulas no transparentes estable-
cidas sin negociacién en condiciones generales que contempla el art. 3 del
Reglamento P2B es un remedio digno de trasvase a la normativa de defensa
del consumidor®.

b) Al tratar de fijar el legislador europeo un canon general de abusividad
o “falta de equilibrio” para los contratos entre empresarios en el entorno
digital, cada norma estd acudiendo a parametros distintos de los propios
del art. 3 de la Directiva 93/13. El art. 8 del Reglamento P2B prohibe modi-
ficaciones retroactivas de condiciones generales “a fin de garantizar que las
relaciones contractuales” entre las plataformas intermediarias y los usuarios
profesionales “se desarrollen de buena fe y se basen en la lealtad de las re-
laciones comerciales”, sin alusion al resto de requisitos de la Directiva 93/13
ni fijar propiamente una clausula general de abusividad. El art. 13.3 del
Reglamento de Datos (DA) si consagra este tipo de cldusula para contratos
B2B, como acabamos de ver, pero basada, ademas de en ser contraria a la
buena fe y la lealtad, en apartarse “manifiestamente de las buenas prdcticas
comerciales”. Por su parte, los arts. 8.8 y 12.5.b DMA (supra), para delimitar
otras posibles “practicas desleales” ademds de las listadas en el Reglamento,
en lugar de recurrir a la cldusula general de la Directiva 2005/29, remite
a la Comisién Europea a que “exista un desequilibrio entre los derechos
y las obligaciones de los usuarios profesionales y el guardidn de acceso

61 En linea con lo que, en Derecho espafiol, se consagré en el art. 83.2 TRLGDCU
(supra, n. 43).
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obtenga de los usuarios profesionales una ventaja que sea desproporcionada
en comparacién con el servicio que preste a dichos usuarios profesionales”,
esto es, una combinacién de pardmetros de la Directiva 93/13 y la nocién
de “ventaja desproporcionada” que no se encuentra en ésta (sino su reverso,
el mero “detrimento” del consumidor). Como cuestién de politica legislati-
va, en una revision de la Directiva 93/13 (o de aprobacién del DFA) parece
preferible proseguir con el canon del “desequilibrio [;importante?]®? entre
los derechos y obligaciones de las partes”, es decir, seguir basando el control
sustantivo de las clausulas abusivas en el desequilibrio juridico y en el
papel que al efecto tiene el contraste con el Derecho dispositivo y no en
confiar en el papel pseudolegislativo de cada plataforma y en unas “buenas
practicas comerciales” al socaire de un espontaneo y alegal Derecho de las
plataformas autorregulado®.

c) Todas las normas citadas contienen nuevos deberes de transparencia
para los prestadores de servicios digitales, deberes que deberan tenerse
presentes a la hora de aplicar los controles de transparencia y abusividad
propios de la Directiva 93/13 cuando se enjuicie la validez de las clausulas
predispuestas de esos contratos®%. Un ejemplo particularmente elocuente en
este sentido son las obligaciones (de fondo y forma) que el art. 14 DMA
establece para los prestadores de servicios intermediarios (todos), los cuales
deberan incluir en sus condiciones generales informacién sobre cualquier
restriccion sobre el uso de sus servicios (por ejemplo, sefiala el art. 14.1,
sobre politicas, medidas y herramientas para moderar contenidos o sobre el
procedimiento de su sistema interno de gestién de reclamaciones), asi como
de cualquier cambio significativo en las condiciones generales; ademas
éstas deberan exponerse en un lenguaje claro, sencillo, inteligible, accesible
al usuario e inequivoco, amén de publicarse en un formato ficilmente
accesible y legible por maquina; cuando el servicio esté dirigido a menores,
la explicacion de las condiciones generales deberd hacerse de manera que
los menores las puedan comprender. E incluso las plataformas en linea de
muy gran tamafo y los motores de bisqueda en linea de muy gran tamafio
deben facilitar a los destinatarios de los servicios un resumen sucinto,
facilmente accesible y legible por maquina de las condiciones generales (art.
14.5) y en todas las lenguas oficiales de todos los Estados miembros en que

62 Es requisito en el art. 3.3 Directiva 93/13, pero no lo es, en un ambito empresarial, en
los arts. de la DMA citados.

63 En la misma direccién, Méslein, Digitized Terms (n. 20), pp. 312-313.

64 European Commission, Fitness Check Digital Fairness (n. 6), p. 192.
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presten sus servicios (art. 14.6), que son medidas —en especial el resumen—
que valdria la pena incorporar en la revision de la Directiva 93/13 o en la
DFA.

d) El mecanismo de la doble lista de clausulas abusivas, con unas considera-
das abusivas en todo caso y otras solo con una presunciéon de abusividad
(como ya hiciera el CESL), cuenta también con el ejemplo de los arts. 13.4 'y
13.5 del Reglamento de Datos, digno de seguimiento a la hora de positivizar
las clausulas de contratos sobre servicios digitales en la Directiva 93/13 o en
el DFA.

e) La nueva configuracion de algunas obligaciones y prohibiciones para
los proveedores de servicios digitales mediante conceptos juridicos indeter-
minados o términos abiertos que permiten cierto margen y modulacion
contractual y, a la postre, juicio de posible abusividad para evaluar si la
forma en que esas obligaciones quedaron acotadas o limitadas mediante
clausulas no negociadas, abre nuevos campos a la aplicacién de la Directiva
93/13 en el entorno digital, pero permite también pensar si esas nuevas
reglas podrian pasar a la Directiva o al DFA con el cardcter mds general
de presuntas clausulas abusivas. Sirvan de ejemplo los arts. 6.6, 6.12 0 6.13
DMA®,

f) Cuando las nuevas reglas para la contratacién digital establezcan requi-
sitos adecuados a la mayor diligencia profesional que cabe esperar en el
empresario adherente, que supongan por comparacion un menor nivel de
proteccion que el que se dispensa al consumidor como parte contractual
débil, no deberfa promoverse una modificacién a la baja del régimen de
la Directiva 93/13, habida cuenta de la diferente posicién negociadora de
empresarios y consumidores en la fase de formacién del contrato®. Asi,
no parece de recibo agregar al requisito del art. 3.2 de la Directiva, de “no

65 Supra, apartado B.IIL

66 Recuérdese que, seglin el considerando 16 de la Directiva 93/13, “en la apreciacién de
la buena fe hay que prestar especial atencion a la fuerza de las respectivas posiciones
de negociacién de las partes, a si se ha inducido en algin modo al consumidor a
dar su acuerdo a la cldusula y a si los bienes se han vendido o los servicios se han
prestado a peticion especial del consumidor”.
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haber podido influir sobre su contenido”, la precisién mas exigente del art.
13.6 DA, “pese a haber intentado negociarlo™.

D. La abusividad revisitada (cldusulas especificamente abusivas en la
contratacion de servicios digitales)

Es momento de reflexionar sobre los dos pilares de la proteccién del con-
sumidor derivados de la Directiva 93/13 y la jurisprudencia que los ha
interpretado: el control de abusividad y el control de transparencia, vistos
ahora desde la dptica prospectiva de la contratacién en linea de servicios
digitales. En cuanto al primero, como ya se ha expuesto, las propuestas
de refaccionar el vigente régimen del listado de cldusulas abusivas son
variadas: mantener de la manera mds escueta posible un listado gris gene-
ral y no sectorial®®, escindir en elenco en un listado negro y otro gris e
incorporar en ambos nuevas clausulas ad hoc adaptadas a la praxis digital®
o transformar el actual catdlogo en una lista negra con adicién de esas
nuevas cldusulas vetadas’. Planea sobre estos enfoques el ya cldsico debate
acerca de si los cambios sociales, en este caso promovidos por la revolucién
digital, obligan a modificar los principios basicos del Derecho contractual
con nuevas reglas ad hoc o si esta rama del Derecho tiene una capacidad
adaptativa que hace innecesarios grandes o abundantes cambios’".

En cualquier caso, tiene todo el interés la labor de imaginacién juridica
en la deteccién de lo que pueden considerarse clausulas desequilibradas y,
a la postre, abusivas, genuinas y frecuentes en este contexto. Tarea que ya

67 Saluda favorablemente el requisito para la contratacién entre empresarios S. Omlor,
Unfair Contractual Terms under the EU Data Act, European Review of Private Law,
2, 2024, pp. 173-192, pp. 180-181, si bien apunta que puede conducir a meros intentos
formalistas de negociacién para garantizarse el control de abusividad por adherentes
experimentados o con buen asesoramiento legal, en tanto que el requisito puede
pasar desapercibido a empresarios con menos conocimientos juridicos.

68 Gardiner, Unfair (n. 39), pp. 64-72 y 208-209, con critica a nuevos listados extensos
y propuesta de reviviscencia de la base de datos CLAB, con sentencias y resoluciones
nacionales sobre cldusulas abusivas.

69 Loos - Luzak, Update (n. 20), pp. 1-61.

70 Durovic — Poon, Consumer Vulnerability (n. 29), pp. 435-437. European Commission,
Fitness Check Digital Fairness (n. 6), pp. 194-195; cfr. p. 79.

71 Vid. C. Twigg-Flesner, Disruptive Technology - Disrupted Law? How the Digital
Revolution Affects (Contract) Law, en: A. de Franceschi (ed.), European Contract
Law and the Digital Single Market. The Implications of the Digital Revolution,
Cambridge: Intersentia, pp. 21-48, p. 27 ss.
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estd siendo desarrollada en el Derecho comparado y en diversos informes
y propuestas. Asi, en el informe elaborado para el Parlamento Europeo en
2021 sobre la adaptacion de la Directiva 93/13, Loos y Luzak proponen
una lista negra de clausulas abusivas con proveedores de servicios digitales
de 22 clausulas y otra lista gris con 5 clausulas y estructuran ese elenco
entre las que tienen que ver con la conclusién del contrato, las relativas a
la limitacién o exclusion de responsabilidad del suministrador del servicio
digital, las que versan sobre el derecho de desistimiento, extincién o resolu-
cién del contrato, la herencia digital, el cardcter gratuito de los servicios
digitales, la personalizacién de los servicios (precio, decision automatizada,
perfilado persuasivo), los términos reputacionales, las cldusulas contrarias
a los derechos y principios del RGPD, asi como sobre la resolucién de
conflictos y sobre la propiedad intelectual’.

El documento de trabajo de 2024 de la Comisién Europea no contiene
una prohibicién de concretas clausulas abusivas (aunque plantea trabajar
en ello); en cambio, el estudio que da soporte a ese Fitness Check on Digital
Fairness hizo uso de la herramienta Claudette’> e indentificé 7 tipos de
clausulas contractuales habituales y sospechosas de abusividad al estudiar
las condiciones generales de 35 sitios web de uso corriente por los consumi-
dores”: (1) resolucién unilateral de las cuentas o acceso del usuario (en 23
webs); (2) derecho a modificaciones unilaterales del contrato (en 30 webs);
(3) derecho del empresario a editar o eliminar el contenido generado por el
usuario (en 13 webs); (4) clausulas de competencia judicial que, o bien son
poco claras o confieren competencia exclusiva a los tribunales de la sede del
empresario (en 13 webs); (5) cliusulas de limitacién de responsabilidad (en
8 webs); (6) cldusulas de eleccién de ley aplicable al contrato incluyendo
la legislacion de un pais no perteneciente a la UE (7 webs); cldusulas

72 Loos — Luzak, Update (n. 20), pp. 17-41.

73 Se trata de una herramienta potenciada por medio de inteligencia artificial diseniada
por un equipo multidisciplinar del European University Institute (EUI, Florencia)
con la que es posible monitorizar paginas web y contrastarlas con el régimen legal
y jurisprudencial derivado de la Directiva 93/13 y del RGPD. Puede consultarse la
herramienta, de libre acceso, y la exposicion de sus objetivos y operativa en la web
oficial del proyecto Claudette (“Machine Learning Powered Analysis of Consumer
Contracts and Privacy Policies”, desde 2019) dirigido por H. Micklitz y G. Sartor:
http://claudette.eui.eu/index.html. Vid. H. W. Micklitz - P. Patka - Y. Panagis, The
Empire Strikes Back: Digital Control of Unfair Terms of Online Services, Journal of
Consumer Policy, 40, 2017, pp. 367-388.

74 M. Whittle et al., Study to support (n. 7); European Commission, Fitness Check
Digital Fairness (n. 6), p. 183.
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de arbitraje, en algunos casos con imposicion de arbitrajes vinculantes o
privacion de acudir a otros medios de resolucién de conflictos (10 webs).

En su respuesta a la consulta al citado Fitness Check, BEUC, ademds
de proponer una serie de nuevos derechos, es partidario de incorporar
a la Directiva de clausulas al menos seis especificas mas: (1) obligar al
consumidor a contratar contenido digital o hardware con terceros; (2)
impedirle ejercer derechos de propiedad intelectual (como copias privadas
o compartir en familia); (3) confundir sobre el servicio (si es compra o
no), usar consentimiento tacito (browsewrap) o aparentar gratuidad cuando
el proveedor se beneficia con datos o atencion; (4) obligar a renunciar
a la propiedad de lo que comparte (como fotos o videos en redes); (5)
permitir al empresario eliminar la cuenta del usuario, incluso si afecta a su
trabajo; (6) incluir una lista de prohibiciones contra cldusulas abusivas en
productos conectados.

Estas propuestas y otras’®, incluso en proyectos de ley en curso de modi-
ficacion del Cédigo civil’®, permiten ir decantando esas cldusulas genuinas,
en particular, cuando no encuentren un encaje mas general en las ya exis-
tentes o convenga nominarlas siquiera por via ejemplificativa dentro de las
generales existentes. También parece defendible que el mantenimiento de
una nocion general de cldusula abusiva, como pardmetro de control sustan-
tivo para supuestos no recogidos expresamente en los listados pertinentes
(gris/negro), al modo del vigente art. 3.1 de la Directiva 93/13, sigue siendo
la opcién mas acertada para afrontar el futuro tecnoldgico y contractual (si

75 V. gr., Durovic — Poon, Consumer Vulnerability (n. 29), pp. 434-436, proponen in-
cluir un listado de 6 cldusulas (algunas similares a las citadas sobre exenciones de
responsabilidad o imposicion de foro, otras distintas como las relacionadas con tasas
arbitrarias de cambio de contenido pagado en redes sociales o videojuegos o cldusulas
que no establezcan un preaviso razonable ante cambios unilaterales del servicio).

76 Es el caso de Brasil (proyecto de Ley n° 4 de 2025) que, ademds de contener un
nuevo libro VI “Do Direito Civil Digital” (art. 2027-A y ss.), establece previsiones
especificas sobre transparencia digital y abusividad (v. gr., art. 609 o 2027-V y W
del Cédigo civil). El enfoque de la Digital Markets, Competition and Consumers Act
2024 (DMCCA) del Reino Unido, que entré en vigor el 6 de abril de 2025, estd
menos centrado en cldusulas abusivas, cuanto en practicas comerciales desleales y
nuevos derechos para combatir las llamadas “trampas en la suscripcién” de servicios
digitales. Sobre ambas normativas y también sobre la aproximacion que adopta el
Restatement on the Law on Consumer Contracts (2024) de Estados Unidos, vid. S.
Cdmara Lapuente, Clausulas abusivas en los contratos de servicios digitales, en id.
(ed.), Clausulas abusivas y servicios digitales, Atelier, Barcelona, 2026 (en prensa).
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acaso eliminando, dada la actual asimetria digital, el término “importante”
de la nocidn de “desequilibrio de derechos y obligaciones™)””.

E. La transparencia revisitada (mecanismos idoneos para potenciar el
control de transparencia en la contratacion digital)

Resta por identificar y sintetizar, a la luz de los materiales analizados,
cudles serfan los cambios y nuevos instrumentos mas idéneos para obtener
una alta proteccién de los consumidores —sin lastrar a los proveedores de
servicios digitales con nuevos deberes excesivamente gravosos, en busca de
un mercado digital leal y equilibrado-, en punto al control de transparencia
de las clausulas predispuestas y no negociadas con los consumidores. Cabe
valorar, en principio, positivamente las siguientes acciones y postulados:

I. Mas transparencia contractual, no mas informacion: rasgos tendenciales
en los dltimos Reglamentos

La transparencia deberfa centrarse no en ofertar mdas informacién (“qué”
items) sino en mejorar la forma y momento en que se presentan al consu-
midor (“cdmo” se transmite esa informacién). Y esto puede hacerse tanto
de forma general (via reforma de la Directiva 2011/83, fundamentalmente,
pero también de las Directivas 93/13 y 2019/770) como de manera sectorial,
con unas directrices normativas ad hoc y la posibilidad de actos delegados
a cargo de la Comisién Europea, amén de la publicacién de guias interpre-
tativas y aplicativas de esas directivas en las que se consigne lo que se
considera pertinente teniendo presentes las evidencias provenientes de la
sociologia y la psicologia respecto a los sesgos cognitivos de los consumido-
res digitales. El TJUE ha abierto la via para considerar dentro de la nocién
de consumidor medio a aquel de racionalidad limitada, vulnerable por
ende, que acaba siendo el patrén al uso en los consumidores de servicios
digitales’®.

77 Enlinea con la senda iniciada por los arts. 8.8 y 12.5.b DMA. Vid. supra BIIl'y C.b.

78 Vid. STJUE C-646/22, de 14 de noviembre de 2024, Compass Banca (ECLI:EU:C:
2024:957). Al respecto, S. Cdmara Lapuente, Tres personajes (el consumidor medio,
el vulnerable y el medio con sesgos cognitivos) en busca de transparencia objetiva an-
te cldusulas abusivas, Pactum (Rivista di Diritto dei Contratti), 2, 2025, pp. 269-283.
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La expansion de los deberes de transparencia en todas las nuevas normas
europeas sobre el mercado digital (P2B, DSA, DMA, DA, RIA) puede
estar dando pie a la forja de una nueva nocién europea de transparencia
contractual”® y, sin duda, la consagracién de nuevos deberes de informacién
precontractual transparente en la contratacién de servicios digitales deben
ser tenidos en cuenta por los tribunales a la hora de verificar si una clausula
no negociada supera o no el filtro de transparencia de los arts. 5.2 y 5 de
la Directiva 93/13. De hecho, una parte de los tdltimos Reglamentos (UE)
ya incide escuetamente en algunos de los rasgos que deberfan adornar a
una cldusula transparente por la forma de presentar su contenido; este
deberta ser: organizado, destacado (en lo procedente), accesible, tempestivo y
comparable®.

En esta linea, a modo de ejemplo, el art. 14 DSA no sélo adjetiva de
forma mas prolifica que sus precedentes, que la informacién contenida
en las condiciones generales del contrato “se expondra en lenguaje claro,
sencillo, inteligible, accesible al usuario e inequivoco, y se hard publica en
un formato facilmente accesible y legible por maquina” (art. 14.1 DSA), sino
que también desciende a otras medidas de transparencia: para un colectivo
vulnerable como los menores la explicacién debera hacerse “de manera que
los menores lo puedan comprender” (art. 14.3 DSA); las condiciones deben
estar publicadas en todas las lenguas oficiales de los Estados en que presten
sus servicios (art. 14.6 DSA); y se impone, sélo a los prestadores de gran
tamafio, “un resumen sucinto, ficilmente accesible y legible por maquina
de las condiciones generales (...) en un lenguaje claro e inequivoco” (art.
16.5 DSA).

El Reglamento de Inteligencia Artificial, aun protegiendo a los respon-
sables del despliegue (no propiamente a los consumidores), indica en su
art. 13.2 RIA® que “los sistemas de IA de alto riesgo irdn acompaiados de

79 A.Jablonowska - G. Tagiuri, Rescuing transparency in the digital economy: in search
of a common notion in EU consumer and data protection law, Yearbook of European
Law, 2023, pp. 1-41.

80 Me remito a S. Cdmara Lapuente, La nueva proteccién del consumidor de contenidos
digitales tras la ley 3/2014, de 27 de marzo, Revista CESCO de Derecho de consu-
mo, 11, 2014, pp. 79-167, en especial, p. 142 y ss. Vid. Gardiner, Unfair (n. 39), pp.
117-134: sobre extension y complejidad de los clausulados, estructura y disefio de las
paginas web, visualizacién de la informacién, momento de presentacion, enmarcado
o “framing”, etc.

81 Art 13 RIA, rubricado: “Transparencia y comunicacion de informacién a los respon-
sables del despliegue”.

173

hitps:/fdol.org/10: -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Sergio Cdmara Lapuente

las instrucciones de uso correspondientes en un formato digital o de otro
tipo adecuado, las cuales incluirdan informacion concisa, completa, correcta
y clara que sea pertinente, accesible y comprensible” (cfr. también art. 61.1
RIA)82; y segtin el art. 50 RIA%, ya destinado a promover la comprensién
de los sistemas de IA por las personas fisicas que interactiien con ellos,
establece un elenco informativo (apartados 1 a 4) que “se facilitard a las
personas fisicas de que se trate de manera clara y distinguible a mds tardar
con ocasién de la primera interaccion o exposicién”, esto es, introduce un
muy oportuno requisito temporal en la presentacién de la informacién y
las condiciones. Una vez mas, el legislador explora la potencial eficacia
de restimenes informativos: segtn el art. 53.1.d RIA84, los proveedores “ela-
borardn y pondran a disposicion del publico un resumen suficientemente
detallado del contenido utilizado para el entrenamiento del modelo de TA
de uso general, con arreglo al modelo facilitado por la Oficina de IA”.

Otra decisién parcial pero en el buen sentido obra en el nuevo art. 16
bis de la Directiva 2011/83 introducido por la Directiva 2023/2673 de 22 de
noviembre de 2023 sobre contratos de servicios financieros celebrados a
distancia: la informacion se puede organizar “por niveles”, debe ser posible
imprimirla como documento tnico y el uso de colores no debe mermar la
comprension cuando se imprime en blanco y negro (vid. ulteriores detalles
de transparencia en el considerando 32).

Por todo ello, una mera mencion legal a que una clausula debe ser “trans-
parente” —sin mayor orientacion legislativa8® acerca de como, en el contexto

82 En este precepto se reproducen los mismos adjetivos para el consentimiento de
las personas que participen en pruebas en condiciones reales fuera de los espacios
controlados de pruebas para la IA y, adicionalmente, puede entenderse que se adopta
para ese consentimiento contractual los rasgos propios del consentimiento reforzado
del interesado para el tratamiento de sus datos propio del RGPD (cfr. art. 12.1). Sobre
la pertinencia de trasvasar los rasgos mas protectores del consentimiento reforzado
del RGPD al consentimiento contractual de los consumidores digitales, vid. Cdmara
Lapuente, Nuevos perfiles (n. 25), p. 383 y ss.; vid. también Jablonowska - Tagiuri,
Rescuing transparency (n. 79), p. 41.

83 Rubricado: “Obligaciones de transparencia de los proveedores y responsables del
despliegue de determinados sistemas de IA”.

84 Rubricado: “Obligaciones de los proveedores de modelos de IA de uso general”.

85 DO L de 28.11.2023.

86 Se necesita algo mds que un nudge o una llamada a la autorregulacion: una imposi-
cién normativa con sanciones claras.
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contractual en cuestién, debe ser su presentacion o publicacién-, es escasa-
mente Gtil%7.

II. Ser y tiempo: cudndo emplear la transparencia

Tan importante respecto a condiciones generales relacionadas con ser-
vicios digitales es la transparencia ex ante, en el proceso de conclusion del
contrato, como la transparencia ex post, en fase de ejecucion del contrato®s.
Obviamente, ademas del control de fondo de las clausulas de modificaciéon
unilateral del contenido contractual, en el estado actual permitidas con
ciertos requisitos —que quizds haya que revisar para servicios digitales
cuasi-monopolisticos—, estas cldusulas deben pasar también el filtro de la
transparencia, con su oportuna y tempestiva comunicacion al usuario. Por
su parte, el art 14.2 DSA acufia el siguiente mandato, aun sin precisar el
formato: los prestadores de servicios digitales intermediarios informaran
a los destinatarios del servicio “de cualquier cambio significativo en las
condiciones generales”.

II1. Dazed and confused: los patrones oscuros y la transparencia de la
Directiva 93/13

Los “patrones oscuros” se encuentran sin duda en el punto de mira del
legislador europeo, hasta ahora de una forma parcial, sectorial y mas bien
enfocada a su sancién mediante el régimen de las practicas comerciales
desleales®. Seria conveniente, de forma adicional, que cuando el disefio
o arquitectura de la pdgina web y la forma de presentar las condiciones

87 En esta linea ya N. Helberger, Forms matter: Informing consumers effectively, estudio
comisionado por BEUC, septiembre, 2013. Vid. también O. Seizov - A. J. Wulf -
J. Luzak, The Transparent Trap: A Multidisciplinary Perspective on the Design of
Transparent Online Disclosures in the EU, 42-1, 2019, Journal of Consumer Policy,
pp. 159-161; J. Luzak — A. J. Wulf - O. Seizov — M. B. M. Loos — M. Junuzovi¢ , ABC of
Online Consumer Disclosure Duties: Improving Transparency and Legal Certainty
in Europe, Journal of Consumer Policy, 46, 2023, pp. 307-333, p. 310 y ss., con una
serie de recomendaciones de politica legislativa sobre la forma de redaccién de los
contratos (pp. 328-329).

88 Vid. al respecto la pionera STJUE C-92/11, de 21 de marzo de 2013, RWE Vertrieb
(ECLI:EU:C:2013:180).

89 Art.25 DSA; arts. 5.2.d, 5.8, 6.3 y 13.4 DMA; art. 6 DA; art. 16 sexies Directiva
2011/83 (introducido por la Directiva 2023/2673); art. 5.1.a/b RIA. Para el examen del
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generales mediante ‘dark patterns” aboque en la falta de transparencia de
éstas, se explicite la viabilidad de su sancion a través de la Directiva 93/13
(en particular, la ausencia de vinculacién para el consumidor de la cldusula
asi incorporada al contrato, muy especialmente en relacién al precio o la
duracién del contrato, con las consecuencias que ello lleva aparejadas segin
el TJUE, pero también respecto a cualquier aspecto accesorio ex arts. 4.2y 5
Directiva 93/13).

IV. El consentimiento implicito por mero acceso o navegacion (browsewrap
agreements)

La aceptacién de las condiciones generales (o del contrato) por el mero
hecho de navegar o acceder a una web (browsewrap agreement) debe ser
sometida legislativamente a restricciones o deberia considerarse clausula
abusiva o nula (por falta de transparencia) la que propicie ese resultado
sin garantizar la advertencia plena del consumidor sobre la trascendencia
juridica de la actuacién u omision.

El TJUE no ha abordado directamente su eficacia, falta en la normativa
europea sobre clausulas abusivas una regla similar a la que obraba en los
PECL, el DCFR o el CESL (en el sentido considerar que las cldusulas no
negociadas individualmente sélo pueden desplegar su eficacia si la parte
que las invoca “adopté medidas razonables para captar la atencién de la
otra parte sobre ellas”, art. 2.104 PECL) y tampoco existe una jurispruden-
cia como la norteamericana que les confiere validez sélo si el adherente
tuvo claro con antelacién su valor contractual, pues de lo contrario podria
invocarse el remedio de la unconsionability’®, como ahora recoge el § 6.d
del ALI Restatement on Consumer Contracts 2024 y explicitan sus comen-
tarios®. Para que tal cldusula conduzca al resultado de entender que el

concepto y su tratamiento en estos preceptos, M. N. Mato Pacin, Aspectos juridicos
del disefio de las interfaces digitales. En especial, los patrones oscuros, Madrid:
BOE, 2024, asi como la contribucién de la autora en el presente volumen. Sobre
la catalogacion y régimen de los patrones oscuros antes de esa normativa, Cdmara
Lapuente, Nuevos perfiles (n. 25), pp. 388-395.

90 Sobre los browsewrap agreements en Derecho contractual europeo y norteamericano,
Cdmara Lapuente, Nuevos perfiles (n. 25), pp. 367-388. Ademds de la bibliograffa alli
citada, vid. Gardiner, Unfair (n. 39) pp. 106-107 y (en Irlanda, Reino Unido, EEUU y
bajo la Directiva 93/13) pp. 111-117.

91 The American Law Institute, Restatement of the Law. Consumer contracts, St. Paul
(Minnesota): ALI Publishers, 2024, pp. 24 y ss. y 42 y ss.
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consumidor acepta contenido no negociado al meramente navegar por
cualquier sitio de internet es preciso que el prestador del servicio demuestre
que dispuso un aviso (notice) razonable de esta cldusula (conspicuous o
prominente suele afadir con insistencia la jurisprudencia, recelosa con el
método), con su intencién de que forma parte de un contrato (§2.1 del
Restatement).

Por lo tanto, en una futura DFA (o revision de la Directiva 93/13) el
régimen del fenédmeno puede encararse de una de estas dos formas: o bien
imponiendo este tipo de transparencia en formato de avisos prominentes
que no dejen margen de duda de que el consumidor fue consciente de ese
efecto y tuvo la posibilidad de revisar el contenido del clausulado que le
vincularia antes de entenderse celebrado el contrato, o bien prohibir este
tipo de clausulas como un tipo de cldusula abusiva; este tltimo es el plan-
teamiento del Informe del Parlamento Europeo, cuyos autores proponen
una doble aproximacién: por una parte, incluir como cldusula abusiva en
la lista negra aquella que permite al proveedor del servicio considerar que
ha sido concluido un contrato por la mera navegacién (incluso aunque no
se estableciera pago monetario por emplear ese servicio) y, por otra parte,
revisar el art. 1(i) del Anexo de la Directiva 93/13%2 para incluir en lista gris
que simplemente colocar un hipervinculo en el sitio web del proveedor del
servicio es insuficiente para dar una “oportunidad real” a los consumidores
de conocer el clausulado no negociado®, es decir, crear una presuncion
iuris tantum de falta de transparencia con la mera ubicacién en cualquier
parte del sitio web de un hipervinculo.

92 Segun ese inciso del anexo: “hacer constar de forma irrefragable la adhesién del con-
sumidor a cldusulas de las cuales no ha tenido la oportunidad de tomar conocimiento
real antes de la celebraciéon del contrato”.

93 Loos - Luzak, Update (n. 20), pp. 17-18, 49 y 52; BEUC, Towards European Digital
(n. 37), pp. 1 y 11. Para un caso reciente de empleo vélido de hipervinculo a unas
condiciones generales a través de las que se puede conocer cémo queda determinado
el precio, vid. STJUE C-518/23, de 23 de enero de 2025, NEW Niederrehin Energie
und Wasser (ECLI:EU:C:2025:35), §§ 50-51.
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V. Nuevas medidas para incrementar la transparencia en la contratacién

digital
1. Restimenes de condiciones generales de la contratacion.

Establecer la obligacién de facilitar un resumen de las condiciones gene-
rales del contrato es otra medida que podria ser oportuna. Asi lo enten-
dié también el 63% de los participantes en la consulta publica lanzada
para el Fitness Check on Digital Fairness®*. De hecho, existen estudios
empiricos que demuestran que un mayor nimero de consumidores lee
las condiciones generales cuando estas son cortas y estin resumidas®.
Comienza a experimentarse legislativamente con esta técnica, como ocurre
con su exigencia en el art. 14.5 DSA (supra C.c). Otro ejemplo de este
proceder, en apariencia exitoso, son las fichas (FEIN) introducidas como
resumen obligatorio en la contratacién de créditos inmobiliarios®® o en el
formulario de informacién normalizada europea sobre crédito al consumo
introducida por la nueva Directiva 2023/2225 sobre crédito al consumo?”.
Naturalmente, pueden aducirse argumentos tanto a favor como en contra
de la introduccién imperativa de sumarios/resimenes de las condiciones
generales®® (v. gr,, el problema de decidir cudles son los términos esenciales
para el resumen o la disparidad entre el resumen y las condiciones) aunque,
a mi juicio, los argumentos favorables resultan mds convincentes (v. gr., se

94 European Commission, Fitness Check Digital Fairness (n. 6), p. 193.

95 Segun un completo estudio (realizado en 12 Estados miembros, incluido Espaiia, con
1000 participantes por pais) el 26,5% de los consumidores leyeron unas condiciones
extremadamente cortas y sencillas, frente al 10,5% que leyeron las condiciones en
formato extenso y complejo: M. Elshout — M. Elsen - J. Leenheer - M. Loos - ]. Luzak,
Study on consumers’ attitudes towards Terms and Conditions (T&Cs). Final report,
Estudio encomendado por la Comsién Europea, Bruselas, 2016, disponible en https:/
/op.europa.eu/en/publication-detail/-/publication/45ebfd93-3d90-11ea-ba6e-0laa75¢
d7lal/language-en, pp. 1-171, p. 12.

96 Anexo II (“Ficha Europea de Informacién Normalizada [FEIN]”) de la Directiva
2014/17/UE de 4 de febrero de 2014 (DO L 60, de 28 de febrero de 2014); vid. arts. 2.2
y 14.

97 Anexo I de la Directiva 2023/2225, de 18 de octubre de 2023, relativa a los contratos
de crédito al consumo (DO L, de 30 de octubre de 2023); vid. art. 10. Deberd constar
la informacién principal en una sola pagina con opcién a dos para algunas otras
informaciones.

98 Asi (y por ello el ELI dio una respuesta “neutra’, en lugar de “favorable” o “desfavo-
rable” a la cuestion planteada sobre resimenes de condiciones generales) European
Law Institute, ELI Response (n. 23), pp. 9-10.
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puede fijar una regla favorable a la versiéon que sea mds beneficiosa para el
consumidor, para acendrar la diligencia del predisponente). Por lo demis,
el formato ya se implanté sectorialmente, desde 2019, con el modelo obliga-
torio de resumen de contrato para servicios de comunicaciones electrénicas
en ejecucién del Cédigo Europeo de Comunicaciones Electrénicas (Direc-
tiva 2018/1972)%°.

2. Iconos estandarizados

Otra técnica por la que vale apostar es la creacion de un sistema de iconos
estandarizados que permita al consumidor comprender rdpidamente el
objeto contractual y las principales condiciones que rigen el contrato, que
resultarfan asi mds ficilmente comparables con las de los competidores,
al modo en que propusiera la Comisién Europea al promulgarse la Direc-
tiva 2011/83190, aunque la propuesta no lleg6 a implantarse. El sistema de
iconos normalizados, como forma combinada de transmitir la informacién
preceptiva sobre proteccion de datos personales, también se prevé en el art.
12.7 RGPD!L En 2019, una de las principales asociaciones empresariales
europeas promovié un sistema de iconos estandarizados para el comercio
electrénico sobre varios aspectos como el precio, la entrega, la duracién del
contrato, la extincién y el derecho de desistimiento!?. La misma idea, en
el fondo, subyace tanto en las tan extendidas (y comprendidas) etiquetas
de eficiencia energética de los determinados productos, como en la reciente
etiqueta armonizada creada por la Directiva 2024/825, de 28 de febrero

99 Reglamento de Ejecucién (UE) 2019/ 2243 de la Comisién de 17 de diciembre de
2019 por el que se establece un modelo de resumen del contrato que deben utilizar
los proveedores de servicios de comunicaciones electrénicas disponibles al pablico
con arreglo a la Directiva (UE) 2018/1972 del Parlamento Europeo y del Consejo;en
concreto, de acuerdo con su art. 102.3.

100 Sobre los beneficios y posibles inconvenientes de este sistema, Cdmara Lapuente, La
nueva proteccion (n. 80), p. 145y ss.

101 Segun el art. 12.7 RGPD, esa informacién “podrd transmitirse en combinacion con
iconos normalizados que permitan proporcionar de forma facilmente visible, inteli-
gible y claramente legible una adecuada visién de conjunto del tratamiento previsto.
Los iconos que se presenten en formato electrénico seran legibles mecdnicamente”
(énfasis afiadido). Vid. los considerandos 60 y 166 y el art. 12.8 RGPD.

102 Business Europe, Recommendations for a better presentation of information to
consumers, 2019, disponible en https://www.businesseurope.eu/publications/recom
mendations-better-presentation-information-consumers.

179

hitps:/fdol.org/10: -


https://www.businesseurope.eu/publications/recommendations-better-presentation-information-consumers
https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://www.businesseurope.eu/publications/recommendations-better-presentation-information-consumers

Sergio Cdmara Lapuente

de 2024193, que ha de indicar el periodo minimo de actualizaciones o la
puntuacion sobre reparabilidad del producto.

3. Modelos contractuales estandarizados

Desde algunas instancias!®* se sugiere también el establecimiento por la
Comisién Europea de unos modelos contractuales (templates) estandari-
zados por sectores econdmicos, libres de cldusulas abusivas. Recientemente,
el art. 41 DA ha adoptado ese enfoque “para ayudar a las partes en la elabo-
racién y negociacién de contratos con derechos y obligaciones contractua-
les justos, razonables y no discriminatorios” y, a tal efecto, la Comisién
Europea, “elaborard y recomendara cldusulas contractuales tipo no vincu-
lantes sobre el acceso a los datos y sus utilizacién (...) asi como clausulas
contractuales estandar no vinculantes para contratos de computacién en
la nube”; asi lo ha hecho a través de un borrador de Recomendacién de
19 de noviembre de 2025, con anexos en que se contienen ambos tipos de
modelos'®.

4. Nuevas obligaciones en suscripciones digitales y contratos de larga
duracién

El DFA seguramente contendra otra serie de obligaciones para los provee-
dores de servicios digitales, vinculadas con la transparencia, a juzgar por
los resultados preliminares a las cuestiones que planteaba la Comision,

103 DO L, de 6 de marzo de 2024, Directiva 2024/825, sobre empoderamiento de los
consumidores para la transicién ecoldgica mediante una mejor proteccion contra las
practicas desleales y mediante una mejor informacion.

104 V. gr, BEUC, Towards european digital (n. 37), pp. 2y 23.

105 European Commission, Draft Commission Recommendation on non-binding model
contractual terms on data access and use and non-binding standard contractual
clauses for cloud computing contracts (with Annexes), Brussels, 19 de noviembre de
2025, C(2025) 7750 final. Este instrumento normativo era de obligada presentacién
para 12 de septiembre de 2025 ex art. 41 DA; dado el retraso de la Comisién en
su confeccién y la publicacién de los modelos solo en inglés, se ha optado por
un “borrador de Recomendacién” hasta que se produzca la completa traduccién a
las lenguas oficiales en la UE, momento en que se sancionaran definitivamente. Cfr.
los modelos ya propuestos en su dia a la Comision Europea por el Expert Group
on B2B data sharing and cloud computing contracts, Final Report, 2 abril 2025,
disponibles en https://ec.europa.eu/transparency/expert-groups-register/core/api/f
ront/document/116180/download.
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tanto en 2022 como en 2025, como nuevas limitaciones o requisitos infor-
mativos en relacion con periodos gratuitos de prueba (v. gr., consentimiento
expreso al cambiar el servicio a oneroso tras el free trial), recordatorios
o notificaciones previas al momento de renovacién automatica del contra-
to (como ha introducido en el art. 971.p TRLGDCU en Espafia la Ley
10/2025, de 26 de diciembre, por la que se regulan los servicios de atencion
a la clientela) y otras reglas respecto a las suscripciones digitales.

IV. La transparencia y el precio en la contratacion digital

El control de transparencia formulado en el art. 4.2 de la Directiva 93/13, en
especial, respecto a las cldusulas que fijan el precio de un servicio o conte-
nido digital, merece una reconsideracion y ajuste a la realidad del mercado
digital. Como es sabido, ese precepto exime del control de abusividad a las
clausulas que definen el objeto principal del contrato si estin redactadas
de forma clara y comprensible. Tanto la exencién plena del control de
precios transparentes como qué haya de considerarse transparente en la
presentacion digital de la contraprestacién merecen una reconsideracion a
la luz, al menos, de tres fendmenos: el uso habitual de patrones oscuros
en la oferta contractual, deformando ab initio el precio real finall%; la
fijacién algoritmica de precios, también conocida como técnica de precios
dindmicos o personalizacién de precios; y la consideracién de los datos
personales como precio o contraprestacion.

En cuanto a la posible aplicacién del art. 4.2 de la Directiva 93/13 a
las cldusulas sobre personalizacién algoritmica de precios, debe tenerse
en cuenta que, hasta la fecha, el TJUE ha sometido a las cldusulas no
transparentes sobre el precio a un ulterior examen de “desequilibrio” (que
deberfa ser juridico, “derechos y obligaciones”, y no econémico segin el
art. 3.1), el cual ha ido mutando desde una estricta comparacién con el
Derecho dispositivo!?” —que frecuentemente no existira en relacién a los
precios de cada servicio y es otra razon para nuestra propuesta de ineficacia

106 Vid. supra, E.III, asi como las previsiones sobre drip pricing en la DMCCA-2024 del
Reino Unido (supra, n. 76).

107 Desde la STJUE C-415/11, de 14 de marzo de 2013, Mohamed Aziz (ECLI:EU:C:
2013:164). En la STJUE C-226/12, de 16 de enero de 2014, Constructora Principado
(ECLI:EU:C:2014:10), el tribunal declaré que “la existencia de un «desequilibrio
importante» no requiere necesariamente que los costes puestos a cargo del consu-
midor por una cldusula contractual tengan una incidencia econdmica importante
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directa de las cldusulas no transparentes como la que ya obra en el art.
3.3 del Reglamento P2B-, hacia una consideraciéon de las practicas del
mercado!®® o del precio pagado por otros usuarios del mismo servicio o de
competidores que ofrecen servicios similares!®® o incluso cierta evaluacion
de proporcionalidad (en préstamos) entre la cuantia prestada y el interés
exigido'?. En esa potencial retroalimentacion de la Directiva 93/13 con las
soluciones de los tltimos Reglamentos sobre contratacion en el mercado
digital europeo deberia tenerse presente como el contraste (sustantivo,
incluso para estipulaciones transparentes) de una cldusula sobre precio
(incluso no personalizado por algoritmos) con los precios del mercado ha
llegado ya por via legislativa a contratos entre dos empresarios; en efecto,
el considerando 62 DMA establece cuatro pardmetros para evitar que “la
fijacion de precios u otras obligaciones generales de acceso” impuestas por
los guardianes de acceso a los usuarios profesionales de sus tiendas de
aplicaciones informaticas sean “injustas o den lugar a una diferenciacién
injustificada”. De acuerdo con ese considerando 62 DMA:

“Los siguientes puntos de referencia pueden servir como criterio para
determinar la equidad de las condiciones generales de acceso: los pre-
cios cobrados o las condiciones impuestas por otros proveedores de
tiendas de aplicaciones informaticas por servicios idénticos o similares;
los precios cobrados o las condiciones impuestas por el proveedor de la
tienda de aplicaciones informadticas por servicios similares o relacionados
diferentes o a diferentes tipos de usuarios finales; los precios cobrados o
las condiciones impuestas por el proveedor de la tienda de aplicaciones
informaticas por el mismo servicio en diferentes regiones geograficas; los
precios cobrados o las condiciones impuestas por el proveedor de la tien-

para éste en relacion con el importe de la operacion de que se trate, sino que puede
resultar del solo hecho de una lesién suficientemente grave de la situacion juridica”.

108 Vid. STJUE C-421/14, de 26 de enero de 2017, Banco Primus (ECLI:EU:C:2017:60).

109 La STJUE C-641/19, de 8 de octubre de 2020, PE Digital (ECLI:EU:C:2020:808)
dictaminé (§ 37) que para apreciar si es excesivo el precio total (para calcular el del
uso de un servicio digital antes de desistir validamente) debe tenerse en cuenta “el
precio del servicio ofrecido por el comerciante de que se trata a otros consumidores
en las mismas condiciones y el de los servicios equivalentes prestados por otros
comerciantes en el momento de la celebracién del contrato”.

110 Cfr. STJUE C-621/17, de 3 de octubre de 2019, Gyula Kiss (ECLI:EU:C:2019:820)
§ 55y STJUE C-84/19, 222/19 y 252/19, de 3 de septiembre de 2020, Profi Credit Pols-
ka (ECLI:EU:C:2020:631) §§ 92, 95y, sobre todo, 97. Sobre ello, M. Tjon Akon, The
Unfairness of Personalised Price Terms in Consumer Credit Products, European
Review of Contract Law, 20-1, 2024, pp. 77-104, pp. 98-99.
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da de aplicaciones informaticas por el mismo servicio que el guardian de
acceso se presta a s mismo.”

En definitiva, por una parte puede pensarse a fortiori (contratos de con-
sumo, clausulas no transparentes y precios fijados mediante algoritmos)!!!
que estos parametros de contraste pueden servir también para las cldusulas
de personalizacién automatizada de precios en contratos de consumo que
den lugar a discriminacién o diferenciacién injustificada; por otra parte,
es posible afladir legislativamente deberes ad hoc de transparencia que
permitan al consumidor medio (vulnerable ante la existente asimetria digi-
tal generalizada) entender las consecuencias econémicas de clausula tan
principal, en el sentido, cuando menos, de contener una descripcién sobre
como (a) los datos personales del consumidor determinan la categoria de
comportamiento financiero que se le aplica y (b) la categoria de comporta-
miento financiero determina el precio final'2. A partir de ahi, el umbral de
lo que deba desvelarse con cardcter previo al consumidor sobre el funciona-
miento del algoritmo (con su usual disefio de black-box y compleja explica-
bilidad) estd sometido a gran debate e incertidumbre juridica y practical®®.
En cualquier caso, el fundamento subyacente en la excepcién al control
consagrada art. 4.2 de la Directiva 93/13, esto es, que el precio se determina
de forma colectiva y andnima por todos los actores del mercado, con lo que
su fijacién puede considerarse “justa” (salvo que no se presente de forma
transparente al concreto consumidor), puede considerarse insuficiente con
la emergencia de las practicas de personalizacién de precios basadas en el
perfil digital de los usuarios!.

La revolucién del mercado digital mediante la monitorizacién de los
datos personales de los usuarios de servicios digitales, también ha llegado a
las clausulas que fijan, directa o encubiertamente, el tratamiento de dichos

111 O ir mas alld y replicar ese régimen protector en contratos B2B para contratos de
consumo B2C también para clausulas transparentes y no necesariamente persona-
lizadas con algoritmos si se decide —como a continuacién se indica, vid. en nota
ulterior las consideraciones de Durovic — Poon, Consumer Vulnerability (n. 29), p.
431- que la exencién de control de cldusulas sobre precio fijado con transparencia
podria ser revisada para su ajuste con las practicas de la era digital.

112 Tjon Akon, The unfairnes of Personalised Price (n. 110), pp. 102-103.

113 Vid. O. Bar-Gill - C. R. Sunstein — 1. Talgam-Cohen, Algorithmic Harm in Consumer
Markets, Discussion Paper n° 1091, Harvard Law School, 1, 2023, pp. 1-65 (dispo-
nible en https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4321763). Vid.
también la contribucidn vy, en especial, las conclusiones de E. Arroyo Amayuelas en
el presente volumen.

114 Durovic — Poon, Consumer Vulnerability (n. 29), p. 431.
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datos personales mds alld de lo necesario para la prestacion del servicio
como forma de contraprestacion. En definitiva, un tipo de cldusulas que de-
berfan tener un régimen similar al de las que fijan el precio en dinero (esto
es, el art. 4.2 en la version actual o en la que resulte reformada conforme a
las ideas antes expresadas). El Reglamento de Datos, al disefiar un régimen
paralelo de cldusulas abusivas en contratos entre empresarios (B2B) en re-
lacién con los datos procurados por productos conectados, establece en su
art. 13.8 DA: “el presente articulo no se aplicard a las clausulas comerciales
del objeto principal del contrato ni a la adecuacién del precio, con respecto
a los datos suministrados a cambio”; como se puede apreciar, para estos
contratos B2B, el legislador europeo excluye de control todas las cldusulas
y no sélo las no transparentes dejando libertad total en este punto a la
contratacion entre empresarios. No es, por lo tanto, la formula que deberia
proponerse en la revisiéon del art. 4.2 de la Directiva 93/13 en contratos
de consumo, maxime dada la interrelacion entre los datos personales del
consumidor y la fijacién personalizada de la contraprestacién (en dinero o
en uso de sus datos).

En otro orden de ideas, algunos tribunales han comenzado a considerar
como clausulas abusivas por falta de transparencia las que declaran que un
servicio es gratuito, sin desvelar el valor comercial de los datos del usuario y
su utilizacion con fines comerciales!™.

Por dltimo, en cuanto a las consecuencias de la falta de transparencia
de una clausula sobre el objeto principal del contrato de servicios digitales
debe recordarse que la idea de que sea directamente nula, conforme se
prevé en el art. 3.3 del Reglamento P2B, es una solucién idénea para la
futura reforma de la Directiva 93/13 o la futura DFAUS.

F. Conclusiones

La evolucién del mercado digital, la generalizacién de nuevas formas de
contratacion y de servicios digitales, asi como la proliferacién de nuevas

115 Sentencia TGI Paris de 12 de febrero de 2019 (disponible en https://www.quechoisir
.org/action-ufc-que-choisir-donnees-personnelles-l-ufc-que-choisir-obtient-la-cond
amnation-de-google-n63567/); C. Leone, French tribunal invalidates many terms in
Google+ T&Cs, Recent developments in European Consumer Law, 14 de febrero de
2019, disponible en https://recent-ecl.blogspot.com/2019/02/french-tribunal-invalid
ates-many-terms.html. Vid. también Poncibo, The UCTD (n. 20), pp. 337-338.Y cfr.,
supra, n. 66, sentencia del TGI de Paris de 9 de abril de 2019.

116 Vid. supra, B.IV.
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La adaptacion de la Directiva 93/13 sobre cldusulas abusivas

clausulas no negociadas ad hoc hacen necesaria una revisién de la Directiva
93/13, aprobada en un contexto pre-digital. Las propuestas anunciadas por
la Comisién Europea en torno a una Digital Fairness Act para 2026, sin
contornos ain precisos, subrayan la urgencia de proponer actualizaciones
del marco normativo.

Junto a debates tradicionales en torno a la Directiva de cldusulas abusivas
-nivel de armonizacién, valor de la lista indicativa, perfiles del control
de transparencia, efectos de la abusividad, etc.— surgen retos propios del
entorno digital, como son el precisar el ambito de aplicacién de la Direc-
tiva respecto a contratos celebrados en plataformas o su operatividad en
contratos gratuitos o pseudo-gratuitos o la tipificacion de clausulas abusivas
especificas, como la cesién total de derechos sobre contenidos, la elimi-
nacién arbitraria de contenidos, cuentas y perfiles, el uso extralimitado
de datos personales o de contenidos generados por los consumidores, los
cambios unilaterales en las clausulas predispuestas o en las prestaciones
acordadas. La revision de la exencién de control de contenido en cuanto
a las clausulas que definen el objeto principal del contrato cuando hay
precios personalizados o contraprestaciones en datos también es digna de
atencidn prioritaria.

Es posible decantar un elenco de cldusulas, a partir de los estudios
doctrinales existentes y la (escasa) jurisprudencia recaida. Su consagracion
legal serfa oportuna, por més que la clausula general de abusividad del art.
3.1 de la Directiva 93/13 y el elenco existente se hayan mostrado suficiente-
mente flexibles para cubrir la nueva praxis contractual.

La creciente regulacién sobre contratacién de y mediante servicios di-
gitales —incluidos los Reglamentos P2B, DMA, DSA y DA— introduce
normas pensadas antes bien para relaciones entre empresarios (B2B) que,
en parte, adaptan principios propios del Derecho de consumo. Esta con-
vergencia justifica examinar qué elementos podrian trasladarse al acervo
europeo de proteccién de los consumidores (como la nulidad directa de
cldusulas no transparentes o los nuevos estandares de transparencia) y
cuales deben excluirse (como el requisito del intento de negociacion previa
o el reemplazo del desequilibrio juridico de la clausula por su desajuste con
las “buenas practicas comerciales”, por ejemplo).

Estas nuevas normas, aunque centradas en la competencia leal entre em-
presas, contienen prohibiciones y mandatos imperativos que hacen directa-
mente ilicitas las cldusulas que las contravengan (en perjuicio de consumi-
dores o de empresarios), pero también hay prescripciones mas genéricas
o formuladas mediante conceptos juridicos indeterminados que permiten
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defender una reinterpretacion del equilibrio contractual (una nueva digital
fairness), cuya infraccién podria desembocar en la declaracién de cldusulas
abusivas por perjudiciales para el consumidor.

Ahora bien, recientes estudios empiricos acreditan que los prestadores de
servicios digitales ubicados fuera de la UE tienden a ignorar el Derecho de
consumo europeo'” y a predisponer sus condiciones de acuerdo con sus
sistemas nacionales de origen (habitualmente menos proteccionistas hacia
el consumidor). La Unién Europea, reforzando las medidas de vigilancia
y cumplimiento de su Derecho en relacién con servicios dirigidos hacia
sus ciudadanos, hara bien en seguir su senda normativa propia que, con la
debida puesta al dia, puede y debe seguir cumpliendo su papel de dispensar
una elevada proteccién a los consumidores digitales.

117 P. Patka, A. Poregbski, R. Palosz, K. Wisniewska, Do Foreign Service Providers Simply
Ignore the EU Consumer Law? An Empirical Study of 100 Online Terms of Service,
Journal of Consumer Policy, 2025, pp. 1-36.
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Beweislastverteilung bei der Produkt- und Produzentenhaftung
tiir KI-Systeme

Ann-Kristin Mayrhofer”

Zusammenfassung: Die Verteilung der Beweislast ist eine zentrale Frage
im Zusammenhang mit der EU-Produkthaftung und der nationalen Produ-
zentenhaftung fiir KI-Systeme. KI-typische Merkmale wie Opazitit, Auto-
nomie und Komplexitit fithren dazu, dass haufig Ungewissheit iiber den
Schadenshergang besteht und Beweislastentscheidungen erforderlich sind.
Der Beitrag stellt zunachst Kriterien vor, nach denen die Beweislast generell
verteilt werden sollte: Um Fehlentscheidungsrisiken zu vermeiden, sollten
die Beweismoglichkeiten, die Wahrscheinlichkeit einer Fehlentscheidung
und die Folgen von Fehlentscheidungen bei der Verteilung der Beweislast
eine wesentliche Rolle spielen. Ausgehend davon wird analysiert, inwiefern
die ProdHaftRL (EU) 2024/2853, die in Art. 10 neue Beweislastregeln ent-
hélt, diese Kriterien aufgreift und wie die Kriterien bei der Auslegung
der neuen Beweislastregelungen beriicksichtigt werden konnen. Sodann
wird gezeigt, dass diese Kriterien eine Weiterentwicklung der Rspr. zur
Produzentenhaftung nach § 823 Abs.1 BGB ermdglichen konnen, um die
Schwierigkeiten der Geschéddigten auch dort zu verringern. Dabei wird eine
Beweislastverteilung anhand der konkreten Fehlentscheidungsrisiken vor-
geschlagen, wonach eine schadensursdchliche Pflichtverletzung vermutet
wird, wenn der Gegner die besseren Beweismdglichkeiten hat, es tiberwie-
gend wahrscheinlich ist, dass der Schaden auf einem pflichtwidrigen Ver-
halten des Gegners beruht und die Folgen einer Fehlentscheidung fiir den
Gegner nicht unzumutbar sind. Der Beitrag schliefft mit einem Ausblick
auf eine mogliche europdische Beweislastregel, die ein Baustein eines neuen
Konzepts einer KI- oder Softwarehaftung darstellen konnte.

* Die Autorin ist akademische Rétin a. Z. am Lehrstuhl fir Biirgerliches Recht, Zivilver-
fahrensrecht, Europdisches Privat- und Verfahrensrecht von Prof. Dr. Beate Gsell an
der Ludwig-Maximilians-Universitdt Miinchen.
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Schliisselwérter: Kunstliche Intelligenz, Produkthaftung, Produzentenhaf-
tung, Beweislast, Richtlinie (EU) 2024/2853

Resumen: La distribucion de la carga de la prueba es una cuestion crucial
en la responsabilidad por productos defectuosos en la UE y en la respons-
abilidad nacional de los fabricantes de sistemas de IA. Las caracteristicas
tipicas de la IA, como la opacidad, la autonomia y la complejidad, hacen
que a menudo exista incertidumbre sobre la forma en que se ha producido
el dafno y que sea necesario decidir sobre la carga de la prueba. Esta contri-
bucidn presenta en primer lugar los criterios segtn los cuales deberia repar-
tirse la carga de la prueba en general. En este reparto, y para evitar el riesgo
de tomar decisiones erréneas, deberfan jugar un papel esencial las posibili-
dades de aportar pruebas, las probabilidades de tomar decisiones erréneas
y las consecuencias de estas decisiones. A partir de ahi, se analiza en qué
medida la Directiva (UE) 2024/2853 sobre responsabilidad por los dafios
causados por productos defectuosos, que contiene nuevas normas sobre la
carga de la prueba en su articulo 10, recoge estos criterios y cémo pueden
tenerse en cuenta los criterios al interpretar las nuevas normas sobre la
carga de la prueba. A continuacién, se demuestra que estos criterios pueden
permitir un desarrollo ulterior de la jurisprudencia sobre la responsabilidad
del productor segin el § 823, apartado 1, del Cédigo Civil aleman (BGB),
con el fin de reducir igualmente las dificultades de quienes sufren dafos.
Se propone una distribucién de la carga de la prueba basada en los riesgos
especificos de las decisiones erréneas. En consecuencia, se presume que
existe la infraccién de un deber que causa dafios si la parte contraria tiene
mejores posibilidades de prueba, es mds probable que el dano se deba a
una conducta contraria a dicho deber, y las consecuencias de una decisién
errénea no son inaceptables para esta parte. La contribuciéon concluye con
una mirada hacia una posible norma europea sobre la carga de la prueba
que podria ser un paso mas hacia un nuevo concepto de responsabilidad
por el uso de inteligencia artificial o por el funcionamiento de software.

Palabras clave: Inteligencia artificial, responsabilidad por productos defec-
tuosos, responsabilidad del fabricante, carga de la prueba, Directiva (UE)
2024/2853.
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A. Einleitung

Bereits bei den fiinften Jornadas Hispano-Alemanas im Oktober 2021
wurde die Haftung fiir Anwendungen der Kinstlichen Intelligenz (KI)
diskutiert.! Aufgrund der technischen Fortschritte in den letzten Jahren
hat das Thema seither weiter an Relevanz gewonnen. Eine zentrale Frage
war bereits 20212 und ist weiterhin die Beweislast fiir die Haftungsvoraus-
setzungen. Mittlerweile hat sich auch der EU-Gesetzgeber dieser Frage an-
genommen. Im September 2022 présentierte die Europdische Kommission
zwel Vorschldge fiir Richtlinien, die beide die Haftung fiir KI-Systeme und
insoweit insbesondere die Beweislast betrafen: Eine neue Richtlinie {iber
die Produkthaftung® (ProdHaftRL) und eine Richtlinie {iber KI-Haftung
(KI-HaftRL)* Wiahrend die neue ProdHaftRL im Oktober 2024 verabschie-
det wurde,”> wurde das Projekt einer KI-HaftRL im Februar 2025 vorerst
aufgegeben®. Der folgende Beitrag konzentriert sich daher auf die EU-Pro-
dukthaftung und die in der neuen ProdHaftRL enthaltenen Beweislastre-
geln.” Daneben wird ein Blick auf die nationale Produzentenhaftung® nach
§ 823 Abs.1 BGB geworfen, die als Haftung fiir Verschulden grundsétzlich
weiterhin neben der EU-Produkthaftung Anwendung findet (Art.2 Abs. 4

1 G. Spindler, Haftung fiir autonome Systeme, in: T. Arroyo Vendrell/B. Gsell/]. Kindl
(Hrsg.), Die Schadensersatzhaftung, Baden-Baden 2022, S.139.

2 Spindler, Haftung fiir autonome Systeme (Fn. 1), S. 154.

3 Vorschlag fiir eine Richtlinie des Europdischen Parlaments und des Rates iiber die
Haftung fiir fehlerhafte Produkte, 28.9.2022, COM (2022) 495 final.

4 Vorschlag fiir eine Richtlinie des Européischen Parlaments und des Rates zur Anpas-
sung der Vorschriften tiber auflervertragliche zivilrechtliche Haftung an kiinstliche
Intelligenz (Richtlinie iber KI-Haftung), 28.9.2022, COM (2022) 496 final.

5 Richtlinie (EU) 2024/2853 des Europdischen Parlaments und des Rates vom 23.10.2024
tiber die Haftung fiir fehlerhafte Produkte und zur Aufhebung der Richtlinie
85/374/EWG des Rates, ABL. L 2024/2853.

6 Annexes to the Communication from the Commission to the European parliament,
the Council, the European Economic and Social Committee and the Committee of the
Regions, Commission work programme 2025, 11.2.2025, COM (2025) 45 final, Annex
IV, 26: ,No foreseeable agreement [...]".

7 Siehe zum KI-HaftRL-E A.-K. Mayrhofer, Die Haftung des Verwenders von KI-Syste-
men auf der ,ersten Stufe’;, EuZW 2024, 882. Die folgenden Ausfiihrungen finden sich
teilweise bereits in diesem Beitrag sowie in der Dissertation der Verfasserin, A.-K.
Mayrhofer, Aulervertragliche Haftung fiir fremde Autonomie, Tiibingen 2023.

8 Zum Begrifft BGHZ 67, 359 (361f.); F. Graf von Westphalen, Produkthaftung oder
Produzentenhaftung?, ZIP 1986, 139.
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lit. b, Erwgr. 9 ProdHaftRL).? Die schwierige Frage, welche Anforderungen
an ein solches ,Verschulden® zu stellen sind und ob die Rspr. der deutschen
Gerichte diesen derzeit entspricht, wurde an anderer Stelle ausfiithrlich be-
handelt,'” und ist daher nicht Gegenstand dieses Beitrags.

Die neue ProdHaftRL tritt an die Stelle der alten ProdHaftRL 1985!
(vgl. Art. 21 ProdHaftRL) und ist bis zum 9.12.2026 in nationales Recht um-
zusetzen (Art.22 Abs.1 ProdHaftRL). Sie enthdlt zwar keine spezifischen
Regeln fiir KI-Systeme. Ausweislich der Erwégungsgriinde spielten die
»neuen Technologien, einschliefllich kiinstlicher Intelligenz (KI)“ bei der
Reform aber eine wesentliche Rolle (Erwgr. 3 S.1), gerade auch im Zusam-
menhang mit den Beweislastregeln (Erwgr. 48 S.6).12 Die neue ProdHaft-
RL beendet zudem den Streit, ob nicht verkdrperte KI-Systeme iiberhaupt
ein ,Produkt® darstellen konnen,”® da sie, anders als die ProdHaftRL 1985,
»Software explizit einbezieht (Art. 4 Nr. 1 ProdHaftRL).

Die EU-Produkthaftung regelt die Haftung des Herstellers, wobei da-
neben weitere Wirtschaftsakteure aus dem Produktions- und Vertriebsbe-
reich einbezogen werden (Art. 8 ProdHaftRL).!* Die ProdHaftRL enthilt,
wie bisher, eine verschuldensunabhingige Haftung (Erwgr. 2), allerdings
nicht als ,echte® Gefahrdungshaftung fiir simtliche Produktrisiken, son-
dern als Haftung fiir Schiaden, die durch ein ,fehlerhaftes” Produkt verur-
sacht wurden (Art.5 Abs.1, Art.7 ProdHaftRL).1> Die Wirtschaftsakteure

9 A. Kapoor/F. Sedlmaier, Verschirfung der Produkthaftung in Europa - eine Zasur fiir
die Automobilindustrie?, RAW 2023, 8 (9); Wagner, EU-Produkthaftung (Fn. 5), 142.

10 B. Gsell/A.-K. Mayrhofer, Konkurrierende nationale Haftungsregeln und Dienstleis-
tungshaftung — verpasste Updates und Upgrades, in: M. Ebers/B. Gsell/C. Danda/A.-
K. Mayrhofer (Hrsg.), Neue europdische Produkthaftung, Baden-Baden 2025, S. 33 ff.

11 Richtlinie 85/374/EWG des Rates vom 25.7.1985 zur Angleichung der Rechts- und
Verwaltungsvorschriften der Mitgliedstaaten {iber die Haftung fiir fehlerhafte Pro-
dukte, Abl. L 210/29.

12 Vgl. Vorschlag fiir eine Richtlinie des Europdischen Parlaments und des Rates iiber
die Haftung fiir fehlerhafte Produkte, 28.9.2022, COM (2022) 495 final, Begriindung,
1.1, 1.3.

13 Siehe nur Spindler, Haftung fiir autonome Systeme (Fn. 1), S. 156 f. m.w.N.

14 Ausfiihrlich C. Piovano/C. Hess, Das neue europiische Produkthaftungsrecht, Baden-
Baden 2024, § 4.

15 P. Hacker, The European Al liability directives — Critique of a half-hearted approach
and lessons for the future, CLSR 51 (2023) 105871, 243; A.-K. Mayrhofer, Product
liability in the age of AI - Proposal for a "two track" solution, Revista Electrénica
de Direito 2024, 106 (109f.); siche dagegen die Entschlieffung des Européischen
Parlaments vom 20.10.2020 mit Empfehlungen an die Kommission fiir eine Regelung
der zivilrechtlichen Haftung beim Einsatz kiinstlicher Intelligenz (2020/2014(INL)),
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haften somit nur, wenn das Produkt nicht die Sicherheit bietet, die eine
Person erwarten darf (Art.7 Abs.1 ProdHaftRL),!® und dieses Sicherheits-
defizit zu einem Schaden gefiihrt hat. Bei Konstruktions- und Instrukti-
onsfehlern setzt dies voraus, dass es zumutbare Sicherheitsmafinahmen
gab, die den Schaden verhindert hitten.” Daneben haftet der Hersteller
fiir Fabrikationsfehler, also Abweichungen des Produkts von seinem Kon-
struktionsplan.’® Bereits 2019 hob die Expert Group on Liability and New
Technologies - New Technologies Formation zutreffend hervor, dass bei
der Beteiligung von KI-Systemen erhebliche Schwierigkeiten beim Beweis
des Fehlers und der Ursichlichkeit des Fehlers fiir den Schaden (Fehler-
Kausalitit) bestehen konnen."” Vergleichbare Herausforderungen existieren
bei der verschuldensabhingigen Haftung nach § 823 Abs.1 BGB.2® Diese
verlangt zwar an sich keinen schadensurséchlichen Produktfehler, sondern
Vorsatz oder Fahrldssigkeit, also eine schadensursichliche Sorgfaltspflicht-
verletzung (§ 276 Abs.2 BGB). Auch eine solche Sorgfaltspflichtverletzung
des Herstellers setzt allerdings als Mindestanforderung voraus, dass das
Produkt nicht die Sicherheit aufweist, die berechtigterweise erwartet wer-
den kann.?! Der schadensurséchliche Fehler hat nach dem BGH auflerdem
Auswirkungen auf die Beweislast.?? Letztlich sind daher Fehler und Fehler-
Kausalitdt die zentralen Haftungsvoraussetzungen sowohl fiir die EU-Pro-
dukthaftung als auch fiir die nationale Produzentenhaftung.

wo eine echte Gefahrdungshaftung der Betreiber von KI-Systemen mit hohem Risiko
vorgeschlagen wird.

16 Die zweite Alternative von Art.7 Abs.1 ProdHaftRL, dass das Produkt nicht die
Sicherheit bietet, die geméfy Unionsrecht oder nationalem Recht vorgeschrieben ist,
ist letztlich eine Klarstellung, vgl. dazu A.-K. Mayrhofer, Produktsicherheit und Pro-
dukthaftung — zwei Seiten einer Medaille mit unterschiedlichen Gravuren, RDi 2024,
492.

17 Siehe nur BGHZ 181, 253 Rn. 15, 23 m.w.N.

18 Siehe nur BGHZ 129, 353 (358).

19 Expert Group on Liability and New Technologies - New Technologies Formation,
Liability for Artificial Intelligence and other emerging digital technologies, 2019, 43 £,
50, online verdffentlicht unter https://www.europarl.europa.eu/meetdocs/2014_2019/
plmrep/COMMITTEES/JURI/DV/2020/01-09/Al-report_EN.pdf  (abrufbar am
4.9.2025).

20 M. Griitzmacher, Die deliktische Haftung fiir autonome Systeme — Industrie 4.0 als
Herausforderung fiir das bestehende Recht?, CR 2016, 695 (697); Wagner, EU-Pro-
dukthaftung (Fn. 5), 729.

21 Vgl. BGHZ 181, 253 Rn. 12 mw.N.

22 Siehe dazu unten E. II.
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Im Folgenden wird zunichst dargestellt, inwieweit die typischen Merk-
male von KI-Systemen zu Aufklarungsschwierigkeiten fithren, die den Be-
weis der Haftungsvoraussetzungen erschweren (B.). Anschlieflend wird
herausgearbeitet, nach welchen Kriterien die Beweislast generell, also nicht
nur bei KI-Systemen, verteilt werden sollte (C.). Ausgehend davon wird in
einem weiteren Abschnitt analysiert, inwiefern die ProdHaftRL diese Krite-
rien in den dort neu eingefithrten Beweislastregeln aufgreift, und wie die
Kriterien bei der Auslegung dieser neuen Regeln der ProdHaftRL beriick-
sichtigt werden kénnen (D.). Sodann wird gezeigt, dass die herausgearbei-
teten Kriterien eine Weiterentwicklung der Rspr. zur Produzentenhaftung
nach § 823 Abs. 1 BGB ermdglichen konnen, welche die Schwierigkeiten der
Geschidigten auch in diesem Bereich zu verringern wiirde (E.). Der Beitrag
schliefSt mit einem Ausblick auf eine mdgliche europdische Beweislastregel,
die ein Baustein eines neuen Konzepts einer KI- oder Softwarehaftung
darstellen konnte (F.).

B. Aufklirungsschwierigkeiten bei der Haftung fiir KI-Systeme

Der Nachweis des Fehlers und der Fehler-Kausalitit bzw. der Sorgfalts-
pflichtverletzung und des Pflichtwidrigkeitszusammenhangs ist eine zentra-
le Schwierigkeit im Zusammenhang mit der Haftung fiir KI-Systeme (vgl.
Erwgr. 48 S. 6 ProdHaftRL, Erwgr. 3 KI-HaftRL-E).2> Der Begrift ,KI-Sys-
tem“ bezeichnet nach Art. 3 Nr. 1 KI-VO?* ein ,,maschinengestiitztes System,
das fiir einen in unterschiedlichem Grade autonomen Betrieb ausgelegt ist
und das nach seiner Betriebsaufnahme anpassungsfahig sein kann und das
aus den erhaltenen Eingaben fiir explizite oder implizite Ziele ableitet, wie
Ausgaben wie etwa Vorhersagen, Inhalte, Empfehlungen oder Entscheidun-
gen erstellt werden, die physische oder virtuelle Umgebungen beeinflussen
kénnen® Die Definition ist lang und dennoch unscharf.?> Im vorliegenden

23 Siehe auch vor und mit Fn. 12 und 20.

24 Verordnung (EU) 2024/1689 des Europiischen Parlaments und des Rates vom
13.6.2024 zur Festlegung harmonisierter Vorschriften fiir kiinstliche Intelligenz und
zur Anderung der Verordnungen (EG) Nr.300/2008, (EU) Nr.167/2013, (EU)
Nr.168/2013, (EU) 2018/858, (EU) 2018/1139 und (EU) 2019/2144 sowie der Richt-
linien 2014/90/EU, (EU) 2016/797 und (EU) 2020/1828 (Verordnung tiber kiinstliche
Intelligenz), ABL. L 2024/1689.

25 Vgl. P. Hacker/A. Berz, Der Al Act der Europdischen Union - Uberblick, Kritik
und Ausblick, ZRP 2023, 226 (227); D. Becker/D. Feuerstack, Der neue Entwurf des
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Kontext ist allerdings nicht entscheidend, ob ein Produkt die Voraussetzun-
gen von Art.3 Nr.1 KI-VO erfiillt, sondern ob es bestimmte KI-typische
Merkmale aufweist, welche die Aufklirung des Sachverhalts erschweren.
Der Begriff ,,KI-Produkt® soll daher im Folgenden Produkte mit solchen
typischen Merkmalen Die KI-typischen Merkmale und Aufklarungsschwie-
rigkeiten sind nicht bei allen KI-Produkten in gleicher Weise vorhanden.
Die Schwierigkeiten bei der Fehlerfeststellung betreffen auflerdem primar
Konstruktions- und Instruktionsfehler. Fabrikationsfehler diirften weniger
Probleme bereiten,?® allerdings bei KI-Produkten auch eine geringere Rolle
spielen?’.

Die Expert Group nannte als Griinde fiir Aufklirungsschwierigkeiten
vor allem ,opacity’ ,openness’, ,autonomy®, ,complexity und ,limited
predictability“?® In den Erwégungsgriinden des KI-HaftRL-E war exempla-
risch von den Merkmalen ,,Undurchsichtigkeit®, ,autonomes Verhalten“ und
LKomplexitit“ die Rede (Erwgr. 3 S.2 KI-HaftRL-E). Die zunehmende
technische und wissenschaftliche Komplexitit von Produkten wird auch in
der ProdHaftRL hervorgehoben (vgl. Erwgr. 3 S.2, 42 S. 3, 48), die hierauf
insbesondere mit neuen Offenlegungspflichten (Art.9 ProdHaftRL) und
Beweislastregeln (Art. 10 ProdHaftRL) reagieren mochte. Die KI-typischen
Merkmale hingen miteinander zusammen und beeinflussen sich gegensei-
tig.

Die ,Undurchsichtigkeit® (,opacity) fithrt dazu, dass sich die Verhal-
tensweisen von KI-Produkten nur schwer erklaren lassen (,,black-box“??).30
Infolgedessen kann bereits ungewiss sein, ob eine Sicherheitsmafinahme,
z.B. die Verwendung anderer Trainingsdaten bei der Entwicklung eines
autonomen Fahrzeugs, die Produktsicherheit generell erhoht hétte und des-
halb deren Unterlassen einen Fehler begriindet hat bzw. pflichtwidrig war.3!
Selbst wenn ein Fehler bzw. eine Pflichtverletzung feststeht, kann ungewiss

EU-Parlaments fiir eine KI-Verordnung, MMR 2024, 22 (23); siehe aber auch die
Mitteilung der Kommission, Leitlinien der Kommission zur Definition eines Systems
der kiinstlichen Intelligenz gemaf3 der Verordnung (EU) 2024/1689 (KI-Verordnung),
29.7.2025, C(2025) 5053 final.

26 Siehe dazu noch vor und mit Fn. 83.

27 Vgl. Hacker, European Al liability directives (Fn. 15), 15.

28 Expert Group on Liability and New Technologies, Liability for AI (Fn 19), 43, 50, 53,
55.

29 Expert Group on Liability and New Technologies, Liability for AI (Fn 19), 33.

30 Griitzmacher, Haftung fiir autonome Systeme (Fn. 20), 436; Hacker, European Al
liability directives (Fn. 15), 4.

31 Vgl. Mayrhofer, Auflervertragliche Haftung (Fn. 7), S. 322.
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sein, ob im konkreten Fall durch die zusitzliche Mafinahme der Schaden
tatsachlich hatte verhindert werden kénnen, oder ob das KI-Produkt nicht
dennoch, auch mit der Sicherheitsmafinahme, den Schaden verursacht hit-
te.3

Weitere Schwierigkeiten resultieren aus dem ,autonomen Verhalten®
(rautonomy*“) eines KI-Produkts:* Autonome Systeme sind regelmafiig
perzeptionsfahig, konnen also selbst Daten aus der Umgebung wahrneh-
men und verarbeiten, und iiberdies lernfahig, die Verhaltensregeln des
Systems konnen sich also in Abhéngigkeit von den empfangenen Daten ver-
dndern.>* Beides fiihrt insbesondere dann zu Aufklarungsschwierigkeiten,
wenn nicht nachvollziehbar ist, welche Daten empfangen werden: Ob z.B.
durch die Ausstattung eines KI-Roboters nicht nur mit Kameras, sondern
auch mit GPS-Sensoren ein Zusammenstof§ vermieden worden wire, und
das Unterlassen dieser Mafinahme deshalb kausal fiir den Schaden war,
kann grundsitzlich nur beurteilt werden, wenn bekannt ist, ob {iber die
GPS-Sensoren iiberhaupt relevante Daten empfangen worden wiéren.?> Die
(Weiter-)Lernfahigkeit3¢ von KI-Produkten kann auflerdem dazu fiihren,
dass die im Gerichtsverfahren ermittelbaren Verhaltensregeln nicht denen
entsprechen, die von dem System im Schadensfall angewandt wurden.?”
Das autonome Verhalten ist eng mit der Offenheit (,openness®) der Sys-
teme verbunden; diese ermdglicht es, die Produkte auch nach dem Inver-
kehrbringen zu veriandern, durch neue Trainingsdaten oder auch - was
allerdings weniger KI- als Software-typisch ist — durch gezielt aufgespielte
Updates.®®

Die ,Komplexitit* (,complexity) betrifft die einzelnen KI-Produkte
selbst, die in der Regel auf anspruchsvollen Verfahren des maschinellen

32 Vgl. Mayrhofer, Auflervertragliche Haftung (Fn. 7), S. 322.

33 H. Zech, Verhandlungen des 73. Deutschen Juristentages Hamburg 2020 / Bonn 2022
Bd. I: Gutachten Teil A: Entscheidungen digitaler autonomer Systeme: Empfehlen
sich Regelungen zu Verantwortung und Haftung?, 2020, S. A 41f,, 84f.

34 Vgl. Mayrhofer, Auflervertragliche Haftung (Fn. 7), S. 16 ff. mw.N.

35 Vgl. im Zusammenhang mit der Haftung des Verwenders Mayrhofer, Haftung des
Verwenders (Fn. 7), 883.

36 Zur Moglichkeit, den Lernfortschritt ,einzufrieren’; siche Zech, Gutachten (Fn. 33),
S.A37.

37 J. Reichwald/D. Pfisterer, Autonomie und Intelligenz im Internet der Dinge, CR 2016,
208 (2111.); Griitzmacher, Haftung fiir autonome Systeme (Fn. 20), 436.

38 Expert Group on Liability and New Technologies, Liability for AI (Fn 19), 33.

194

hitps:/fdol.org/10: -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Beweislastverteilung bei der Produkt- und Produzentenhaftung fiir KI-Systeme

Lernens® basieren (vgl. Erwgr. 48 ProdHaftRL) sowie die Gesamtsyste-
me, in die KI-Produkte hiufig eingebettet sind.** Eine Vernetzung mehre-
rer Systeme untereinander kann die Aufklirung zusitzlich erschweren:!
Wirken mehrere Produkte unterschiedlicher Hersteller zusammen, z.B. in
einem Wertschopfungsnetz mehrerer Unternehmer,*? kann es ungewiss
sein, ob gerade auch das (fehlerhafte) KI-Produkt eines Herstellers an dem
schadigenden Verhalten des Gesamtsystems beteiligt war.** Die Vernetzung
setzt ebenfalls voraus, dass das System offen fiir duflere Einfliisse ist (,open-
ness”).44

Die im Bericht der Expert Group zusdtzlich erwdhnte eingeschrinkte
Vorhersehbarkeit (,limited predictability) ist weniger ein eigenstdndiges
Merkmal als eine Folge der bereits genannten Merkmale von KI-Produkten.
Sie beeintrichtigt die Feststellung von Fehler und Kausalitdt insofern, als
sie es erschwert, Aussagen tiber das generelle Sicherheitsniveau des KI-Pro-
dukts und tiber hypothetische Geschehensabldufe zu machen.*

Grundsitzlich kann der Nachweis durch Anscheinsbeweise erleichtert
werden.*® Im Zusammenhang mit neuen Technologien fehlt es allerdings
héufig an Erfahrungswissen, auf Grund dessen sich die hierfiir notwendi-
gen Erfahrungssitze aufstellen lassen konnten.*” Gewissen Schwierigkeiten

39 Nach Hacker, European Al liability directives (Fn. 15), 26 sind allerdings nicht alle
Verfahren des maschinellen Lernens komplex.

40 Expert Group on Liability and New Technologies, Liability for AI (Fn 19), 321.

41 Vgl. Zech, Gutachten (Fn. 33), S. A 521, 84f; M. Griitzmacher, Die zivilrechtliche
Haftung fiir KI nach dem Entwurf der geplanten KI-VO, CR 2021, 433 (437).

42 Vgl. zu solchen ,Netzen® S. Grolik/T. Stockheim/O. Wendt/S. Albayrak/S. Fricke,
Dispositive Supply-Web-Koordination durch Multiagentensysteme, Wirtschaftsinfor-
matik 2001, 143.

43 G. Wagner, Verantwortlichkeit im Zeichen digitaler Techniken, VersR 2020, 717
(7331t.); A. Beckers/G. Teubner, Three Liability Regimes for Artificial Intelligence,
Berlin 2022, S. 46 zum ,risk of identification of the ‘responsible’ algorithm®.

44 Expert Group on Liability and New Technologies, Liability for AT (Fn 19), 33.

45 Vgl. zum Zusammenhang zwischen Vorhersehbarkeit und Erklarbarkeit Mayrhofer,
Auflervertragliche Haftung (Fn. 7), S. 60 f.

46 Zu den Voraussetzungen eines Anscheinsbeweises und der Moglichkeit, diesen zu
erschiittern, siehe nur BGH NJW 2019, 661 Rn. 50 m.w.N; siehe zum Anscheinsbeweis
auch noch unten vor und mit Fn. 88.

47 Siehe etwa zum Straflenverkehr M. E. Kiitiik-Markendorf/D. Essers, Zivilrechtliche
Haftung des Herstellers beim autonomen Fahren, MMR 2016, 22 (25) wonach sich
der Anscheinsbeweis ,derzeit nur auf das Verschulden eines Fahrers und nicht auf
konkrete Fehler am Fahrzeug® beziehe; vgl. auch M. Thone, Autonome Systeme und
deliktische Haftung, Tiibingen 2020, S.257, wonach der Nachweis der Moglichkeit
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kann durch neue Technologien begegnet werden:*® Der ,Black-box*“-Effekt
kann beispielsweise durch ,Explainable AI“-Methoden verringert werden,
die darauf zielen, das Verhalten von KI-Systemen fiir Menschen erklér-
bar zu machen.* Auflerdem konnen mithilfe von ,Logging“-Methoden
Prozesse im System protokolliert werden.>® Denkbar sind auch Computer-
simulationen, mittels derer die Verldufe simuliert werden konnten.”! Die
Methoden haben jedoch rechtliche und technische Grenzen.>? Insbesonde-
re kann es bei der Konstruktion der Systeme zu ,Trade-Offs* zwischen
Erklarbarkeit einerseits und Leistungsfdhigkeit, einschlieflich Sicherheit,
andererseits kommen.** In vielen Fallen diirften Ungewissheiten verbleiben
und das notwendige Beweismafd verfehlt werden. Dann muss eine Beweis-
lastentscheidung anhand der objektiven Beweislast>* getroffen werden.

C. Beweislastverteilung nach Fehlentscheidungsrisiken als MafSstab fiir
gesetzliche und richterrechtliche Beweislastregeln

Bei der Verteilung der objektiven Beweislast sollten die Fehlentscheidungsri-
siken, die bei einer Entscheidung unter Ungewissheit bestehen, ins Auge
gefasst werden.>® Ausgangspunkt einer solchen Beweislastverteilung nach

eines atypischen Verlaufs ,aufgrund der komplexen Wechselwirkungen und Interak-
tionen autonomer Systeme wohl ohne Weiteres zu erbringen wire®

48 Spindler, Haftung fiir autonome Systeme (Fn. 1), S.156; M. Sommer, Haftung fiir
autonome Systeme, Baden-Baden 2020, S. 475 im Zusammenhang mit einer Propor-
tionalhaftung de lege ferenda.

49 Vgl. L. Kdde/S. von Maltzan, Die Erklarbarkeit von Kiinstlicher Intelligenz (KI), CR
2020, 66 (71).

50 Vgl. Expert Group on Liability and New Technologies, Liability for AI (Fn 19), 47f;
Thone, Autonome Systeme (Fn. 47), S. 251 ff.

51 T.Yuan, Lernende Roboter und Fahrldssigkeitsdelikt, RW 2018, 477 (499).

52 Zu ,Logging“-Methoden Expert Group on Liability and New Technologies, Liability
for AI (Fn 19), 47 f.; Sommer, Autonome Systeme (Fn. 48), S. 444 ff.; zu ,Explainable
AI“ Kdde/von Maltzan, Erklarbarkeit von KI (Fn. 49), 70.

53 R. Kreutzer/M. Sirrenberg, Kiinstliche Intelligenz verstehen, Heidelberg 2019, S. 24.

54 Zum Begriff H. Priitting, in: T. Rauscher/W. Kriiger (Hrsg.), Miinchener Kommentar
zur Zivilprozessordnung, Bd. 1, 7. Aufl., Miinchen 2025, § 286 Rn. 106.

55 Die dariiber hinaus genannten Ziele von Beweislastregeln lassen sich weitgehend in
dieses Ziel integrieren, vgl. T. Riehm, Abwigungsentscheidungen in der praktischen
Rechtsanwendung, Miinchen 2006, S. 135, der die oft genannten Ziele der Verteilung
nach dem ,Angreiferprinzip“ und der ,Beweisndhe in ein ,heuristisches Prinzip"
integrieren mochte — in der hier vorgeschlagenen Losung (vgl. D.) werden sie in den
Kriterien der Beweismoglichkeiten, der Wahrscheinlichkeit und der Folgen widerge-

196

hitps:/fdol.org/10: -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Beweislastverteilung bei der Produkt- und Produzentenhaftung fiir KI-Systeme

Fehlentscheidungsrisiken ist folgende Uberlegung: Ist aufgrund von Aufkla-
rungsschwierigkeiten ungewiss, ob die Haftungsvoraussetzungen vorliegen,
muss eine Beweislastentscheidung getroffen werden. Mit einer Beweislast-
entscheidung ist allerdings stets das Risiko einer Fehlentscheidung verbun-
den. Denn wegen der Ungewissheit iiber den Sachverhalt ist es mdglich,
dass die Entscheidung im Widerspruch zur ,wahren“ Lage getroffen wird>®
und infolgedessen die Ziele der Haftungsregeln nicht erreicht werden®.
Beweislastregeln haben die Aufgabe, diese Fehlentscheidungsrisiken zu ver-
ringern.>8

Dieses Ziel konnen Beweislastregeln erreichen, indem sie drei Kriterien
beachten: Die Beweismdglichkeiten, die Wahrscheinlichkeit einer Fehlent-
scheidung und die Folgen von Fehlentscheidungen. Fehlentscheidungen
konnen zunéchst vermieden werden, indem non liquet Félle von vornhe-
rein verhindert werden. Besteht die Beweisnot nur auf einer Seite, kann
dies geschehen, indem der Partei, welche die Beweismoglichkeiten hat, die
Beweislast auferlegt wird und sie dadurch veranlasst wird, die Ungewiss-
heit zu beseitigen (Kriterium der Beweismaglichkeiten).”® Bestehen dagegen
auf beiden Seiten Beweisschwierigkeiten, kann die Fehlentscheidungsgefahr
zwar nicht verhindert, durch Beriicksichtigung zweier weiterer Kriterien
aber zumindest verringert werden:®® Das Fehlentscheidungsrisiko kann,
wie alle Risiken, definiert werden als das Produkt aus Schadenswahrschein-

spiegelt; auch die von Riehm auf S.136 genannten materiell-rechtlichen Wertungen
(z.B. Verbraucher- und Arbeitnehmerschutz) lassen sich in das Ziel integrieren, nim-
lich unter dem Gesichtspunkt der Zumutbarkeit von Fehlentscheidungen (siehe auch
Fn. 66).

56 Vgl. G. Reinecke, Die Beweislastverteilung im Biirgerlichen Recht und im Arbeitsrecht
als rechtspolitische Regelungsaufgabe, Berlin 1976, S.19, 53; D. Leipold, Beweislast-
regeln und gesetzliche Vermutungen: insbesondere bei Verweisungen zwischen ver-
schiedenen Rechtsgebieten, Berlin 1966, S. 49.

57 Vgl. M. Grins, Das Risiko materiell fehlerhafter Urteile, Berlin 2002, S. 79.

58 Zu diesem Ziel Leipold, Beweislastregeln (Fn. 56), S. 49; Reinecke, Beweislastvertei-
lung (Fn. 56), S.53; M. Friedl, Beweislastverteilung unter Beriicksichtigung des Ef-
fizienzkriteriums, Frankfurt am Main 2003, S.185; C. Thole, in: R. Bork/H. Roth
(Hrsg.), Stein/Jonas, Kommentar zur Zivilprozessordnung, Bd. 4, 23. Aufl., Tiibingen
2018, § 286 Rn. 117.

59 Vgl. J. Prilss, Beweiserleichterungen im Schadensersatzprozef3, Karlsruhe 1966, S. 95;
Reinecke, Beweislastverteilung (Fn. 56), S. 44f,, 58 ff.; Friedl, Effizienzkriterium (Fn.
58), S. 80 ff.

60 Dazu, dass Fehlurteile sich nicht vollkommen vermeiden lassen, Reinecke, Beweislast-
verteilung (Fn. 56), S.19f.
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lichkeit und Schadenshéhe,®! wobei der ,,Schaden® hier die negativen Fol-
gen einer Fehlentscheidung fiir den Anspruchsgegner - ,falsche® Verurtei-
lung - oder den Geschadigten - ,falsche Klageabweisung — bezeichnet.
Entsprechend kann das Risiko reduziert werden, indem zu Lasten der
Partei entschieden wird, die mit héherer Wahrscheinlichkeit als die andere
Partei, also mit tiberwiegender Wahrscheinlichkeit, im Unrecht ist (Kriteri-
um der Wahrscheinlichkeit)®? und fiir die sich eine Fehlentscheidung weni-
ger gravierend auswirkt (Kriterium der Folgen)®.%* Zwar ist eine exakte
Berechnung der Fehlentscheidungsrisiken meist nicht mdéglich, fiir eine
interessengerechte Verteilung der Beweislast geniigt aber eine heuristische
Bestimmung anhand von ,Daumenregeln®® Bei der Bewertung der Folgen
spielen, wie noch gezeigt wird, auch normative Erwdgungen eine Rolle.
Die vorgeschlagene Beweislastverteilung beriicksichtigt damit auch materi-
ell-rechtliche Wertungen, z.B. eine besondere Schutzwiirdigkeit bestimmter
Gruppen.®®

Die drei genannten Kriterien und das dahinterstehende Ziel, Fehlent-
scheidungsrisiken gering zu halten, kénnen bei der Schaffung und Ausle-
gung gesetzlicher Beweislastregeln (dazu D.) sowie bei der Begriindung
richterrechtlicher Beweislastregeln (dazu E.) herangezogen werden.

61 Vgl. etwa Art. 3 Nr. 2 KI-VO.

62 Vgl. Reinecke, Beweislastverteilung (Fn. 56), S.401E, 55 ff.; G. Stahlmann, Sozialwis-
senschaftliche Uberlegung zur zivilprozessualen Beweislehre, JA 1978, 157 (164):
Wabhrscheinlichkeit als ,Wahrheitsersatz®; als ,sozial akzeptierte Verteilungsregel fir
die Folgen von Ungewif$heit“; Riehm, Abwagungsentscheidungen (Fn. 55), S.131,
wonach Beweislastregeln die Aufgabe hatten, ein ,besseres Ergebnis zu erzielen als
eine Zufallsentscheidung und ein Ergebnis dann ,besser sei, wenn es mit hoherer
Wabhrscheinlichkeit das ,,richtige Ergebnis® trifft.

63 Vgl. Leipold, Beweislastregeln (Fn. 56), S.49; Reinecke, Beweislastverteilung (Fn.
56), S.661.; zu den ,sozialen Kosten“ eines fehlerhaften Urteils sieche auch Friedl,
Effizienzkriterium (Fn. 58), S. 185 ff.

64 Fiir eine Beweislastverteilung insbesondere nach dem ,Wahrscheinlichkeitsprinzip*
und dem ,,Schutzprinzip® V. Wahrendorf, Die Prinzipien der Beweislast im Haftungs-
recht, Miinchen 1976, S. 131.

65 Dazu, dass sich Beweislastregeln als ,heuristische Entscheidungsregeln begreifen las-
sen“ und ,Faustregeln® enthalten, Riehm, Abwégungsentscheidungen (Fn. 55), S.132.

66 Vgl. zu solchen Erwagungen Riehm, Abwiagungsentscheidungen (Fn. 55), S.136, der
diese allerdings neben seine ,heuristische Losung“ stellt, wohingegen die hier vorge-
schlagene Beweislastverteilung sie mitberiicksichtigt.

198

hitps:/fdol.org/10: -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Beweislastverteilung bei der Produkt- und Produzentenhaftung fiir KI-Systeme

D. Gesetzliche Beweislastverteilung in der EU-Produkthaftungsrichtlinie

Bei der EU-Produkthaftung tragt grundsitzlich der Geschédigte die Be-
weislast fiir den Fehler und die Kausalitit des Fehlers fiir einen Schaden
(Art.10 Abs.1 ProdHaftRL, vgl. auch Art. 4 ProdHaftRL 1985, § 1 Abs. 4 S.1
ProdHaftG). Grundsitzlich ist diese Beweislastverteilung gerechtfertigt, da
hierdurch Fehlentscheidungsrisiken gering gehalten werden konnen:%” Es
ist zwar nicht immer, aber doch meistens einfacher zu beweisen, dass es
zumutbare Sicherheitsmafinahmen gab, die den Schaden verhindert hitten,
als zu beweisen, dass es solche nicht gab (Kriterium der Beweismdglichkei-
ten).98 Unterstellt man, dass tiber den Schadenshergang nichts Genaueres
bekannt ist, erscheint es jedenfalls nicht tiberwiegend wahrscheinlich, dass
ein Fehler des Produkts den Schaden des Anspruchstellers verursacht hat;
es ist mindestens genauso wahrscheinlich, dass dies nicht der Fall ist (Kri-
terium der Wahrscheinlichkeit).® Entscheidend diirfte indes das Kriterium
der Folgen sein: Der Anspruchsteller, der einen Anspruch nicht durchsetzt,
wird bei einer generalisierenden, an normative und psychologische Aspekte
ankniipfenden, Betrachtung weniger stark belastet als der Gegner, der zu
Unrecht verurteilt wird: In der juristischen Literatur ist unter anderem die
Rede vom Schutz des ,rechtlichen Besitzstandes®; die bestehende Lage wird
als schutzwiirdiger angesehen.”® Aus psychologischer Sicht spricht hierfiir,

67 Vgl. zum Folgenden auch Mayrhofer, Auflervertragliche Haftung (Fn. 7), S.1121F;
Mayrhofer, Haftung des Verwenders (Fn. 7), 884; jeweils im Zusammenhang mit der
Verschuldenshaftung.

68 Vgl. zur Verschuldenshaftung Reinecke, Beweislastverteilung (Fn. 56), S.48; siehe
auch H.-B. Schdfer/K. Ott, Lehrbuch der 6konomischen Analyse des Zivilrechts,
6. Aufl,, Berlin 2020, S.246f.: ,ungleich schwierigere Aufgabe“; zuriickhaltend Fried],
Effizienzkriterium (Fn. 58), S.131ff,, wonach die Kosten fiir den Kldger ,nicht we-
sentlich hoher® sein durften.

69 Vgl. zur Verschuldenshaftung Reinecke, Beweislastverteilung (Fn. 56), S.43; Riehm,
Abwigungsentscheidungen (Fn. 55), S.133; siehe auch Friedl, Effizienzkriterium (Fn.
58), S.132; kritisch H. Priitting, Gegenwartsprobleme der Beweislast, Miinchen 1983,
S.202ft,, wonach die abstrakte Wahrscheinlichkeit fiir rechtsbegriindende Tatsachen
keine Aussagekraft habe.

70 Leipold, Beweislastregeln (Fn. 56), S.49 zum ,Schutz der bestehenden Lage, des
rechtlichen Besitzstandes®; Priitting, Gegenwartsprobleme (Fn. 69), S. 277 f. zum ,,Ge-
danken des Angreiferprinzips, des Schutzes von Rechtsfrieden, Besitzstand und be-
stehender Lage“; Thole (Fn. 58), § 286 Rn. 110: ,,Bevorzugung der rechtlichen Freiheit
gegeniiber der rechtlichen Gebundenheit®; differenzierend L. Rosenberg, Die Beweis-
last auf der Grundlage des Biirgerlichen Gesetzbuchs und der Zivilprozessordnung,
5. Aufl,, Miinchen 1965, S. 97; kritisch zur eigenstindigen Bedeutung des ,, Angreifer-
prinzips“ Riehm, Abwagungsentscheidungen (Fn. 55), S. 135.
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dass ein Mensch einen nicht erhaltenen Gewinn (hier: Erhalt des Scha-
densersatzes durch den Anspruchsteller) in der Regel als weniger schlimm
empfindet als einen Verlust (hier: Zahlung der Schadensersatzes durch den
Anspruchsgegner).”!

Diese Erwigungen treffen in vielen, aber nicht in allen Fillen zu. Es
kénnen Umstdnde vorliegen, die dazu fiihren, dass die Beweislast des Ge-
schadigten — weiterhin bei generalisierender Betrachtung - ein gréfieres
Fehlentscheidungsrisiko mit sich bringt als eine Beweislast des Gegners.
Der Gesetzgeber kann hierauf mit einer gesetzlichen Beweislastumkehr
reagieren. So konnen z.B. bei der Verschuldenshaftung durch die Beweis-
lastumkehr in § 836 Abs.1 S.2 BGB Fehlentscheidungsrisiken verringert
werden.”? Eine gesetzliche Beweislastumkehr muss nicht unbedingt daran
ankniipfen, dass alle drei Kriterien kumulativ gegen die Beweislast des
Anspruchstellers sprechen, vielmehr ist auch eine Abwigung mdoglich. Bei-
spielsweise konnen sehr gute Beweismoglichkeiten des Anspruchsgegners
eine gesetzliche Beweislastumkehr auch dann rechtfertigen, wenn dieser
nicht mit iberwiegender Wahrscheinlichkeit im Unrecht ist.”> Denkbar ist
es auch, dass allein das Folgenkriterium eine Beweislastumkehr rechtfertigt,
z.B. weil auf der einen Seite eine Partei steht, die aus der schadlichen
Tatigkeit sehr grofle Vorteile zieht und die Schadenskosten umwilzen oder
versichern kann und diese deshalb weniger spiirt. Hier ahneln die Griinde
der Beweislastumkehr denen einer Gefidhrdungshaftung; zu Recht wird
die Haftung fiir vermutetes Verschulden als Haftung im ,Zwischenbereich®
eingeordnet.”*

Die neue ProdHaftRL kehrt die Beweislast fiir Fehler und Fehler-Kausa-
litdt zwar nicht generell um, sieht aber, anders als die ProdHaftRL 1985,
in Art.10 Abs.2-4 ProdHaftRL Ausnahmen von der Beweislast des Ge-
schddigten in Form von widerlegbaren ,Vermutungen® oder ,,Annahmen®
vor, wobei beide Begriffe dasselbe bezeichnen diirften und beides als
Vermutung eingeordnet werden kann. Unter bestimmten Umstanden (Ver-
mutungsgrundlage) wird von dem Fehler und/oder der Fehler-Kausalitdt
ausgegangen (Vermutungswirkung), sofern der Anspruchsgegner die Ver-

71 Zur Verlustaversion® siehe D. Kahnemann/J. Knetsch/R. Thaler, Anomalies: The En-
dowment Effect, Loss Aversion, and Status Quo Bias, Journal of Economic Perspec-
tives 1991, 193 (199 ff.); Schafer/Ott, Okonomische Analyse (Fn. 68), S. 120.

72 Ausfihrlicher dazu Mayrhofer, Aulervertragliche Haftung (Fn. 7), S. 117 f.

73 Vgl. Mayrhofer, Auflervertragliche Haftung (Fn. 7), S. 117.

74 H. Koziol, Die ,Principles of European Tort Law” der ,European Group on Tort
Law”, ZEuP 2004, 324 (238).
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mutung nicht widerlegt (Art.10 Abs.5 ProdHaftRL).” Der Riickgriff auf
die Fehlentscheidungsrisiken kann dazu beitragen, die neuen Vermutun-
gen zu erkldren und ihre - teilweise recht unklaren” - Voraussetzungen
auszulegen. Sofern die Vermutungen eine bestimmte Wahrscheinlichkeit
voraussetzen, lieflen sie sich auch als Regeln nicht zur Beweislast, sondern
zum Beweismafs einordnen.”” Allerdings spricht Erwgr. 42 S.1 davon, dass
das Beweismaf3 fiir Fehler und Fehler-Kausalitat ,,gemaf3 nationalem Recht®
bestimmt wird und aus Erwgr. 48 S.2 ProdHaftRL folgt zwar, dass die Ver-
mutung in Art. 10 Abs. 4 ProdHaftRL dem ,iiblichen Beweismaf}* der Mit-
gliedstaaten Rechnung tragen soll, nicht aber, dass dieses dadurch verédn-
dert werden soll. Nach der hier vertretenen, nicht unumstrittenen’® Ansicht
kann die konkrete Wahrscheinlichkeit nicht nur herangezogen werden fiir
die Frage was im Prozess als ,wahr® gilt (Beweismaf), sondern auch fiir
die Frage, wie zu entscheiden ist, wenn die ,Wahrheit nicht feststellbar ist
(Beweislast).”?

Gem. Art.10 Abs.2 ProdHaftRL wird der Fehler vermutet, wenn der
Beklagte es unterldsst, relevante Beweismittel nach Art. 9 Abs.1 ProdHaft-
RL offenzulegen (lit. a) oder wenn das Produkt rechtlichen Anforderungen
nicht entspricht, die vor dem eingetretenen Schaden schiitzen sollen (lit. b)
oder wenn der Schaden durch eine offensichtliche Funktionsstorung des
Produkts bei verniinftigerweise vorhersehbarem Gebrauch oder unter ge-
wohnlichen Umstanden verursacht wurde (lit. c).

Lit. a greift die Kriterien der Beweismoglichkeiten und der Folgen auf:
Hat der Gegner relevante Beweismittel, die sich in seiner Verfiigungsgewalt
befinden (Art.9 Abs.1 ProdHaftRL) nicht offengelegt, hat er regelmaflig

75 Dazu, dass die Ziele und Mittel von ,Vermutungen® und ,,Beweislastnormen® gleich
sind, siehe nur H.-J. Musielak, Die Grundlagen der Beweislast im Zivilprozef3, Berlin
1975, S. 711t dort auch zu den Unterschieden.

76 B. Handorn, Die geplante Revision des europdischen Produkthaftungsrechts (auch)
fiir Medizinprodukte, MPR 2023, 16 (23).

77 So G. Wagner, Produkthaftung fiir das digitale Zeitalter - ein Paukenschlag aus
Briissel, JZ 2023, 1 (10); siehe auch P. J. Suilmann, Unblacking the box? — Beweiser-
leichterungen im europidischen Haftungsrahmen fiir kiinstliche Intelligenz, in: M.
Dregelies/H. Henke/L. K. Kumkar (Hrsg.), Artificial Intelligence: Rechtsfragen und
Regulierung kiinstlicher Intelligenz im Européischen Binnenmarkt, Baden-Baden
2025, S.203 (217).

78 Vgl. M. Schwab, Zur Abkehr moderner Beweislastlehren von der Normentheorie, in:
W. Frisch/W. Schmid (Hrsg.), Festschrift fir Hans-Jirgen Bruns zum 70. Geburtstag,
Miinchen 1978, S. 505 (511 ff.); Priitting, Gegenwartsprobleme (Fn. 69), S. 194 ff., 212 .

79 Naher dazu Mayrhofer, Auflervertragliche Haftung (Fn. 7), S. 132 f. mw.N.
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die besseren Beweismoglichkeiten. Da er gegen die Offenlegungspflicht
nach Art.9 Abs.1 ProdHaftRL verstoflen hat, ist es ihm bei normativer
Betrachtung auflerdem sehr gut zumutbar, Fehlentscheidungen hinzuneh-
men. Bedauernswert ist, dass die ProdHaftRL den Fall, in dem der Gegner
Beweismittel zwar nicht hat, aber aufgrund von Dokumentationspflichten
haben sollte, offenbar nicht erfasst.5

Lit. b scheint keine eigenstdndige Bedeutung zu haben, da ein Produkt,
das die gesetzlich vorgeschriebene Sicherheit nicht einhdlt, gem. Art.7
Abs. 1 Alt. 2 ProdHaftRL bereits nachweislich fehlerhaft ist.’!

Auch in den Fillen von lit. ¢ diirfte hiufig ein Fehler nachweisbar sein.3?
Denn sofern die Funktionsstorung darauf beruht, dass das Produkt von sei-
nem Konstruktionsplan abweicht, ist ein Fabrikationsfehler gegeben.®* Im
Ubrigen lésst sich hier das Kriterium der Wahrscheinlichkeit ins Feld fiih-
ren: Bei einer offensichtlichen Funktionsstdrung unter normalen Gegeben-
heiten ist es regelméfiig deutlich wahrscheinlicher, dass ein Fehler vorliegt,
als dass das Produkt fehlerfrei ist.3% Bremst z.B. ein autonomes Fahrzeug
nicht vor roten Ampeln, spricht viel dafiir, dass es nicht die Sicherheit
aufweist, die eine Person erwarten darf (Art.7 Abs.1 Alt.1 ProdHaftRL).8
Fraglich ist, ob es fiir eine offensichtliche Stérung der ,Funktion® eines
Produkts ausreicht, dass ein KI-Produkt eine einzelne Fehlentscheidung
trifft.3¢ Das Verhalten eines KI-Produkts beruht meist auf Berechnungen

80 Suilmann, Unblacking the box? (Fn. 77), S.208: keine Einfithrung von Aufzeich-
nungs- und Protokollierungspflichten; fiir eine Vermutung auch in diesem Fall Ha-
cker, European Al liability directives (Fn. 15), 26 (,failure to comply with an order to
preserve, not only to disclose, evidence®).

81 Mayrhofer, Produktsicherheit und Produkthaftung (Fn. 16), 494; nach Wagner, EU-
Produkthaftung (Fn. 5), 144 ,ist bei der Schlussredaktion der Richtlinie offenbar
durchgerutscht, dass das Européische Parlament den Fehlerbegriff entsprechend er-
weitert hatte®

82 Vgl. Erwgr. 46 S.7 ProdHaftRL, wo ausgefithrt wird, es sei ,unverhaltnismafig [...],
vom Kliger den Beweis der Fehlerhaftigkeit zu verlangen, wenn die Umstédnde derart
sind, dass ihr Vorliegen unstreitig ist* und als Beispiel eine ,Glasflasche, die bei
verniinftigerweise vorhersehbarem Gebrauch platzt“ genannt wird.

83 Vgl. auch Wagner, Produkthaftung fiir das digitale Zeitalter (Fn. 77), 9, wonach die
Regelung auf ,digitale Fabrikationsfehler® ziele.

84 Vgl. Mayrhofer, Auflervertragliche Haftung (Fn. 7), S. 334.

85 Vgl. G. Borges, Der Entwurf einer neuen Produkthaftungsrichtlinie, DB 2022, 2650
(2654).

86 So wohl Borges, Produkthaftungsrichtlinie (Fn. 85), 2654, wonach bereits bei einem
~fehlerhaften Verhalten des Systems, etwa dem Fahrfehler eines automatisierten Fahr-
zeugs', die Vermutung eingreife (in diese Richtung auch Hacker, European Al liability
directives (Fn. 15), 25).
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von Wahrscheinlichkeiten, die naturgeméfl nicht immer zu den richtigen
Ergebnissen fithren, sodass Fehlentscheidungen kaum vollstandig vermeid-
bar sind;% dies gehort in gewisser Weise zu dessen Funktion. Man wird
hier anhand der Geféhrlichkeit des konkreten Fehlverhaltens differenzieren
miissen. Bei einem autonomen Fahrzeug diirfte z.B. ein etwas zu spites
Stoppen beim langsamen Einparken nicht fiir eine Funktionsstorung genii-
gen, wohl aber das Uberfahren auch nur einer roten Ampel. Dies schlief3t es
nicht aus, den Fehler im ersten Fall nachzuweisen; lediglich die Vermutung
in Art. 10 Abs. 2 lit. ¢ ProdHaftRL greift dann nicht.

Nach Art.10 Abs.3 ProdHaftRL wird die Fehler-Kausalitit vermutet,
wenn das Produkt fehlerhaft ist und der entstandene Schaden seiner Art
nach typischerweise auf den betreffenden Fehler zuriickzufiihren ist. Dabei
diirfte es sich um einen gesetzliche Regelung eines Anscheinsbeweises han-
deln.®8 Im deutschen Recht spielt der Anscheinsbeweis herkommlicherwei-
se bei der Beweiswiirdigung eine Rolle, nicht bei der Beweislast.®” Deshalb
wurde er bereits unter der ProdHaftRL 1985, welche die Beweislast ab-
schlieffend”® dem Geschadigten auferlegte, fiir anwendbar gehalten.! Der
Anscheinsbeweis dhnelt als ,tatsichliche Vermutung®? der gesetzlichen
Vermutung (vgl. § 291 ZPO) und damit der Beweislastumkehr insofern,
als er es erlaubt, von einer feststehenden Situation auf das zu beweisende
Merkmal zu schlieffen.®® Ein Unterschied besteht nach dem BGH aber
darin, dass eine gesetzliche Vermutung die begiinstigte Partei auch von
der Darlegungslast fiir das vermutete Merkmal befreit, wohingegen dieses

87 K. A. Chagal-Feferkorn, Am I an Algorithm or a Product? When Products Liability
Should Apply to Algorithmic Decision-Makers, Stanford Law Review 2019, 61 (84);
Beckers/ Teubner, Three Liability Regimes (Fn. 43), S. 74.

88 Wagner, Produkthaftung fiir das digitale Zeitalter (Fn. 77), 10: ,eigenwillige Paraphra-
sierung der Voraussetzungen des Anscheinsbeweises®; vgl. auch M. Becker/A. Bell/H.
Meyer, Die neue EU-Produkthaftungs-RL und ihre Folgen fiir das deutsche Produkt-
haftungsrecht, NJW 2024, 3745 (3749); siehe zum Anscheinsbeweis auch bereits oben
vor und mit Fn. 46.

Vgl. BGH NJW 2019, 661 Rn. 49 f.

89 Vgl. BGH NJW 2019, 661 Rn. 49 f.

90 Siehe dazu noch vor und mit Fn. 107.

91 M. Seibl, in: B. Gsell/W. Kriiger/S. Lorenz/C. Reymann (Hrsg.), beck-online. GROSS-
KOMMENTAR, 1.7.2025, ProdHaftG §1 Rn.142; BGH NJW 2023, 3159 Rn. 26; je-
weils unter Hinweis auf EuGH NJW 2017, 2739.

92 Vgl. BGH NJW 2010, 363 Rn. 15.

93 Siehe nur BGH NJW 2019, 661 Rn. 49 f. m.w.N.
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bei tatsdchlichen Vermutungen vorgetragen werden muss.** Daher wird
die zu erwartende Normierung des Anscheinsbeweises im deutschen Um-
setzungsgesetz nicht vollig ohne praktische Wirkung bleiben. Fiir die von
Art. 10 Abs.3 ProdHaftRL vorausgesetzte Typizitat diirfte es, wie beim
herkdmmlichen deutschen Anscheinsbeweis,” erforderlich sein, dass ein
Erfahrungssatz vorliegt, der es erlaubt, auf die Kausalitdt zu schlieffen.?
Wie stark der Erfahrungssatz sein muss, also wie hoch die Wahrschein-
lichkeit der Kausalitdt angesichts des Fehlers und der Art des Schadens
sein muss, diirfte nach dem nationalen Beweismafl zu beurteilen sein
(vgl. Erwgr. 42 S.1 ProdHaftRL). Im deutschen Recht geniigt fiir einen
Anscheinsbeweis die tiberwiegende Wahrscheinlichkeit nicht, sondern es
muss das allgemeine Beweismaf3 erreicht werden.®” Es liele sich zwar iiber-
legen, Art.10 Abs. 3 ProdHaftRL im Wege einer autonomen Auslegung des
Begriffs ,typischerweise® die zusitzliche Bedeutung beizumessen, dass bei
der Fehler-Kausalitit eine unionsrechtlich vereinheitlichte, méglicherweise
geringere Wahrscheinlichkeit gelten soll. Hiergegen spricht allerdings, dass
Art. 10 Abs. 4 ProdHaftRL explizit eine an die Wahrscheinlichkeit — und
weitere Voraussetzungen - ankniipfende Vermutung der Fehler-Kausalitat
vorsieht.

Schliefilich geht das Gericht nach Art.10 Abs.4 ProdHaftRL von dem
Fehler, von der Fehler-Kausalitit oder von beidem aus, wenn es trotz Offen-
legung gem. Art. 9 ProdHaftRL und unter Beriicksichtigung aller relevanten
Umstédnde des Falles fiir den Anspruchsteller insbesondere aufgrund der
technischen oder wissenschaftlichen Komplexitit tibermaflig schwierig ist,
die Haftungsvoraussetzung nachzuweisen (lit. a) und es wahrscheinlich ist,
dass diese gegeben ist (lit. b). Diese Regelung kniipft an Beweismdglich-

94 BGH NJW 2010, 363 Rn. 13, 15; a.A. Musielak, JA 2010, 561 (564 {.), wonach auch bei
der gesetzlichen Vermutung eine Vortragslast bestehen solle.

95 Siehe nur BGH NJW 2019, 661 Rn. 50 m.w.N.

96 Vgl. Hacker, European Al liability directives (Fn. 15), 26, der sich bei der Auslegung
der Vorschrift an den Voraussetzungen der tatsichlichen Vermutung orientieren
mochte.

97 BGH NJW 1951, 360, wonach es sich bei dem Anscheinsbeweis nicht um einen
~Wahrscheinlichkeitsbeweis“ handle, vielmehr miisse ,der festgestellte Sachverhalt
derart sein, daf er unter Verwertung allgemeiner Erfahrungssétze, insbesondere der
allgemeinen Lebenserfahrung, die Uberzeugung des Richters in vollem Umfang be-
griindet; BGH NJW-RR 1988, 789 (790), wonach es fiir den Anschein nicht geniige,
dass ,die eine Moglichkeit wahrscheinlicher ist als die andere®; a.A. F. v. Zezschwitz,
Das Gewissen als Gegenstand des Beweises, JZ 1970, 233 (239): Anscheinsbeweis als
~Anwendungsfall des Grundsatzes der iberwiegenden Wahrscheinlichkeit*
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keiten (lit. a) und Wahrscheinlichkeiten (lit. b) an. Art. 10 Abs. 4 ProdHaft-
RL verlangt allerdings keine besseren Beweismdglichkeiten des Gegners,
sondern nur Beweisschwierigkeiten des Kldgers. Bei KI-Produkten sind
solche Schwierigkeiten aufgrund der Komplexitdt der verwendeten Tech-
nologien meist gegeben (vgl. Erwgr. 48 S.6 ProdHaftRL). Wann diese
sibermdflig® sind, ist nicht ganz klar;°® die Anforderungen diirften aber
nicht zu hoch sein. Nach Erwgr. 48 S.7 sollte der Kldger zwar ,, Argumente
vorbringen“ miissen, ,der Beweis solcher Schwierigkeiten® sollte jedoch
nicht verlangt werden. Die besseren Beweismdglichkeiten des Gegners
scheint die ProdHaftRL zu unterstellen; Erwgr. 48 S.4 fiihrt aus, dass
»die Hersteller {iber Fachwissen verfiigen und besser informiert sind als
die geschédigte Person® Dies ist bei KI-Produkten allerdings nicht immer
zutreffend. Handelt es sich bei diesen um ,black-boxes®, kann es fiir alle
Personen ausgeschlossen sein, die Fehlerhaftigkeit aufzuklaren.®® Nicht im-
mer war der Hersteller verpflichtet, fiir die Aufklarbarkeit zu sorgen, z.B.
durch ,Explainable AI“ Den unterschiedlichen Beweismdglichkeiten des
Herstellers kann indes durch eine differenzierende Auslegung der - in
der ProdHaftRL nicht néher spezifizierten'®® — Wahrscheinlichkeit (lit. b)
Rechnung getragen werden: Ist nur die Fehler-Kausalitit ungewiss, wird
ein Defizit an Beweismoglichkeiten bereits durch das Kriterium der Folgen
ausgeglichen: Dem Wirtschaftsakteur, der i.Sv. Art. 8 ProdHaftRL fiir ein
fehlerhaftes Produkt'®! verantwortlich ist, sind bei normativer Betrachtung
Fehlentscheidungen eher zumutbar. Insofern miissen an die Wahrschein-
lichkeit keine besonders hohen Anforderungen gestellt werden. Fiir die
Kausalitatsvermutung sollte somit eine iberwiegende Wahrscheinlichkeit
ausreichen.!0? Ist dagegen bereits das Vorliegen eines Fehlers unklar, greift

98 Handorn, Revision des EU-Produkthaftungsrechts (Fn. 76), 23.

99 Y. Bathaee, The artificial intelligence black box and the failure of intend and
causation, Harvard Journal of Law & Technology 2018, 889, 891f., 907; Sommer,
Autonome Systeme (Fn. 48), S. 46.

100 Vgl. Handorn, Revision des EU-Produkthaftungsrechts (Fn. 76), 23.

101 Nicht ganz Klar ist, ob die Kausalitatsvermutungen gem. Art. 10 Abs. 3, Abs. 4 Prod-
HaftRL auch dann eingreifen kénnen, wenn der Fehler nicht im eigentlichen Sinne
nachgewiesen ist, sondern nach Art.10 Abs.2, Abs. 4 ProdHaftRL vermutet wird;
dagegen G. Spindler, Die Vorschldge der EU-Kommission zu einer neuen Produkt-
haftung und zur Haftung von Herstellern und Betreibern Kiinstlicher Intelligenz,
CR 2022, 689 (698); dafiir Hacker, European Al liability directives (Fn. 15), 26;
Suilmann, Unblacking the box? (Fn. 77), S. 215.

102 So auch Wagner, Produkthaftung fiir das digitale Zeitalter (Fn. 77), 10; siehe auch
A.-K. Mayrhofer, Bewiltigung von Beweisproblemen im digitalen Zeitalter: Offen-

205

hitps:/fdol.org/10: -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Ann-Kristin Mayrhofer

diese Erwagung nicht.1> Fehlt es hier an besseren Beweismoglichkeiten
und war der Hersteller auch nicht verpflichtet, fiir die Aufklarbarkeit zu
sorgen, sollten daher héhere Anforderungen an die Wahrscheinlichkeit
gestellt werden. Diese sollte in diesem Fall zumindest deutlich tiberwie-
gen. Eine solche differenzierende, die jeweiligen Fehlentscheidungsrisiken
beriicksichtigende Auslegung der Wahrscheinlichkeit ist auch mit dem
Wortlaut von Art.10 Abs. 4 ProdHaftRL vereinbar: Indem dieser die ,,Be-
riicksichtigung aller relevanten Umstédnde des Falles® verlangt, erlaubt er es,
unterschiedliche Anforderungen hieran zu stellen.

Wie bisher, trigt der Beklagte aufSerdem die Beweislast fiir die Haftungs-
ausschliisse (Art.11 Abs.1 ProdHaftRL; vgl. auch Art.7 ProdHaftRL 1985,
§1 Abs. 4 S.2 ProdHaftG). Diesbeziiglich hat der Wirtschaftsakteur in der
Regel bessere Beweismoglichkeiten. Beispielsweise wird er meist eher in der
Lage sein, nachzuweisen, dass er das Produkt nicht in den Verkehr gebracht
hat (Art.11 Abs.1 lit.a ProdHaftRL) oder dass der Fehler nicht erkannt
werden konnte (lit. e). Zudem diirfte das Vorliegen der haftungsbefreienden
Umstdnde weniger wahrscheinlich sein als deren Nichtvorliegen. Schlief3-
lich ist es einem Wirtschaftsakteur, der i.Sv. Art.8 ProdHaftRL an der
Produktion oder dem Vertrieb eines fehlerhaften Produkts mitgewirkt hat,
zumutbar, trotz Vorliegen eines Ausschlussgrundes haften zu miissen. Zwei-
fel an dieser Bewertung kénnte man hinsichtlich des Ausschlussgrunds der
Fehlerfreiheit beim Inverkehrbringen bzw. der gleichgestellten Zeitpunkte,
in denen der Hersteller die Kontrolle iiber das Produkt verloren hat, haben
(Art. 11 Abs.1 lit. ¢ ProdHaftRL).14 Hat der Hersteller die Kontrolle iiber
das Produkt verloren, kann der Zeitpunkt der Entstehung des Fehlers fiir
ihn schwer nachweisbar sein und ist auch fraglich, ob die Entstehung wah-
rend des Kontrollzeitraums wahrscheinlicher ist und fiir den Wirtschafts-
akteur Fehlentscheidungen weniger gravierend sind. Allerdings hilft Art. 11
Abs. 1 lit. ¢ ProdHaftRL dem Hersteller insoweit, als er nur nachweisen
muss, dass der Fehler im maf3geblichen Zeitpunkt ,wahrscheinlich® noch
nicht vorlag, was in Deutschland herkommlicherweise als Beweismaf3re-

legungs- und Beweislastregeln im Entwurf einer neuen Produkthaftungsrichtlinie,
EuZW 2024, 241 (242).

103 Vgl. Mayrhofer, Aulervertragliche Haftung (Fn. 7), S. 430.

104 Vgl. zur ProdHaftRL 1985 H. C. Taschner, Die kiinftige Produzentenhaftung in
Deutschland, NJW 1986, 611 (614), wonach der Gesetzgeber ,hier vor der schweren
Aufgabe, wem er die Beweislast [...] auferlegen sollte®, stand; nach Taschner hat der
Hersteller aufgrund der Moglichkeit von dokumentierten Ausgangskontrollen die
besseren Beweismoglichkeiten.
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duktion eingeordnet wird.'®> Trotz des gednderten Wortlauts (vgl. Art.7
lit. b ProdHaftRL 1985, §1 Abs.2 Nr.2 ProdHaftG: ,davon auszugehen
ist“) diirfte hierfiir weiterhin eine iiberwiegende Wahrscheinlichkeit ausrei-
chend und erforderlich sein.!%¢

E. Richterrechtliche Beweislastverteilung bei der nationalen
Produzentenhaftung

Art. 10 ProdHaftRL regelt die Beweislast abschliefiend. Eine richterrechtli-
che Beweislastumkehr ist bei der EU-Produkthaftung aufgrund der Vollhar-
monisierung in diesem Bereich (Art.3 ProdHaftRL) - wie schon unter der
ProdHaftRL 1985 angenommen!?” — nicht moglich. Anders verhilt es sich
bei der nationalen Haftung fiir Verschulden nach §§ 823 ff. BGB, die nach
Art.2 Abs. 4 lit. b ProdHaftRL grundsitzlich von der EU-Produkthaftung
unberiihrt bleibt (vgl. Erwgr. 9).1 Unter Berticksichtigung der Aufgabe
von Beweislastregeln, Fehlentscheidungsrisiken gering zu halten, kann bei
der Verschuldenshaftung gem. § 823 Abs.1 BGB generell eine richterrecht-
liche Beweislastumkehr vorgenommen werden, sofern die drei genannten
Kriterien dafiir sprechen (I.). Speziell im Bereich der Produzentenhaftung
ermoglicht es eine Beweislastverteilung nach Fehlentscheidungsrisiken, die

Linien des BGH klarer zu begriinden und fiir KI-Produkte weiterzuentwi-
ckeln (IL.).

105 Vgl. zum ProdHaftG bzw. zur ProdHaftRL 1985 BT-Drs. 11/5520, 13; H. C. Taschner,
in: H. C. Taschner/H. Frietsch, Produkthaftungsgesetz und EG-Produkthaftungs-
richtlinie, Kommentar, 2. Aufl., Miinchen 1990, RL 85/374/EWG Art.7 Rn.12; G.
Wagner, in: E J. Sacker/R. Rixecker/H. Oetker/ B. Limperg/ C. Schubert (Hrsg.),
Miinchener Kommentar zum Biirgerlichen Gesetzbuch, Bd. 7, 9. Aufl,, Miinchen
2024, ProdHaftG § 1 Rn. 38.

106 Vgl. zum ProdHaftG Wagner (Fn. 105), ProdHaftG §1 Rn.38; OLG Miinchen
BeckRS 2011, 10312 Rn. 9.

107 Vgl. EuGH NJW 2015, 927 Rn. 26 ff.; EuGH NJW 2017, 2739 Rn. 24 ff.; Seibl (Fn. 91),
ProdHaftG § 1 Rn. 143, auch zu méglichen Ausnahmen.

108 Siehe bereits Fn. 9.
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I. Beweislastverteilung nach Fehlentscheidungsrisiken bei der
Verschuldenshaftung

Eine richterliche Abweichung von den gesetzlichen Beweislastregeln ist
rechtfertigungsbediirftig.!?® Mit Leipold kann vorausgesetzt werden, dass
eine ,dringende Notwendigkeit® fiir eine Modifizierung besteht und der
Grund der Beweislastumkehr ,klar herausgearbeitet und in plausible An-
wendungsvoraussetzungen umgemiinzt wird“!" Eine richterrechtliche Be-
weislastumkehr nach Fehlentscheidungsrisiken erfillt diese Voraussetzun-
gen:!!! Die Grundregel einer Beweislast des Geschadigten fiir die schaden-
sursdchliche Pflichtverletzung beruht auf einer schliissigen abstrakten Be-
wertung der Fehlentscheidungsrisiken. Diese Bewertung ist in vielen, aber
nicht in allen Fillen zutreffend. Die Grundregel muss zwar nicht in jedem
dieser Falle durchbrochen werden, etwa wegen ausnahmsweise besserer
Beweismoglichkeiten des Gegners im konkreten Fall. Eine richterrechtliche
Beweislastumkehr ist aber angezeigt, wenn ein erhebliches Gefille zwischen
der Fehlentscheidungsgefahr ohne und der Fehlentscheidungsgefahr mit
Beweislastumkehr besteht. Dann besteht eine ,dringende Notwendigkeit®
fir eine Modifizierung. Der Begriindungsaufwand ist also hoher als bei
einer gesetzlichen Beweislastumkehr, fiir die, wie gesehen, z.B. allein die
Beweismoglichkeit ausschlaggebend sein kann (dazu D.). Ein erhebliches
Gefille liegt vor, wenn der Gegner erstens, bessere Beweismoglichkeiten
hat (Kriterium der Beweismdglichkeit) und zweitens, mit {iberwiegender
Wabhrscheinlichkeit im Unrecht ist (Kriterium der Wahrscheinlichkeit).
Dann kann die Wertung, dass der Geschédigte durch eine Fehlentschei-
dung weniger stark belastet wird zumindest dann zuriicktreten, wenn drit-
tens, die Folgen einer Fehlentscheidung fiir den Gegner nicht unzumutbar
sind (Kriterium der Folgen)."> Demnach ldsst sich folgende Regel aufstel-
len, die den Grund der Beweislastumkehr in ,plausible Anwendungsvor-

109 Vgl. BGH NJW 1985, 1774 (1775).

110 D. Leipold, Beweismaf3 und Beweislast im Zivilprozess, Berlin 1985, S.22; siehe
auch H.-J. Musielak, Grundfragen des Beweisrechts, Miinchen 1984, S.133, wonach
Sonderregeln der Beweislast ,,des besonderen Nachweises ihrer Geltung“ erfordern
wiirden.

111 Vgl. dazu bereits Mayrhofer, Auflervertragliche Haftung (Fn. 7), S. 125 ff.; Mayrhofer,
Haftung des Verwenders (Fn. 7), 886 f.

112 Fiir die Zumutbarkeit wird man, dhnlich wie bei der Fahrlissigkeit, nicht auf das
Individuum, sondern auf einen Angehorigen des Verkehrskreises des Schédigers
abstellen missen, vgl. Mayrhofer, AuServertragliche Haftung (Fn. 7), S. 118.
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aussetzungen ummiinzt: Eine schadensursdchliche Pflichtverletzung wird
vermutet, wenn der Anspruchsgegner erstens, die besseren Beweismdglichkei-
ten hat als der Geschddigte, es zweitens, wahrscheinlicher ist, dass der Scha-
den auf einem pflichtwidrigen Verhalten des Anspruchsgegners beruht, als
dass er unabhdingig von einer Pflichtverletzung desselben entstanden ist und
drittens, die Folgen einer Fehlentscheidung fiir den Anspruchsgegner nicht
unzumutbar sind® Es kann entweder die Sorgfaltspflichtverletzung oder
der Pflichtwidrigkeitszusammenhang oder beides vermutet werden.

Die Regel entfernt sich in manchen Punkten von den herrschenden Prin-
zipien." Sie arbeitet offen mit Heuristiken und weist der Wahrscheinlich-
keit eine bedeutende Rolle zu.!"> Hierdurch ermdglicht sie aber zweck- und
verhéltnisméaflige Losungen im Einzelfall. Die Einzelfallpriifung fithrt zwar
dazu, dass die Beweislast schwerer vorhersehbar ist."® Allerdings diirften
die Parteien meist in der Lage sein, die Beweismdglichkeiten, die Folgen
von Fehlentscheidungen und die Wahrscheinlichkeiten so abzuschitzen,
dass sie die Beweislast dennoch hinreichend beurteilen konnen. Insbeson-
dere miissen die Kriterien kumulativ vorliegen, sodass keine - in der
Tat schwer vorhersehbare — Abwégung erforderlich ist.'” Um das Prozess-
risiko zu kalkulieren, miissen die Parteien ohnehin priifen, mit welcher
Wahrscheinlichkeit ein Anspruch besteht.!® Eine Beweislastverteilung nach
Fehlentscheidungsrisiken im Einzelfall fithrt also nicht zu einer erheblich
erhohten Ungewissheit oder zu tiberzogenen Lasten fiir die Parteien.!’

113 Siehe bereits Mayrhofer, Auflervertragliche Haftung (Fn. 7), S.129; dhnlich die
Formel von Friedl, Effizienzkriterium (Fn. 58), S. 83 ff.

114 Vgl. dazu bereits Mayrhofer, Auflervertragliche Haftung (Fn. 7), S.129 ff.; Mayrhofer,
Haftung des Verwenders (Fn. 7), 886 .

115 Gegen eine Beweislastverteilung nach konkreten Wahrscheinlichkeiten etwa
Schwab, Abkehr von der Normentheorie (Fn. 78), S. 511 ff.; Priitting, Gegenwartspro-
bleme (Fn. 69), S.194f, 212f; I Saenger, in: 1. Saenger (Hrsg.), Handkommentar
Zivilprozessordnung, 10. Aufl., Baden-Baden 2023, § 286 Rn. 58.

116 Nach Thole (Fn.57), § 286 Rn.117 muss die Abwagung mdoglicher Fehlurteile ab-
strakt-normativ vorgenommen werden, nicht im konkreten Fall; kritisch zur Be-
riicksichtigung der konkreten Wahrscheinlichkeit auch H. Peters, Die Beweislast,
MDR 1949, 66 (68); Priitting, Gegenwartsprobleme (Fn. 69), S.194 ., 2121,

117 Anders die Formel von Friedl, Effizienzkriterium (Fn. 58), S. 83fL.; siehe auch Ex-
pert Group on Liability and New Technologies, Liability for AI (Fn 19), 49 ff.

118 Ahnlich Friedl, Effizienzkriterium (Fn. 58), S.105ff. zu der dort entwickelten For-
mel.

119 Zu weiteren Einwénden, u.a. hinsichtlich der Einordnung als Beweislastregel an
Stelle einer Verortung der Wahrscheinlichkeitsiiberlegungen beim Beweismaf (siche
bereits C.), Mayrhofer, AuServertragliche Haftung (Fn. 7), S. 132 ff.
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In der von der Rspr. bereits praktizierten sog. Beweislastverteilung nach
Gefahrenbereichen'?® sind die Kriterien dieser Regel ansatzweise, aber nicht
vollstandig erkennbar: Nach dem BGH muss sich der Anspruchsgegner
vom Vorwurf der Pflichtverletzung entlasten, wenn die ,Schadensursache
[...] aus dem Gefahren- und Verantwortungsbereich des Anspruchsgegners
hervorgegangen® ist und ,die Sachlage den Schluss, dass dieser die ihm
obliegende Sorgfalt verletzt hat® rechtfertigt.””! Der ,Gefahren- und Ver-
antwortungsbereich® deutet auf die besseren Beweismoglichkeiten,'?? der
»Schluss® von der Sachlage auf die fragliche Haftungsvoraussetzung auf
Wabhrscheinlichkeitsiiberlegungen hin.'?* Ganz klar ist die Formulierung
jedoch nicht.’?* Jedenfalls ist ihr kein bestimmter Wahrscheinlichkeitsgrad
zu entnehmen und das Folgenkriterium kommt nicht zum Ausdruck. Die
Beweislastverteilung nach Fehlentscheidungsrisiken ldsst sich daher wohl
nicht schon auf diese Rechtsprechung stiitzen.

I1. Erweiterung der Beweislastumkehr bei der Produzentenhaftung

Im Bereich der Produzentenhaftung ermdéglicht es die Beweislastverteilung
nach Fehlentscheidungsrisiken zunichst, die Ergebnisse, zu denen der
BGH bei der Auslegung von § 823 Abs. 1 BGB gelangt, klarer zu begriinden.
Nach dem BGH muss der Geschidigte bei Fabrikations- und Konstruk-

120 Vgl. nur BGHZ 67, 383 (387) m.w.N. Die Beweislastverteilung nach Gefahrenberei-
chen hat ihren Ursprung im vertraglichen Bereich. In der Literatur wird dafiir
pladiert, die Grundsitze allgemein auch aufierhalb von Sonderverbindungen anzu-
wenden, vgl. Prolss, Beweiserleichterungen (Fn. 59), S.74ff; C. von Bar, Verkehrs-
pflichten, Miinchen 1980, S.298ff.; G. Briiggemeier, Produzentenhaftung fiir Inha-
ber von Restaurants, VersR 1983, 116 (117); Wagner (Fn. 105), BGB § 823 Rn. 105; a.A.
H.-J. Musielak, Beweislastverteilung nach Gefahrenbereichen, AcP 176 (1976), 465
(484). Der BGH folgt dem jedenfalls bei der Produzentenhaftung, vgl. BGHZ 51, 91
(105 £).

121 Siehe nur BGH NJW-RR 2017, 622 Rn. 13; BGH NJW-RR 1990, 1422 (1423); jeweils
zum Vertragsrecht und mw.N.

122 Vgl. Reinecke, Beweislastverteilung (Fn. 56), S. 49.

123 Vgl. Wahrendorf, Prinzipien der Beweislast (Fn. 64), S.105f., der diese Formulie-
rung mit einem ,,hohen Mafl an Wahrscheinlichkeit fiir ein schuldhaftes Verhalten®
verkniipft.

124 Vgl. auch Priitting, Gegenwartsprobleme (Fn. 69), S.218, wonach sich der ,hinter
der Gefahrenbereichslehre stehende Gedanke einer Beweisnot des Geschadigten
und einer Beweisndhe des Schadigers [...] durch raumlich abgegrenzte Sphéren oft
nicht realisieren” lasse.
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tionsfehlern nicht die schadensursichliche Sorgfaltspflichtverletzung des
Gegners nachweisen, sondern nur, dass ,sein Schaden im Organisations-
und Gefahrenbereich des Herstellers durch einen objektiven Mangel oder
Zustand der Verkehrswidrigkeit ausgelost worden ist“!?> Bei Instruktions-
fehlern muss nur feststehen, dass ,die von einem Produkt ausgehende Ge-
fahr objektiv eine Information der Verwender erfordert hitte und daf3 der
Hersteller die Sache ohne eine solche Instruktion in den Verkehr gegeben
hat“1?6 Der Geschidigte muss also zwar — wie bei der EU-Produkthaftung
— Fehler, Schaden und Fehler-Kausalitit nachweisen sowie — anders als bei
der EU-Produkthaftung - auch das Vorliegen des Fehlers beim Inverkehr-
bringen (,Gefahren- und Organisationsbereich®).!?” Der Hersteller tragt
jedoch die Beweislast dafiir, dass er — ggf. durch seine Organwalter (§ 31
BGB) - nicht schuldhaft gehandelt hat, weil die Verletzung unvermeidbar
oder unvorhersehbar und somit nicht fahrlassig war (§ 276 Abs.2 BGB)"?8.
Hintergrund der Rspr. sind vor allem die besseren Beweismoglichkeiten des
Herstellers, der — anders als der Geschéddigte - die ,Produktionssphare®
tiberblickt.!??

Diese Erwagungen gelten auch fiir fehlerhafte KI-Produkte,3° obwohl bei
»black-boxes“ auch fiir den Hersteller Aufklarungsschwierigkeiten bestehen
konnen®!. Anders als bei Art.10 Abs.4 ProdHaftRL wird nach der Rspr.
des BGH nicht der Fehler selbst vermutet; dieser ist vielmehr Teil der Ver-
mutungsgrundlage. Hinsichtlich der Vorginge, die den Fehler in der Orga-
nisation des Herstellers verursacht haben, hat der Hersteller aber auch bei
KI-Produkten die besseren Beweismdglichkeiten. Eine schadensurséchliche

125 BGHZ 80, 186 (196); siehe auch schon BGHZ 51, 91 (102); BGH NJW 1975, 1827
(1828).

126  BGH NJW 1999, 2815 (2816); sieche auch BGHZ 116, 60 (70); BGH NJW 1995, 1286
(1288).

127 Vgl. auch BGHZ 114, 284 (296).

128 Zu Vermeidbarkeit und Vorhersehbarkeit als Voraussetzungen der Fahrlassigkeit
siehe nur B. Schaub, in B. Gsell/W. Kriiger/S. Lorenz/C. Reymann (Hrsg.), beck-on-
line. GROSSKOMMENTAR, 1.9.2024, BGB § 276 Rn. 60 ff.

129 BGHZ 51, 91 (102); BGHZ 116, 104 (109 £)).

130 Vgl. Spindler, Haftung fiir autonome Systeme (Fn. 1), S. 154 zu Robotern; G. Wagner,
Produkthaftung fiir autonome Systeme, AcP 217 (2017), 707 (713); R. A. Weingart,
Vertragliche und aufervertragliche Haftung fiir den Einsatz von Softwareagenten,
Baden-Baden 2022, S.190 ff. zu Software; kritisch M.-R. McGuire, in: U. Foerste/F.
Graf v. Westphalen (Hrsg.), Produkthaftungshandbuch, 4.Aufl., Miinchen 2024,
§ 58 Rn. 65.

131 Siehe dazu oben vor und mit Fn. 99.
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Pflichtverletzung ist im Fall eines schadensursiachlichen Fehlers bei Inver-
kehrbringen auch iiberwiegend wahrscheinlich. Entspricht das Produkt in
diesem Zeitpunkt nicht den berechtigten Sicherheitserwartungen, spricht
einiges dafiir, dass der Hersteller die im Verkehr erforderliche Sorgfalt nicht
eingehalten hat,'”? denn der Hersteller ,bestimmt und organisiert den Her-
stellungsprozefl und die Auslieferungskontrolle der fertigen Produkte®?.
Schliefllich sind dem Hersteller einzelne Fehlentscheidungen auch nicht
unzumutbar:3* Er beeinflusst das Produktrisiko und zieht Vorteile aus der
Produktion, welche die Nachteile in gewisser Weise kompensieren. Insbe-
sondere kann der Hersteller sich versichern und durch die Preisgestaltung
Kosten auf die Kunden abwilzen.1

Dariiber hinaus kann bei KI-Produkten die Rspr. zur Produzentenhaf-
tung erweitert werden.*® Moglich ist insbesondere eine Erweiterung in
zeitlicher Hinsicht:'” Bei Risiken, die erst nach dem Inverkehrbringen
fur das Herstellerunternehmen vermeidbar oder erkennbar werden, auf
die also im Rahmen der Produktbeobachtungspflichten reagiert werden
muss,?® soll nach dem BGH die Beweislastumkehr nicht gelten. Hier soll
der Geschiadigte ,,den Nachweis fithren, daf$ [der Hersteller] objektiv seine
Instruktionspflicht verletzt hat” und damit ,,dem Hersteller nachweisen, daf3
nach dem fiir dessen Handeln mafigebenden Stand der Wissenschaft, der
Technik usw. die Gefahr erkennbar war und zumutbare Méglichkeiten der
Gefahrenabwehr vorhanden waren®® Der Geschadigte hat danach nicht
nur den Fehler, sondern, entsprechend den allgemeinen Beweislastregeln
des § 823 Abs. 1 BGB, auch die Vermeidbarkeit und grundsatzlich auch die

132 Ausfiihrlicher dazu Mayrhofer, Aufiervertragliche Haftung (Fn. 7), S.1391f; a.A.
wohl Friedl, Effizienzkriterium (Fn. 58), S. 138.

133 BGHZ 51, 91 (102).

134 Siehe dazu bereits dazu Mayrhofer, Aufiervertragliche Haftung (Fn. 7), S. 140 f.

135 Siehe zum Gedanken, die Beweislastumkehr mit dem ,Gesichtspunkt des Unterneh-
merrisikos“ und der ,Gewinnchance des Unternehmers bei moderner Massenpro-
duktion® zu legitimieren, Priitting, Gegenwartsprobleme (Fn. 69), S. 225; siehe auch
A. Matusche-Beckmann, Das Organisationsverschulden, Tiibingen 2001, S. 132.

136 Siehe zum Folgenden und zu weiteren Erweiterungen bereits Mayrhofer, Aufierver-
tragliche Haftung (Fn. 7), S. 334 ff.

137 Siehe auch Wagner, Verantwortlichkeit (Fn. 43), 729, wonach der Begriff des Inver-
kehrbringens zu ,,dynamisieren® sei.

138 Vgl. zu den Produktbeobachtungspflichten bei autonomen Systemen bereits Spind-
ler, Haftung fiir autonome Systeme (Fn. 1), S. 149.

139 BGHZ 80, 186 (199); siche auch BGHZ 116, 60 (70).
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Erkennbarkeit'4? durch den Unternehmenstréger nachzuweisen. Nach dem
BGH lésst sich nach dem Inverkehrbringen ,in aller Regel nicht sagen, der
Geschadigte hatte Vorgange aufzukliren, die sich in einem Bereich zugetra-
gen haben, der allein dem Produzenten, nicht aber dem Benutzer zugéng-
lich war“!¥! Bei herkdmmlichen Produkten ist eine Beweislastumkehr unter
dem Gesichtspunkt der Fehlentscheidungsrisiken in der Tat meist nicht
gerechtfertigt: Hier iiberblickt und kontrolliert nach dem Inverkehrbrin-
gen der Verwender, nicht der Hersteller mafigeblich das Verhalten des Pro-
dukts.1*? Bei KI-Produkten und anderen Softwareprodukten ist dies anders:
Hier bleibt der Hersteller typischerweise mit dem Produkt verbunden, sam-
melt Daten, auf die der Geschidigte keinen Zugrift hat, und kann es besser
tiberwachen'*® und mittels Updates die Sicherheitseigenschaften auch nach-
traglich modifizieren'#4. Deshalb hat er auch nach Inverkehrbringen regel-
mafig bessere Beweismoglichkeiten. Bei den Herstellern von KI-Produkten
sind die Erkenntnismdglichkeiten nach dem Inverkehrbringen, anders als
im Fall der vom BGH bisher behandelten Produkte, nicht auf ,allgemein
zugéngliche Ver6ffentlichungen und [...] Erfahrungen, die dessen Benutzer
mit dem Produkt inzwischen gemacht haben’4> beschrinkt, sondern rei-
chen deutlich weiter. Aufgrund der fortbestehenden Mdglichkeiten, auf das
Produkt Einfluss zu nehmen, ist auch die Wahrscheinlichkeit einer scha-
densurséchlichen Sorgfaltspflichtverletzung hoher als bei herkdmmlichen
Produkten. Es spricht somit viel dafiir, bei KI-Produkten eine Beweislast-
umkehr so lange anzunehmen, wie der Hersteller mit dem Produkt in einer
Art und Weise verbunden bleibt, die ihm eine mit der urspriinglichen

140 Vom Nachweis der ,inneren Sorgfalt“ soll der Hersteller allerdings entlastet werden,
vgl. BGHZ 80, 186 (199); ausfiihrlicher dazu Mayrhofer, Auflervertragliche Haftung
(Fn.7), S.351f.

141 BGHZ 80, 186 (198).

142 Vgl. Wagner, Verantwortlichkeit (Fn. 43), 738.

143 Vgl. J-P. Giinther, Roboter und rechtliche Verantwortung, Miinchen 2016, S.159f;
Wagner, Autonome Systeme (Fn. 130), 751; P. Schrader, Herstellerhaftung nach dem
StVG-AndG 2017, DAR 2018, 314 (317); B. von Bodungen, Zivilrechtliche Haftung
beim Einsatz kiinstlicher Intelligenz im autonomen Straflenverkehr von morgen
Geltendes Recht und Reformbestrebungen auf EU-Ebene, SVR 2022, 1 (4); G. Wie-
be, IT-sicherheitsbezogene Pflichten von Herstellern smarter Produkte, InTeR 2021,
65 (69), wo auch auf die datenschutzrechtlichen Grenzen hingewiesen wird.

144 Wagner, Verantwortlichkeit (Fn. 43), 728; P. Schrader, Neujustierung der Gefahr-
dungs- und Verschuldenshaftung bei der Fahrzeugautomatisierung, DAR 2022, 9
(10).

145 BGHZ 80, 186 (198).

213

hitps:/fdol.org/10: -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Ann-Kristin Mayrhofer

Kontrolle vergleichbare Kontrolle erméglicht.¢ Hierdurch nahert sich die
Deliktshaftung der EU-Produkthaftung: Dort haftet der Wirtschaftsakteur,
anders als bisher, regelméflig auch fiir Fehler, die zwar erst nach Inverkehr-
bringen, aber vor dem Verlust der ,Kontrolle des Herstellers“ entstanden
sind (Art.7 Abs.?2 lit.e, 11 Abs. 247 ProdHaftRL) oder erkennbar wurden
(Art.11 Abs.1 lit. e ProdHaftRL).1*® ,Kontrolle des Herstellers® liegt nach
Art. 4 Nr.5 ProdHaftRL vor, wenn der Hersteller dem Hinzufiigen einer
Komponente (einschliellich Updates) oder der Anderung eines Produkts
zustimmt (lit.a) oder wenn er in der Lage ist, Updates bereitzustellen
oder bereitstellen zu lassen (lit. b). Anders als bei der EU-Produkthaftung
kann der Hersteller sich jedoch im Rahmen von § 823 Abs.1 BGB durch
den Nachweis fehlenden Verschuldens exkulpieren. Dieser Nachweis diirfte
zwar nicht einfach sein; damit die Produzentenhaftung effektiv auf anderen
Griinden als der Fehlerhaftigkeit i.Sv. Art.2 Abs. 4 lit.b ProdHaftRL be-
ruht, darf er aber auch praktisch unmoglich gemacht werden.!*?

Diese Erweiterung in zeitlicher Hinsicht befreit den Geschidigten nicht
davon, den Fehler und die Fehler-Kausalitat nachzuweisen. Grundsatzlich
ist es allerdings auch denkbar, eine Beweislastumkehr nach Fehlentschei-
dungsrisiken unabhingig vom Nachweis eines schadensursiachlichen Feh-
lers vorzunehmen.*® Jedoch miissen dann neben den — nicht immer ge-
gebenen®' - besseren Beweismoglichkeiten des Herstellers andere Umstan-
de vorliegen, die eine schadensurséchliche Pflichtverletzung iiberwiegend

146 Zum mafigeblichen Zeitraum vgl. Mayrhofer, Aufiervertragliche Haftung (Fn. 7),
S.297 .

147 Art.11 Abs.2 ProdHaftRL umfasst allerdings nicht alle Fille der ,Kontrolle des
Herstellers"

148 Austithrlich dazu A.-K. Mayrhofer, Farewell to the ‘Factory Gate Principle’? - Lia-
bility for Post-Market Defects Within the Manufacturer's Control, in: D. Messner-
Kreuzbauer (Hrsg.), The Revised Product Liability Directive - Open Questions
at the Time of Implementation/Mayrhofer (in Vorbereitung fiir Beginn 2026, De
Gruyter).

149 Ausfithrlich dazu B. Gsell/A.-K. Mayrhofer, Konkurrierende nationale Haftungsre-
geln und Dienstleistungshaftung (Fn 10), S. 33 ff.

150 So wohl Thone, Autonome Systeme (Fn. 47), S. 258 ff. sowie Kiitiik-Markendorf/Es-
sers, Haftungsfragen (Fn. 47), 25 unter Hinweis auf die ,Sphirentheorie®; siehe
auch M. Martini, Algorithmen als Herausforderung fiir die Rechtsordnung, JZ 2017,
1017 (1024) fiir eine Beweislastumkehr zu Lasten des ,Anbieters” angesichts einer
sstrukturellen Asymmetrie® hinsichtlich der Erkenntnismoglichkeiten; siehe zum
Folgenden bereits Mayrhofer, AuServertragliche Haftung (Fn. 7), S. 334 ff.

151 Siehe dazu oben vor und mit Fn. 99.
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wahrscheinlich machen.? Hierfiir konnte auf die Grofle der Gefahr, also
vor allem auf die bedrohten Rechtsgiiter sowie auf den Autonomie- und
Automatisierungsgrad abgestellt werden. Je grofier der drohende Schaden
und je geringer die Kontrollierbarkeit durch den Verwender, desto intensi-
ver sind die Sorgfaltspflichten des Herstellers und desto wahrscheinlicher
deren Verletzung.!">3 Grundsitzlich kann auch ein fehlerhaftes Verhalten des
KI-Produkts fiir dessen Fehlerhaftigkeit sprechen.®* Unzumutbar wiren
dem Hersteller einzelne Fehlentscheidungen aus den genannten Griinden
nicht.

F. Ausblick: Europdische Beweislastverteilung nach
Fehlentscheidungsrisiken?

KI-Systeme stellen das Haftungsrecht vor Herausforderungen. Diesen He-
rausforderungen sollte allerdings nicht nur durch KI-spezifische Losungen
begegnet werden, vielmehr sollten sie auch Anlass dafiir sein, Fragen
wie die Beweislast allgemein neu zu denken und mdglicherweise neu zu
regeln.!>> Dass die ProdHaftRL nach diesem Ansatz verfihrt, ist zu begrii-
8en, zumal die Abgrenzung zwischen KI-Systemen und anderen Produkten
nicht immer auf der Hand liegt.1°® Die neuen gesetzlichen Beweislastregeln
konnen bei KI-Produkten Abhilfe leisten, sind aber auch bei anderen Pro-
dukten, bei denen ebenfalls Aufklarungsschwierigkeiten bestehen konnen,
anwendbar.’®” Entsprechendes gilt fiir eine mogliche richterrechtliche Be-
weislastverteilung nach Fehlentscheidungsrisiken im Rahmen der allgemei-
nen Verschuldenshaftung gem. § 823 Abs.1 BGB, die noch nicht einmal

152 Vgl. Martini, Algorithmen als Herausforderung (Fn. 150), 1024, wonach der Ge-
schadigte Tatsachen vortragen miisse, ,die mit tiberwiegender Wahrscheinlichkeit
darauf schlieflen lassen, dass unzuldssige Parameter Eingang in die Entscheidung
gefunden haben®; nach Thone, Autonome Systeme (Fn. 47), S.260 soll fiir eine
Beweislastumkehr eine ,gewisse (Anfangs-)wahrscheinlichkeit” erforderlich sein.

153 Vgl. dazu Mayrhofer, Aufiervertragliche Haftung (Fn. 7), S. 117, 334.

154 Fir eine Vermutung des Produktfehlers im Fall eines Fehlverhaltens etwa G. Borges,
Haftung fiir KI-Systeme, CR 2022, 553 (559); siche bereits oben vor und mit Fn. 86
im Zusammenhang mit Art. 10 Abs. 2 lit. ¢ ProdHaftRL.

155 Siehe bereits Mayrhofer, Aufiervertragliche Haftung (Fn. 7), S.297 ff.; Mayrhofer,
Haftung des Verwenders (Fn. 7), 886; A.-K. Mayrhofer, Die Haftung des Verwenders
von KI-Systemen auf der ,,zweiten Stufe;, ZGE 2024, 490 (515).

156 Siehe oben vor und mit Fn. 25.

157 Vgl. auch Hacker, European Al liability directives (Fn. 15), 14.
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auf Produkte i.Sv. Art.4 Nr.1 ProdHaftRL und Wirtschaftsakteure i.Sv.
Art. 8 ProdHaftRL beschrénkt ist, sondern z.B. auch Verwender von KI-
Produkten erfassen kann.® Diese Beweislastumkehr, die an die konkreten
Fehlentscheidungsrisiken ankniipft, konnte auch ein Modell fiir eine allge-
meinere gesetzliche Regelung sein. Die Europdische Kommission mdchte
nach der Riicknahme des KI-HaftRL-E priifen, ob fiir die KI-Haftung ein
anderer Ansatz gewéhlt werden sollte.”™ In einem complementary impact
assessment zum KI-HaftRL-E hat P. Hacker bereits vorgeschlagen, keine
spezielle KI-Haftung, sondern, wie in der ProdHaftRL, eine Haftung fiir
Software zu regeln.!® Ein nicht auf KI-Systeme beschrankter Ansatz ist
in der Tat vorzugswiirdig. Sofern nicht gleich eine Gefidhrdungshaftung
eingefiihrt werden soll,'! sondern, wie im KI-HaftRL-E, zunichst nur die
Verschuldenshaftung durch Offenlegungs- und Beweislastregeln modifiziert
werden soll, kénnte eine Beweislastverteilung nach Fehlentscheidungsrisi-
ken ein Baustein der Losung sein.

158 Dazu Mayrhofer, Haftung des Verwenders (Fn. 7).

159 Annexes to the Communication from the Commission to the European parliament,
the Council, the European Economic and Social Committee and the Committee of
the Regions, Commission work programme 2025, 11.2.2025, COM(2025) 45 final,
Annex IV, 26: ,[...] the Commission will assess whether another proposal should be
tabled or another type of approach should be chosen®

160 P. Hacker, Proposal for a directive on adapting non-contractual civil liability
rules to artificial intelligence, Complementary impact assessment, 2024, IL, 11f,
https://www.europarl.europa.eu/RegData/etudes/STUD/2024/762861/EPRS_
STU(2024)762861 EN.pdf (abrufbar am 4.9.2025).

161 Zu den Vor- und Nachteilen P. Hacker, Proposal for a directive on adapting non-
contractual civil liability rules to artificial intelligence (Fn. 160), 29 ff. m.w.N.
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El programador de software: ;prestador de servicio o productor?

Tomas Gabriel Garcia-Micd, Universitat de Barcelona”

Abstract: Los programas informaticos (software) son conjuntos de cédigo
en lenguaje de programacion que establecen las reglas de funcionamiento
del dispositivo en el que se integran o con el que se interconectan. Como
tales, no son mds que informacién: son intangibles, son servicios. Bajo la
vigencia de la Directiva 85/374, la STJUE Krone aclaré que, aunque la infor-
macién no constituye un producto en si misma, si puede ser considerada
un componente, siempre que se refiera a uno de los elementos inherentes
al producto en el que se integra. Este cambio se consolida con la aproba-
cién de la Directiva 2024/2853, que incluye expresamente a los programas
informaticos en la definicién de producto y, ademas, consagra y matiza el
principio establecido por la STJUE Krone mediante la introduccién de los
denominados “servicios conexos”.

Palabras clave: Programa informatico, informacién, servicio digital, re-
sponsabilidad por producto defectuoso, servicio conexo.

Zussamenfassung: Softwareprogramme sind Ansammlungen von Codes,
die in einer Programmiersprache abgefasst sind und die festlegen, nach
welchen Regeln das Gerit funktioniert, in das sie integriert oder mit dem
sie verbunden sind. Als solche stellen sie lediglich Informationen dar: sie
sind immateriell, sie sind digitale Dienste. In Bezug auf die Richtlinie
85/374 stellte der EuGH im Urteil Krone klar, dass Informationen zwar
kein Produkt im eigentlichen Sinne sind, jedoch als Faktor zu Bestimmung
der Fehlerhaftigkeit eines Produkts angesehen werden konnen, sofern sie
sich auf das Produkt beziehen, dem sie innewohnen. Diese Auslegung
wird durch die Verabschiedung der Richtlinie 2024/2853 untermauert, die
Softwareprogramme ausdriicklich in die Produktdefinition einbezieht und

* Profesor lector de Derecho civil y miembro del Instituto de investigacién TransJus. Esta
contribucién forma parte del Proyecto I+D+i PID2024-157907NB-100, financiado por
MICIU/AEI/10.13039/501100011033 y por FEDER UE; y se integra en las actividades
del Grup de Dret civil catala UB de investigacién consolidado por la Generalitat de
Catalufa 2021 SGR 347.
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dartiber hinaus den im Urteil Krone aufgestellten Grundsatz durch die
Einfithrung sogenannter ,verbundener Dienste bestatigt und prazisiert.

Schliisselwirter: Softwareprogramm, Information, digitaler Dienst, Pro-
dukthaftung, verbundener Dienst.

A. Introduccion

Los programas informdticos son informacién y, por tanto, intangibles e
incorpdreos. Por ello, los danos que causen se pueden reclamar por el
régimen de responsabilidad por servicio defectuoso propio del Derecho es-
paiiol. Esto ha cambiado con la aprobacién de la Directiva (UE) 2024/2853,
de 23 de octubre de 2024, sobre responsabilidad por los dafios causados por
productos defectuosos y por la que se deroga la Directiva 85/374/CEE del
Consejo (en adelante, DPD),! que ha incluido a los programas informéticos
entre el elenco de productos cubiertos por su dmbito de aplicacion, lo
cual confirma una tendencia que empezé con las Directivas 2019/771, de
20 de mayo de 2019, relativa a determinados aspectos de los contratos de
compraventa de bienes? (Considerandos 5 y 14 y art. 2.5 b) y 2019/770, de
20 de mayo de 2019, relativa a determinados aspectos de los contratos de
suministro de contenidos y servicios digitales:3 la progresiva superacion del
clésico binomio producto (o bien) y servicio.

El trabajo analiza el dificil y forzado encaje que en la actualidad tienen
los programas informaticos en la Directiva 85/374/CEE del Consejo, de
25 de julio de 1985, relativa a la aproximacion de las disposiciones legales,
reglamentarias y administrativas de los Estados Miembros en materia de
responsabilidad por los dafos causados por productos defectuosos (en lo
sucesivo, Directiva 85/374),* que seguira aplicindose a los productos intro-
ducidos en el mercado antes del 9 de diciembre de 2026. A continuacidn,
se expondran los cambios mas relevantes que introduce la DPD vy las
consecuencias que tendrd para el Derecho espafiol su entrada en vigor y
transposicion.

1 DOL, de18.11.2024.

2 DO L 136, de 22.5.2019.
3 DO L 136, de 22.5.2019.
4 DO L 210, de 7.8.1985.
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B. Los programas informdticos

Un programa informdtico es intangible, pues no es mas que informacién,
un conjunto de instrucciones o de comandos sobre cémo operard o funcio-
nard un concreto sistema.’> En el ciclo de vida del programa informatico
previo a su comercializaciéon debemos distinguir entre distintas fases: la pri-
mera fase, en que se disefia el algoritmo, es decir, la redaccién del objetivo
perseguido por el programador (e.g., encontrar la ruta mas rapida entre dos
puntos). La segunda fase, en la que el algoritmo se convierte en el cédigo
fuente, un archivo digital que contiene instrucciones concretas, escritas en
lenguaje de programacion. Y la dltima fase, en la que se traduce el cédigo
fuente mediante compiladores, intérpretes, ensambladores u otros sistemas
de traduccidn, y que resulta en los archivos ejecutables que se integran (por
medios tangibles) o interconectan (por medio de su descarga e instalacién)
con el equipo informatico.

Una vez instalados en el equipo informdtico pueden tener, a su vez, una
funcién esencial para el funcionamiento del sistema (e.g., la actualizacion
del sistema operativo de un teléfono mdévil); o una funcién secundaria o
complementaria, cuya inexistencia no impide que el sistema funcione (e.g.,
aplicaciones bancarias, redes sociales).

C. Situacion vigente

I. Los programas informaticos como componentes de productos

El art. 136 del Real Decreto Legislativo 1/2007, de 16 de noviembre, por el
que se aprueba el texto refundido de la Ley General para la Defensa de

los Consumidores y Usuarios y otras leyes complementarias (en adelante,
TR-LGDCU)® define el producto como un bien mueble,” incluso cuando

5 J. Stapleton, Software, Information and the Concept of Product, Tel Aviv University
Studies of Law, 9, 1989, pp. 147 ss, p. 150; J. Stapleton, Product Liability, Londres: Butter-
worths, 1994, p. 333; M. Gili Saldasia, El producto sanitario defectuoso en Derecho
espafiol, Barcelona: Atelier, 2008, p. 190; PA. de Miguel Asensio, Derecho privado de
Internet, 62 ed., Navarra: Thomson, 2022, p. 205.

6 BOE num. 287, de 30.11.2007.

7 Sobre el concepto de bien mueble, LH. Claveria Gosdlbez, Art.335 en: C. Paz-Ares
Rodriguez et al. (dirs.), Comentario del Cédigo Civil, I, Madrid: Ministerio de Justicia,
1991, p. 931.
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se encuentra incorporado a otro mueble o inmueble. El precepto incluye
expresamente el gas y la electricidad.

En lo relativo al programa informatico, algunas legislaciones lo han in-
cluido expresamente (Estonia®), mientras que otras lo han excluido, preci-
samente por la exigencia de corporeidad de todo bien mueble.” La doctrina
tampoco sostiene una posicién unanime. Un primer sector'® afirma que
todos los programas informaticos deben ser considerados componentes de
producto porque la Directiva 85/374 perseguia la reparacién de los dafos
causados por productos fabricados en masa. Los programas informaticos
lo son, salvo cuando se desarrollan de conformidad con las especificas
exigencias de su destinatario.! Un segundo sector interpreta literalmente la
Directiva 85/374, de modo que entiende que solamente el software integra-
do puede ser considerado un componente de producto.!?

8 §1063(1) fine Voladigusseadus: “[...] los programas informéticos también son conside-
rados bienes muebles”.

9 Art. 6.42 dela loi portant le livre 6 “ La responsabilité extracontractuelle” du Code civil,
de 7 de febrero de 2024 (Bélgica), que prevé que son productos “los bienes muebles
corporales” (tout bien meuble corporel); asi como el § 4 de la Produkthaftungsgesetz
austriaca (Produkt ist jede bewegliche kirperliche Sache).

10 Véase G. Wagner, Produkthaftung fiir autonome Systeme, Archiv fiir civilistische
Praxis, 217(6), 2017, pp. 707 ss, p. 719; T. Liivak, Liability of a manufacturer of fully
autonomous and connected vehicles under the Product Liability Directive, Interna-
tional Comparative Justice, 4(2), 2018, pp. 178 ss, p. 181 y H. Koziol, Osterreichisches
Haftpflichtrecht, T. ITI, 32 ed., Viena: Jan Sramek, 2020, p. 453.

11 D. Fairgrieve et al., Product Liability Directive en: P. Machnikowski (ed.), European
Product Liability. An Analysis of the State of the Art in the Era of New Technologies,
Cambridge: Intersentia, 2016, pp. 17 ss, p. 17; JS. Borghetti, How can Artificial Intelli-
gence be Defective? en: S. Lohsse et al. (dirs.), Haftung fiir Kiinstliche Intelligenz und
das Internet der Dinge, Baden-Baden: Nomos, 2019, pp. 63 ss, p. 64; G. Wagner en:
FJ. Sacker (dir.), Miinchener Kommentar zum Birgerlichen Gesetzbuch: BGB, 8 ed.,
Munich: C.H. Beck, 2020, § 2 Rn. 21. Este argumento también ha sido acogido por la
jurisprudencia de los tribunales de Estados Unidos en Halstead v. United States, 535
F. Supp. 782, 791 (D. Conn. 1982) y Saloomey v. Jeppesen & Co., 707 E2d 671, 676 (2d
Cir. 1983).

12 MA. Hogg, Liability for Unknown Risks: A Common Law Perspective, Journal of
European Tort Law, 7(2), 2016, pp. 1 ss, p. 11; S. Rockstroh y H. Kunkel, IT Sicherheit
in Produktionsumgebungen, MMR Zeitschrift fiir IT-Recht und Recht der Digitali-
sierung, 2, 2017, pp. 77 ss, p. 82; G. Spindler, User Liability and Strict Liability in the
Internet of Things and for Robots en: S. Lohsse ef al. (dirs.), Haftung fiir Kiinstliche
Intelligenz und das Internet der Dinge, Baden-Baden: Nomos, 2019, pp. 125 ss, p. 128.
También en la doctrina y jurisprudencia norteamericanas, donde en algunos casos
el software no integrado se ha excluido de la definicién de producto, ya fuera por la
falta de tangibilidad [America Winter v. G.P. Putnam’s Sons, 938 F.2d 1033, 1036 (9th
Cir. 1991); Am. Online, Inc. v. St. Paul Mercury Ins., 207 E. Supp. 2d 459, 467 (E.D.
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Finalmente, hay otro sector doctrinal que califica de arbitraria la dis-
tincidon en funcién del soporte.* Sus argumentos se basan en la STJUE
C-128/11, de 3 de julio de 2012, UsedSoft GmbH c. Oracle International
Corp.,* en la que se discutia si y en qué circunstancias la descarga de
Internet de una copia de un programa de ordenador, autorizada por el
titular de los derechos de autor, podia dar lugar al agotamiento del derecho
de distribucién en la UE de dicha copia conforme al art. 4.2 de la Directiva
2009/24/CE del Parlamento Europeo y del Consejo, de 23 de abril de 2009,
sobre la proteccién juridica de programas de ordenador.® El TJUE declaré
la irrelevancia del soporte:

§ 47. “[...] es indiferente [...] que la copia del programa [...] haya sido pu-
esta a disposicién del cliente [...] mediante la descarga de la pagina web
de este 0 mediante un soporte material [...]. [L]a operacién consistente
en descargar desde este soporte una copia del programa de ordenador
y la operacién consistente en celebrar un contrato de licencia siguen
siendo indisociables para el adquirente [...]. [I]gualmente, en el caso de
la puesta a disposicion de una copia del programa de ordenador contro-
vertido mediante un soporte material, como puede ser un CD-ROM o
un DVD, la transferencia del derecho de propiedad de tal copia”.

Ademas, en cuanto a la naturaleza del proceso econémico implicado en la
venta del programa informatico, afiadio:

§61. “[...] la venta de un programa de ordenador en CD-ROM o DVD
y la venta de un programa de ordenador mediante descarga de Internet
son similares. En efecto, la modalidad de transmisién en linea es el
equivalente funcional de la entrega de un soporte material. [...]”.

La doctrina que defiende esta ultima tesis también se apoya en la STJUE
C-219/11, de 22 de noviembre de 2012, BioSemi' y en los arts. 2.4 II (que

Va. 2002) y Torres v. City of Madera, No. 09-16573, 2005 WL 1683736, 46-49 (E.D.
Cal. 2005)], por su equiparaciéon con los servicios profesionales [MD. Scott, Tort
Liability for Vendors of Insecure Software: Has the Time Finally Come?, Maryland
Law Review, 67(2), 2004, pp. 434 ss, p. 436], o porque, en general, los servicios no
son productos [La Rossa v. Sci. Design Co., 402 F.2d 937, 942 (3d Cir. 1968); Lemley
v. ] & B Tire Co., 426 E. Supp. 1378, 1379 (W.D. Pa. 1977); Snyder v. ISC Alloys, 772 F.
Supp. 244, 250 (W.D. Pa. 1991); y Torres].

13 Wagner (n. 11) Rn. 22.

14 ECLI:EU:C:2012:407.

15 DO L 111, de 5.5.20009.

16 ECLI:EU:C:2012:742.
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especifica que un programa informatico también se considerard un produc-
to sanitario) y 10.16 (que prevé la posibilidad de reclamacién de indem-
nizaciones por dafios y perjuicios causados por un producto defectuoso
con arreglo al Derecho de la Unién o nacional aplicable) del Reglamento
2017/745 del Parlamento Europeo y del Consejo, de 5 de abril de 2017,
sobre los productos sanitarios.l” Segin mi punto de vista estas normas no
pueden utilizarse como un argumento a fortiori para la interpretacién del
régimen de responsabilidad por productos defectuosos, porque incluyen
expresamente los programas informaticos en su ambito de aplicacién ob-
jetivo, a diferencia de la Directiva 85/374 y el TR-LGDCU, que guardan
silencio sobre el particular. No son normas parecidas que permitan una
aplicacién analdgica, por no existir identidad de razén.

Como se puede observar, el inico punto en que los tres sectores doctri-
nales coinciden es que los programas informaticos integrados son siempre
componentes de producto. Asi pues, hay que ver cuando y en qué con-
diciones la informacién (el programa informadtico interconectado) puede
convertir en defectuoso al producto que le sirve de soporte. En definitiva,
en qué casos podra la informacion recibir el tratamiento de componente
de producto. Ello sucederd cuando sea esencial para el funcionamiento del
bien mueble que le sirve de soporte.

1. El principio de los elementos intrinsecos

Esta cuestion se planted en la STJUE C-65/20, de 10 de junio de 2021, VI c.
Krone - Verlag Gesellschaft mbH ¢ Co KG,'8 en que se discutia si la empresa
editorial de un diario (Krone — Verlag Gesellschaft) podia ser responsable
por un consejo de salud inexacto que habia publicado un monje de una
orden religiosa experto en remedios medicinales naturales y que habia
causado graves dafios a una lectora que lo habia seguido.

El TJUE sostiene que la informacién, por su intangibilidad e incorporei-
dad, no es un producto conforme a la definicién de la Directiva 85/374
¥, por lo tanto, es un servicio excluido de su ambito de aplicacién (§§ 27
y 32). Ahora bien, considera que debe examinarse si un consejo de salud
(informacién) inexacto puede conferir el cardcter defectuoso al periddico
(bien mueble corporal que le sirve de soporte). Si la respuesta fuera afirma-

17 DO L 117, de 5.5.2017.
18 ECLI:EU:C:2021:471.

222

hitps://dol.c ) -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

El programador de software: ;prestador de servicio o productor?

tiva, el defecto en la informacién convertirfa en defectuoso el producto que
constituye su suporte (como si fuera un componente intangible). Por otro
lado, si fuera negativa, la victima unicamente podria reclamar contra el
prestador del servicio defectuoso (§41). Segun el TJUE, como el consejo
de salud litigioso no se referfa a uno de los “elementos intrinsecos” del
periddico, no era posible considerarlo defectuoso por la incorreccién de la
informacidn que contenia.

En sintesis, solamente si la informacién errénea forma parte de uno de
los elementos clave (intrinsecos) del producto que constituye su suporte,
entonces se puede considerar dicho producto es defectuoso.

2. El caso de los programas informaticos interconectados

El razonamiento de Krone es aplicable a este tipo de supuestos.?’ Por
ejemplo, un teléfono maévil estd compuesto por dos tipos de programas in-
formaticos: el sistema operativo (Android, i0S, macOS) y las aplicaciones.
El sistema operativo es esencial para que el teléfono mdévil funcione; las
aplicaciones, no.

El dafio que una aplicacién cause al usuario no convertird al teléfono
en defectuoso. En virtud del principio de los elementos intrinsecos, dichas
aplicaciones no se refieren ni al uso ni a la presentacion del producto en
el que se instalan y, por ende, no le proporcionan funcionalidad alguna.
Otro escenario bien distinto serd si el sistema operativo (o, mas bien, una
de sus actualizaciones) es la causa del dafio. Entonces, el sistema operativo
si convertird al teléfono en defectuoso.?!

II. Los programas informaticos como servicios

Por lo tanto, los programas informaticos que no son esenciales para el
funcionamiento del dispositivo en el que se interconectan serdn un servicio

19 Esta cuestion, antes de Krone, ya habia sido objeto de anilisis por la doctrina com-
parada que, sin decirlo expresamente, aplicaban este criterio. Véase P. Varul et al.,
Voladigusseadus I1I. Kommenteeritud véljaanne, Tallin: Juura, 2009, p. 706.

20 L. Morlet-Haidara, L'utilisation de l'intelligence artificielle en santé: contexte et focus
sur l'engagement des responsabilités, Journal de Droit de la Santé et de I'Assurance
Maladie, 21, 2018, pp. 99 ss, p. 105.

21 C. Twigg-Flesner, The Tale of the Grating Horseradish. Case Note on VI v KRONE-
Verlag (C-65/20 VI), Journal of European Consumer and Market Law, 6, 2021, pp.
262 ss, p. 265.
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y los dafios que causen podran ser reclamados bajo el régimen de responsa-
bilidad por servicios defectuosos, propio del Derecho espafiol.

1. Los origenes de la responsabilidad por servicios defectuosos en Espaia

La defensa de los intereses y derechos de los consumidores y usuarios esta
reconocida en el art. 51.1 de la Constitucién Espafiola:

“Los poderes publicos garantizardn la defensa de los consumidores y
usuarios, protegiendo, mediante procedimientos eficaces, la seguridad, la
salud y los legitimos intereses econdmicos de los mismos”.

En cumplimiento de este mandato, el legislador espafol aprobé la Ley
26/1984, de 19 de julio, General para la Defensa de los Consumidores y
Usuarios (en adelante, LGDCU), cuyo capitulo VIII regulaba un régimen
de responsabilidad dual: el general, basado en la culpa presunta (art. 26
LGDCU) y el especial, para determinados servicios, basado en la responsa-
bilidad objetiva (art. 28 LGDCU). Una confusa técnica legislativa trataba
conjuntamente productos defectuosos y servicios y complicé la aplicacién
practica de esas normas.?> Luego, se aprobd la Ley 44/2006, de 29 de
diciembre, de mejora de la proteccion de los consumidores y usuarios, que
habilitaba al Gobierno a refundir en un unico texto la LGDCU vy otras
leyes. El resultado fue el vigente TR-LGDCU.

2. La responsabilidad por servicios defectuosos del TR-LGDCU

En el TR-LGDCU, el régimen de la responsabilidad por servicio se ha
mantenido dividido en aquellos regimenes, en los arts. 147 y 148 TR-LGD-
CU, respectivamente. Este régimen podria resultar de aplicaciéon a los
programas informaticos. El sujeto responsable siempre es el prestador de
servicios y quien esta legitimado activamente para ejercitar la pretensién
indemnizatoria debe ser “consumidor y usuario”.

Este régimen de responsabilidad no tiene por objeto resarcir al usuario
por el incumplimiento parcial o total de la obligacién contractual del pre-

22 A. Azparren Lucas, Art. 147 TR-LGDCU en: S. Cdmara Lapuente (dir.), Comentarios
a las Normas de Proteccién de los Consumidores, Madrid: Colex, 2011, pp. 1260 ss,
p. 1261 y MA. Parra Lucdn, Art.147 TR-LGDCU en: R. Bercovitz Rodriguez-Cano
(coord.), Comentarios del Texto Refundido de la Texto Refundido de la Ley General
para la Defensa de los Consumidores y Usuarios y otras Leyes Complementarias,
Cizur Menor: Aranzadi, 2015, pp. 2067 ss, p. 2068.

224

hitps:/fdol.org/10: -


https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

El programador de software: ; prestador de servicio o productor?

stador del servicio (e.g., sustituir el liquido de frenos), si no es que dicho
incumplimiento ha causado un dafio a la salud o a la integridad fisica del
usuario (e.g., que el vehiculo no frene adecuadamente y se produzca un
accidente). Esto es, el fundamento de la responsabilidad no es el incumpli-
miento del contrato, sino el dafio personal que la inadecuada prestacion del
servicio (de reparacion de vehiculos) cause al consumidor.

a) El sujeto activo de la pretensién indemnizatoria: el “consumidor o
usuario”

El “usuario” es un término sinénimo al de “consumidor”, solo que aquel
es el término adecuado para referirse a los servicios, pues la ley los usa
indistintamente. En todo caso, para ser mas rigorista con el lenguaje, voy a
emplear en lo sucesivo el concepto de usuario.

Ahora bien, el Libro Tercero (en el que se encuentran los arts. 147 y 148
TR-LGDCU) no nos define el concreto sujeto (el “consumidor o usuario”),
de manera que tenemos que integrar esta laguna con las previsiones del art.
3.1 (segun el cual es la persona fisica que actiia con un propdsito ajeno a
su actividad comercial, empresarial, oficio o profesién) y el Considerando
III 3 de la exposicién de motivos del TR-LGDCU (segun el cual también
debe haber contratado los bienes y servicios como destinatario final, sin
incorporarlos a otro proceso de produccion, comercializacién o prestacion
de servicios). Es decir, solamente aquella persona que haya contratado
directamente el servicio defectuoso podra reclamar responsabilidad al pro-
veedor de conformidad con el régimen de los arts. 147 y 148 TR-LGDCU.23

b) Supuestos de hecho

El art. 148 I TR-LGDCU establece el régimen especial de responsabilidad
aplicable a un conjunto de servicios que, por sus caracteristicas o por dispo-
sicién normativa, incluyan necesariamente la garantia de niveles determin-
ados de eficacia o seguridad, en condiciones objetivas de determinacidn,
y supongan controles técnicos, profesionales o sistematicos de calidad,

23 MA. Parra Lucdn, Art.147 en: R. Bercovitz Rodriguez-Cano (coord.), Comentarios
del Texto Refundido de la Texto Refundido de la Ley General para la Defensa de los
Consumidores y Usuarios y otras Leyes Complementarias, Cizur Menor: Aranzadi,
2015, pp. 2067 ss, p. 2083. También la STS, 12, 29.3.2006 (ECLI:ES:TS:2006:2172).
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hasta llegar en debidas condiciones al usuario. Este articulo estd plagado
de conceptos juridicos indeterminados: no se especifican los criterios de
determinacién de dichos niveles de eficacia o seguridad, ni tampoco qué
grado de calidad es exigible.

El art. 148 II TR-LGDCU prevé un conjunto de supuestos que, en todo
caso, estaran sometidos a este régimen: servicios sanitarios (e.g., alojamien-
to, traslados en ambulancia, condiciones de salubridad de las instalaciones,
prevencion de infecciones nosocomiales),?* de reparacién y mantenimiento
de electrodomésticos, ascensores y vehiculos de motor, servicios de reha-
bilitacién y reparaciéon de viviendas, servicios de revisidn, instalacién o
similares de gas y electricidad y los relativos a medios de transporte.

Si el servicio es subsumible en el art. 148 TR-LGDCU, la responsabilidad
del prestador del servicio es por “el correcto uso de los servicios”. Es decir,
puramente objetiva, a diferencia de lo que sucede en la responsabilidad
por productos, en que la necesidad de acreditar el defecto del producto
ha llevado a cuestionar que la responsabilidad sea, verdaderamente, una
responsabilidad objetiva.?®

Ahora bien, cuando no lo sea, se aplicard el régimen general de respons-
abilidad establecido en el art. 147 TR-LGDCU que hace responsable al
prestador del servicio, salvo que pruebe que ha cumplido las exigencias y
requisitos reglamentariamente establecidos y los demads cuidados y diligen-
cias que exige la naturaleza del servicio. Es decir, impone una responsabi-
lidad por culpa presumida iuris tantum. Asi pues, el usuario solo deberd
probar el resto de los elementos de la pretension: la accién u omisién (i.e.,
la prestacion del servicio), el dafio y la relacion de causalidad. Por su parte,
el prestador del servicio podrd exonerarse de responsabilidad si prueba
su diligencia en un doble nivel: la exigible por el servicio concreto y la
reglamentaria.

En sintesis, la responsabilidad por servicios, en Espafia, no requiere que
se acredite que su prestacion fue defectuosa, incorrecta o inadecuada, pues
ello se presumird, ya sea iuris tantum (art. 147 TR-LGDCU)), ya sea iuris et
de iure (art. 148 TR-LGDCU).

24 Para la delimitacién, TG. Garcia-Micé, Robética quirtrgica y derecho de danos,
Madrid: Marcial Pons, 2024, pp. 189-190.

25 A. Azparren Lucas, Art. 148 TR-LGDCU en: S. Cdmara Lapuente (dir.), Comentarios
a las Normas de Proteccion de los Consumidores, Madrid: Colex, 2011, pp. 1269 ss, p.
1270.
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D. La situacion bajo la DPD

La DPD cambia drésticamente la concepcion de la responsabilidad por pro-
ducto, porque desdibuja la diferencia tradicional entre producto y servicio.

I. La informacién no es un producto

El cédigo fuente nunca sera producto porque carece de funcionalidad si no
es traducido a otro lenguaje o a cédigo binario (Considerando 13 DPD). La
lectura conjunta del art. 4.1 y del Considerando 13 DPD permite concluir
que se mantiene la exclusiéon de la informacién por su intangibilidad. Por
tanto, es un servicio y, ello hace necesario incluir expressis verbis a los
programas informaticos en el ambito de aplicacion de la DPD.

II. Los nuevos productos y componentes

1. Los programas informaticos

El art. 4.1 DPD incluye, sin matices, a todo programa informatico en la de-
finicién de producto. En consecuencia, el programador sera un productor
de un producto acabado. De este modo, todo equipo informdtico estara
compuesto por dos productos independientes: el dispositivo y los progra-
mas informaticos. El defecto de los programas informaticos no convertira
en defectuoso al dispositivo, ni permitird al perjudicado dirigirse contra el
productor de este tltimo.

2. Los servicios conexos
a) Concepto y requisitos

La exclusion de los servicios hace imprescindible que determinadas rea-
lidades que serfan mds cercanas a estos que a los productos deban ser
incluidos en el dmbito de aplicacién de la DPD. Este es el caso de los
denominados servicios conexos. El trasfondo de su incorporacién como
componentes en la DPD (art. 4.4) es su importancia en la configuracién de
las expectativas de seguridad del producto en que se integran. Asi, segtin el
Considerando 17 DPD:
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“Aunque la presente Directiva no debe aplicarse a los servicios como
tales, es necesario ampliar la responsabilidad objetiva a tales servicios
digitales, ya que determinan la seguridad del producto tanto como los
componentes fisicos o digitales. Estos servicios conexos deben consider-
arse componentes del producto en el que estén integrados o al que estan
interconectados cuando estdn bajo el control del fabricante de dicho
producto”.

La definicién de los servicios conexos la hallamos en el art. 4.3 DPD:

“Un servicio digital que estd integrado en un producto o interconectado
con él, de tal manera que su ausencia impediria al producto realizar una
o varias de sus funciones”.

Es una definicién parecida (con la salvedad del inciso “integrado en un
producto”) a la de los arts. 2.5 b) de la Directiva 2019/771 y 2.3 de la Direc-
tiva 2019/770. La clave es dotar de contenido el concepto de funcionalidad
(“funciones”). Como la inclusion de este concreto tipo de servicios es una
excepcion a la regla general de la exclusion de los servicios del ambito de
aplicacion del Derecho de la responsabilidad por productos defectuosos, la
interpretacion de qué servicios son conexos debe ser restrictiva.?®

Si acogiéramos una interpretacion literal del art. 4.3 DPD, el concepto
de “funciones” presenta una laguna que afectaria, seguramente, a su aplica-
cién practica: determinar cudles son las funciones de un dispositivo. Por
ejemplo, en el caso de los teléfonos, antafio esta respuesta era sencilla:
llamar por teléfono o mandar un mensaje de texto. Las funciones de un
teléfono inteligente son las mismas que las de los teléfonos del pasado, pero
mas dudoso es si también lo son el acceso a redes sociales, o poder jugar
a un juego, o tener las aplicaciones del banco. Si el fallo afecta a una de
estas segundas aplicaciones, entonces la dificultad que se encontrarian los
juzgados y tribunales serfa determinar si son o no servicios conexos. Si no
lo son la responsabilidad recaerd, exclusivamente, en el programador.

Por ello mi posicion se basa en atender al espiritu de la DPD: la nor-
ma tiene por objeto los productos, por lo que cualquier inclusién de un
servicio debe ser hecha con moderacién e interpretada restrictivamente.

26 Como también lo ha sido en las Directivas 2019/771 y 2019/770, en que se destaca
también la esencialidad del servicio digital, que supedita la funcionalidad del bien en
que se integra o interconecta. L. Arnau Raventos, Bienes y elementos digitales: ;dos
mundos aparte?, Revista de Educacién y Derecho, 24, 2021, pp. 1 ss, p. 9.
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Ademas, es preciso leer el art. 4.3 con el Considerando 17 DPD, que pro-
porciona varios ejemplos de servicios conexos:

“[...] suministro continuo de datos de trafico en un sistema de navega-
cidn, el servicio de vigilancia de la salud que se basa en sensores de un
producto fisico para rastrear la actividad fisica o los pardmetros de salud
del usuario, el servicio de control de temperatura que supervisa y regula
la temperatura de un frigorifico inteligente, o un servicio de asistente de
voz que permite controlar uno o mds productos utilizando comandos de

»

VOZ .

Asi, la informacidén errénea sobre cémo llegar al destino que provoque que
el conductor circule por una carretera en contradireccién y, en consecuen-
cia, sufra un accidente serd un servicio conexo porque afecta a la funcién
principal del GPS y a su seguridad. Por tanto, el componente (el servicio
conexo defectuoso) convertird al producto (el GPS) en defectuoso y ello
permitird al perjudicado a dirigirse contra el fabricante del GPS (art. 8.1
II DPD), siempre y cuando, dicho servicio conexo defectuoso esté bajo el
control del fabricante.

En este sentido, los tnicos programas informaticos que deben ser trata-
dos como servicios conexos y, por ende, como componentes, son aquellos
que tengan una funcién principal para la seguridad del dispositivo. La
inclusion de los servicios conexos demuestra que el legislador europeo
también ha incluido el principio de los elementos intrinsecos de la STJUE
Krone?” aunque convenientemente matizado para evitar la dificil tarea de
determinar qué es esencial. Asi, la esencialidad de la funcién para la utili-
dad del dispositivo (criterio Krone) se sustituye por la esencialidad de la
funcién para la seguridad del dispositivo (criterio DPD).

Asi, si el concreto programa informaético no afecta en nada a la seguridad
del dispositivo, el fabricante de este tltimo no serd responsable por el
defecto en la aplicacién, que no serd un componente; sino un producto
como tal cuyo tnico responsable serd el programador.

27 G. Spindler, Die Vorschldge der EU-Kommission zu einer neuen Produkthaftung
und zur Haftung von Herstellern und Betreibern Kiinstlicher Intelligenz, Computer
Recht, 11, 2022, pp. 689 ss, pp. 690-691; G. Wagner, Liability Rules for the Digital Age,
Journal of European Tort Law, 13(3), 2022, pp. 191 ss, p. 203.
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b) El control del fabricante

Como hemos visto, la DPD exige dos requisitos para que un programa
informatico pueda ser considerado un servicio conexo y, por ende, un
componente intangible del dispositivo con el que se interconecta: la esen-
cialidad para la seguridad y el control del fabricante.

El control del fabricante estd definido en el art. 4.5) DPD:

“a) accion del fabricante de un producto mediante la que realiza o, con
respecto a las acciones de un tercero, autoriza o consiente en:

i) la integracion, interconexién o suministro de un componente,
incluidas las actualizaciones o mejoras de los programas in-
formaticos; o

ii) la modificacién del producto, incluidas las modificaciones sus-
tanciales;

b) capacidad del fabricante de un producto de suministrar actualizacio-
nes o mejoras de programas informaticos por si mismo o a través de
un tercero’.

Cuando el programa informatico estd en la version de fabrica, el productor
del dispositivo asume el riesgo de que el defecto en el servicio conexo
le haga responsable, y esto es evidente de la lectura del art. 4.5) i) y del
Considerando 18 DPD. También lo serd si obliga a los usuarios a descargar
una aplicacion determinada (Considerando 50 DPD).

Mas dudoso es si se puede responsabilizar al productor del dispositivo
por una aplicaciéon que se puede descargar de la tienda de aplicaciones
oficial del dispositivo (Google Play, por ejemplo). Es decir, si se puede
considerar que ese servicio conexo estd bajo el control del fabricante por el
hecho de que este Gltimo no haya impedido la descarga e instalacién y, en
conclusidn, la haya tolerado. La respuesta negativa nos la da el Consideran-
do 18 de la DPD.

“[...] No debe considerarse que un fabricante haya dado su consentimi-
ento a la integracion o interconexién simplemente por prever la posibili-
dad técnica de la integracién o interconexién, por recomendar determin-
adas marcas o por no prohibir tales servicios conexos o componentes’.

Es decir, tener la posibilidad de descargar la aplicacién no es suficiente
como para considerar que ese servicio digital estd bajo el control del
fabricante. Es necesario algo mds que la mera tolerancia o aquiescencia:
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es imprescindible que, a priori, el productor del dispositivo no admita la
interconexion de dicho servicio digital y que la autorice de manera expresa.

3. El nuevo régimen no beneficia a los usuarios espafoles

Se podria decir que la inclusién de los programas informaticos en la DPD
es beneficioso para los consumidores, pero, en realidad, no es asi, al menos
en Espafa: la responsabilidad por servicio defectuoso no requerird nunca
de la prueba del defecto del servicio, porque la responsabilidad se impon-
drd aun cuando haya funcionado correctamente (art. 148 TR-LGDCU) o
se presumira iuris tantum (art. 147 TR-LGDCU). Por otro lado, el régimen
de la DPD exige en todo caso la prueba del defecto del producto que es,
precisamente, el mayor obstaculo para que los consumidores sean indemni-
zados. Efectivamente, segin datos de la Comision Europea, el 53% de todas
las demandas que se desestiman lo son por falta de acreditacién del defecto
o de la relacién de causalidad entre el defecto y el dafio.?®

E. La compatibilidad de la responsabilidad por servicio defectuoso con la
DPD

Una ultima cuestion a la que se debe dar respuesta es si el régimen actual
de responsabilidad por servicio defectuoso que resultarfa de aplicacion al
programador de software serd compatible con el nuevo régimen resultante
de la DPD.

El art. 2.4 b) y ¢) DPD establece que la DPD no afecta a los derechos que
la persona perjudicada tenga en virtud de las normas nacionales en materia
de responsabilidad contractual o de responsabilidad extracontractual por
motivos distintos del cardcter defectuoso de un producto ni a los derechos
que la persona perjudicada tenga con arreglo a algin régimen especial de
responsabilidad existente el 30 de julio de 1985.

28 Comision Europea, Evaluation of Council Directive 85/374/EEC of 25 July 1985 on the
approximation of the laws, regulations and administrative provisions of the Member
States concerning liability for defective product, SWD(2018) 157 final, p. 25.
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I. La responsabilidad por servicio defectuoso no es un régimen especial de
responsabilidad existente el 30 de julio de 1985

Como hemos visto, el régimen espafol de responsabilidad por servicios de-
fectuosos tiene su origen en la LGDCU de 1984. Es, por tanto, un régimen
previo a la entrada en vigor de la Directiva 85/374. Ahora bien, ello no
es suficiente para mantener dicho régimen de responsabilidad por culpa
presunta.

En tres sentencias, el TJUE ha interpretado este inciso del art. 13 de la
Directiva 85/374 (correlativo del actual art. 2.4 ¢) DPD). En todas ellas, se
dice que no basta solo el elemento temporal, sino también uno objetivo:
que se trate de un régimen aplicable a un concreto sector de produccién.?’
En concreto, y como dice el tercer inciso del Considerando 13 de la Direc-
tiva 85/374:

“[...] que, en tanto que en un Estado miembro se haya logrado también
la proteccion eficaz del consumidor en el sector de los productos far-
macéuticos a través de un régimen especial de responsabilidad, deberfan
seguir siendo igualmente posibles las reclamaciones basadas en dicho
régimen”.
Un régimen de responsabilidad que establezca, por el contrario, la respons-
abilidad en los términos que establezca la Directiva 85/374, pero sin limitar-

lo a un concreto sector de produccién si que serd contrario al Derecho de la
Unién.*0

I1. La responsabilidad por servicio defectuoso no es un régimen de
responsabilidad contractual o extracontractual por motivos distintos del
cardcter defectuoso de un producto

En los casos en que el TJUE ha aplicado este supuesto contemplado tambi-
én por el art. 13 de la Directiva 85/374, lo ha hecho porque el régimen
juridico de que se trataba no estaba incluido en el ambito armonizador de

29 SSTJCE C-52/00, de 25 de abril de 2002, Comisién c. Francia (ECLI:EU:C:2002:252,
§23); C-154/00, de 25 de abril de 2002, Comisién c. Grecia (ECLI:EU:C:2002:254,
§19) y C-183/00, de 25 de abril de 2002, Medicina Asturiana (ECLI:EU:C:2002:255,
§32).

30 STJCE Medicina Asturiana (§ 33).
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El programador de software: ;prestador de servicio o productor?

la Directiva 85/374: responsabilidad por dafios causados a cosas destinadas
y usadas con un fin profesional,® o la asuncién sin restricciones por parte
del proveedor de la responsabilidad culposa del productor.?

Conviene detenernos en el estudio de una reforma posterior al 30 de ju-
lio de 1985 del régimen de responsabilidad por medicamentos defectuosos
contenido en la Arzneitmittelgesetz de 1976 y que concedia a los consumido-
res el derecho a obtener informacién sobre los efectos secundarios de un
producto. La STJUE C-310/13, de 20 de noviembre de 2014, Novo Nordisk3
consideré que este derecho, considerado en abstracto, no estaba afectado
por el dambito de armonizacién méaxima de la Directiva 85/374 y podria
subsumirse en el art. 13 de la Directiva 85/374, porque solamente “puede
ayudar a éste a aportar las pruebas necesarias para poder exigir la responsa-
bilidad del productor” (§§ 25y 27).

I11. La incompatibilidad de la aplicacién del régimen de responsabilidad
por servicio defectuoso al programador

La STJUE C-621/15, de 21 de junio de 2017, Sanofi** explicité que estaban
prohibidas las presunciones que dieran por probada “directa y automatica-
mente la existencia de un defecto del producto” (§ 36). Por este motivo, la
STJUE Novo Nordisk consideré que la reforma de la Arzneitmittelgestz ale-
mana era conforme a la Directiva 85/374 porque “no supone una reversion
[rectius, inversion] de la carga de la prueba que incumbe al perjudicado”
(§28).

Ahora bien, el régimen espafiol de responsabilidad por servicios defec-
tuosos presume la culpa como presupuesto general e invierte la carga de
la prueba de este presupuesto, de manera que el programador debera
acreditar su diligencia. Esta presuncién atenta frontalmente contra el art.
10 DPD. Por lo tanto, con la entrada en vigor de la DPD, dicho régimen
no sera aplicable a los programadores de programas informaticos, ya que
estos estardn ya incluidos en el dmbito armonizado de la responsabilidad
por productos defectuosos.

31 STJCE C-285/08, de 4 de junio de 2009, Leroy (ECLI:EU:C:2009:351, §§ 27 y 28).
32 STJCE C-402/03, de 10 de enero de 2006, Skov y Bilka (ECLI:EU:C:2006:6, § 48).
33 ECLI:EU:C:2014:2385.

34 ECLI:EU:C:2017:484.
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E. Reflexiones finales

Espana cuenta con un régimen de responsabilidad por servicio defectuoso
que coexiste con la responsabilidad por producto defectuoso y que cubre
los supuestos de danos que van mds alld de la esfera de una inconforme
prestacion de un servicio en términos contractuales. Las reglas de respons-
abilidad por servicio defectuoso son verdaderamente favorables para el
usuario, pues la regla general es la de la culpa presunta.

En el régimen de la Directiva 85/374 no todo programa informatico es
componente de producto. Lo serd siempre el que esté integrado a un dispo-
sitivo mediante mecanismos tangibles, como un chip; pero no lo sera el
software no integrado, si bien podra recibir dicho tratamiento si es esencial
para su funcionamiento.

En el régimen de la DPD los servicios (y la informacién) siguen exclui-
dos de su ambito de aplicacion. Ahora bien, el legislador de la Unién ha
incluido expresamente a los programas informdticos en la definicién de
productos. Por ello, los programadores de los archivos ejecutables serdn
productores en los términos de la DPD. A su vez, un programa informatico
también podra ser componente (y, por tanto, convertir al producto final en
que se integre en defectuoso) si es un servicio conexo bajo el control del
fabricante, es decir, si es esencial para la configuracién de las expectativas
de seguridad del producto en que se integra o con el que se interconecta.
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Automatisierte Kreditwiirdigkeitspriifung.
Auswirkungen des Schufa-Urteils auf die Kreditvergabe von
Banken an Verbraucher”

Markus Artz, Universitit Bielefeld

Zusammenfassung: Der Européische Gerichtshof hat die Rechte der Ver-
braucher bei der automatisierten Kreditwiirdigkeitspriifung in zwei grund-
legenden Entscheidungen gestdrkt. Die Urteile betreffen das Datenschutz-
recht. Im Mittelpunkt der ersten Entscheidung steht die weite Auslegung
des Begriffs der Entscheidung. Hier hat der EuGH entschieden, dass auch
die Auskunftserteilung gegeniiber der Bank als Entscheidung gegeniiber
dem Verbraucher eingeordnet werden kann. Die rechtliche Relevanz der
Entscheidung wird damit enorm nach vorne verlagert. In dem zweiten Ver-
fahren, das einen Mobilfunkvertrag betraf, radumte der EuGH den Verbrau-
chern weitreichende Informationsrechte ein. Parallel zum Datenschutzrecht
widmet sich auch die neuen Verbraucherkreditrichtlinie der Thematik
der automatisierten Datenverarbeitung und Kreditwiirdigkeitspriifung auf
dieser Grundlage. Die beiden Regelungen existieren nebeneinander und
erganzen sich. Der Beitrag stellt vor, auf welchem Wege die neue Verbreau-
cherkreditrichtlinie in das deutsche Recht umgesetzt wird und in welchem
Verhiltnis die neuen Vorschriften zum europdischen Datenschutzrecht ste-
hen.

Resumen: El Tribunal de Justicia de la Unién Europea ha reforzado los
derechos de los consumidores en materia de evaluacién automatizada de
la solvencia crediticia en dos sentencias fundamentales. Las sentencias se
refieren a la legislacion sobre proteccién de datos. La primera sentencia
se centra en la interpretacién amplia del concepto de «decisién». En este
caso, el TJUE dictaminé que la provisioén de informacion al banco, también
puede clasificarse como una decisién frente al consumidor. De este modo,
la relevancia juridica de la decisién adquiere una enorme importancia. En

* Este trabajo es un resultado del proyecto de I+D+i PID2021-141910B-100, financiado
por MICIU / AEI /10.13039/501100011033 FEDER, UE, titulado Consentimiento, abusi-
vidad y transparencia en los contratos de contenidos y servicios digitales, del que el prof.
Artz forma parte.
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el segundo proceso, relativo a un contrato de telefonfa mévil, el TJUE con-
cedié a los consumidores amplios derechos de informacién. Paralelamente
a la legislacién sobre proteccién de datos, la nueva Directiva sobre crédito
al consumo también aborda el tema del tratamiento automatizado de datos
y la evaluacion de la solvencia crediticia sobre esta base. Ambas normativas
coexisten y se complementan. La contribucién presenta la forma en que la
nueva Directiva sobre crédito al consumo se transpone al Derecho alemdn
y la relacién entre las nuevas disposiciones y la normativa europea en
materia de proteccion de datos.

Schliisselworter: Kreditwiirdigkeitspriiffung; Entscheidung im Sinne des
Datenschutzrechts

Auskunftsanspruch des Verbrauchers; Automatisierte Entscheidung; Ein-
greifen einer Person Umsetzung der Verbraucherkreditrichtlinie in
Deutschland; Verhaltnis von Verbraucherkreditrecht und Datenschutzrecht

Palabras clave: evaluacion de la solvencia crediticia; decisidon en el sentido
de la ley de proteccién de datos; derecho de informacién del consumidor;
decisién automatizada; intervencién de una persona; aplicacién de la Di-
rectiva sobre crédito al consumo en Alemania; relacion entre la ley de
crédito al consumo y la ley de proteccion de datos.

A. Einleitung

Im Dezember 2023 hat der Europidische Gerichtshof eine viel beachtete
Entscheidung zu datenschutzrechtlichen Aspekten der von der Schufa
ihren Vertragspartnern angebotenen Dienstleistungen getroffen. Deren
Auswirkungen auf die Kreditvergabepraxis der Kreditinstitute gegeniiber
Verbrauchern gilt es unter Beriicksichtigung der Rahmenbedingungen der
neuen Verbraucherkreditrichtlinie und deren Umsetzung in das deutsche
Recht zu untersuchen.

B. Das Geschiftsmodell der Schufa
Die Schufa Holding AG (Eigenschreibweise SCHUFA, vormals SCHUFA

e. V. Schutzgemeinschaft fiir allgemeine Kreditsicherung) ist eine privatwirt-
schaftliche deutsche Wirtschaftsauskunftei mit Sitz in Wiesbaden. Sie ver-
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sorgt ihre Vertragspartner mit Informationen zur Kreditwiirdigkeit Dritter,
insbesondere von Verbrauchern. Dazu prognostiziert sie aus bestimmten
Merkmalen einer Person auf der Grundlage mathematisch-statistischer Ver-
fahren fiir diese die Wahrscheinlichkeit eines kiinftigen Verhaltens (,,Score-
Wert®), wie beispielsweise die Riickzahlung eines Darlehens. Die Erstellung
von Score-Werten (,Scoring®) basiert auf der Annahme, dass durch die
Zuordnung einer Person zu einer Gruppe anderer Personen mit vergleich-
baren Merkmalen, die sich in einer bestimmten Weise verhalten haben, ein
ahnliches Verhalten vorausgesagt werden kann.

Zu den Schufa-Vertragspartnern gehoren neben Banken und Sparkassen
beispielsweise auch Versandhédndler oder Mobilfunkanbieter. Die Zusam-
menarbeit der Schufa mit ihren Vertragspartnern beruht auf dem Prinzip
der Gegenseitigkeit. Die Vertragspartner stellen der Schufa Informationen
tiber das Zahlungsverhalten ihre Kunden zur Verfiigung und erhalten ihrer-
seits bei ,berechtigtem Interesse“ eine Schufa-Auskunft {iber die Bonitat
eines Verbrauchers. Darin besteht die Gegenseitigkeit der Dienstleistung.
Ein berechtigtes Interesse liegt zum Beispiel vor, wenn ein Unternehmen
mit einer Dienstleistung oder Warenlieferung in Vorleistung geht und damit
ein wirtschaftliches Risiko in Gestalt eines Kredits tragt. Dies liegt im Falle
der Darlehensvergabe in der Natur der Sache des Vertrags, betriftt aber
auch andere Formen des Kredits, die nach deutscher Diktion als sonstige
Finanzierungshilfen bezeichnet werden.

C. Die ,SCHUFA-Entscheidung® des EuGH vom 7. Dezember 2023 C-634/21
(OQ/Land Hessen)

1. Lebenssachverhalt

Im Dezember 2023 hat der EuGH ein Urteil! zur datenschutzrechtlichen
Einordnung der Dienstleistungen der Schufa getroffen, der grofie Aufmerk-
samkeit zuteil kam und folgender Lebenssachverhalt zugrunde lag:

Dem betroffenen Verbraucher ist, nachdem durch die Schufa eine ne-
gative Auskunft erteilt worden war, die Gewahrung eines Kredits durch

1 EuGH v. 7.12.2023 - C-634/21 (OQ/Land Hessen), NJW 2024, 413 mit Bspr. Marsch/
Kratz NJW 2024, 392, Taeger BKR 2024, 41, Nink, WM 2024, 2222, Wiedemann, VuR
2024, 174; Blasek, ZD 2024, 258, Buck-Heeb, EuZW 2024, 49, Dubovitskaya/Bosold,
ZIP 2024, 1805, Klein BB 2024, 266, Schumacher/Shapiro WuB 2024, 45, vorgelegt vom
VG Wiesbaden, CR 2022, 162.
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eine Bank verweigert worden. Der Verbraucher forderte die Schufa auf,
Auskuntft iiber die gespeicherten personenbezogenen Daten zu erteilen und
die nach seiner Auffassung unrichtigen Daten zu 16schen. Als Antwort auf
diese Anfrage informierte die Schufa den Verbraucher iiber die Hohe seines
Score-Werts und legte in groben Ziigen dar, wie die Score-Werte berechnet
werden. Sie weigerte sich jedoch unter Berufung auf ihr Betriebs- und
Geschiftsgeheimnis, die bei dieser Berechnung beriicksichtigten Einzelin-
formationen sowie deren Gewichtung offenzulegen. SchliefSlich wies die
Schufa darauf hin, dass sie sich darauf beschrianke, ihren Vertragspartnern
Informationen zukommen zu lassen, und dass diese die den Verbraucher
berithrenden Vertragsentscheidungen trifen, also insoweit frei {iber die
Kreditvergabe entschieden.

I1. Die Entscheidung im Sinne des Art. 22 DS-GVO

Im Zentrum der EuGH-Entscheidung steht die Regelung des Art. 22 Abs. 1
DS-GVO, die folgenden Wortlaut hat:

Die betroffene Person hat das Recht, nicht einer ausschliefSlich auf einer
automatisierten Verarbeitung — einschliefSlich Profiling — beruhenden Ent-
scheidung unterworfen zu werden, die ihr gegeniiber rechtliche Wirkung
entfaltet oder sie in Ghnlicher Weise erheblich beeintréichtigt.

Dem EuGH kam nun die Aufgabe zu, die Anwendung der Vorschrift auf die
von der Schufa erbrachten Dienstleistungen zu kldren, wozu er drei wesent-
liche Kriterien in den Fokus seiner Entscheidung gestellt hat. Notwendig ist
zur Anwendung des Art. 22 Abs. 1 DS-GVO auf die negative Auskunft durch
die Schufa das kumulative Vorliegen folgender Voraussetzungen. Es bedarf
einer

- Entscheidung,
— ausschliefSlich auf einer automatisierten Verarbeitung beruhend,
- mit Entfaltung rechtlicher Wirkung fiir die betroffene Person?.

Mit iiberzeugender Begriindung hat der EuGH hergeleitet, dass samtli-
che Voraussetzungen des Art.22 Abs.1 DS-GVO beim Scoring durch die
Schufa vorliegen. Der Begrift der Entscheidung, so der EuGH, sei weit

2 Ausfiihrlich und eingehend zu der Bedeutung der Begrifflichkeiten Hirsch/Matantu,
BKR 2025, 683.
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zu verstehen und beziehe sich nicht nur auf Handlungen, die rechtliche
Wirkungen gegeniiber betroffenen Personen entfalten. Die Bezeichnung
eines Wahrscheinlichkeitswerts als Ergebnis der Berechnung der Féhigkeit
einer Person zur Erfiillung kiinftiger Zahlungsverpflichtungen kdnne da-
her als ,Entscheidung® qualifiziert werden. Diese Entscheidung beruht
auch ausschliefllich auf einer automatisierten Verarbeitung. Die Schufa
betreibt ,,Profiling®, was als klassischer Fall der als automatisierte Erstellung
personenbezogener Daten einzuordnen ist. Das Profiling wird in Art.22
DS-GVO ausdriicklich erwéhnt. SchliefSlich entfaltet die automatisierte
Entscheidung auch ,rechtliche Wirkung® oder beeintriachtigt den Verbrau-
cher ,in dhnlicher Weise. Denn die Ubermittlung eines unzureichenden
Wahrscheinlichkeitswerts durch die Schufa fithrt in nahezu allen Fillen
dazu, dass die Bank den Kreditantrag ablehnt.

Damit wird der Begriff der Entscheidung erfreulich weit ausgelegt und
erheblich vorverlagert. Es mag sogar aus dem Umstand, dass Kunden kos-
tenpflichtige Dienste einer Wirtschaftsauskunftei in Anspruch nehmen, die
widerlegliche Vermutung aufgestellt werden, dass sie diese Dienste ihrer
Entscheidung iiber eine Kreditvergabe mafigeblich zugrunde legen>.

Das zentrale datenschutzrechtliche Problem der Dienstleitung der Schufa
liegt darin, dass der Schutz des Verbrauchers dadurch gefihrdet oder
umgangen werden konnte, dass das Scoring zur Priifung der Kreditwiir-
digkeit des Verbrauchers in einem Drei-Akteure-Verhiltnis erfolgt. Eine
enge Auslegung der Bestimmung des Art.22 Abs.1 DS-GVO fiihrte zu
einer Rechtschutzliicke und zur Umgehungsgefahr. Die Ermittlung des
Wabhrscheinlichkeitswerts durch die Schufa kénnte lediglich als ,vorberei-
tende Handlung® und nicht als ,Entscheidung® im Sinne der Vorschrift
eingeordnet werden. Sie unterldge dann nicht den besonderen Anforderun-
gen der DS-GVO und Anspriiche des Verbrauchers auf ein ,Eingreifen
einer Person“ gem. Art. 22 Abs.3 DS-GVO bestiinden somit nicht. Auf der
anderen Seite wire die Bank, deren ablehnende Entscheidung zweifellos
unter Art.22 Abs.1 DS-GVO fiele, nicht in der Lage, dem Verbraucher
spezifische Informationen zu erteilen, weil sie dariiber nicht verfigt.

Der EuGH benennt die darin liegende Gefahr der Rechtsschutzliicke
fir den Verbraucher zwischen den beiden Akteuren, Kreditinstitut und
Wirtschaftsauskunftei, die Gefahr der Umgehung von Art. 22 DS-GVO in
seinem Urteil messerscharf. Dem Verbraucher darf kein Nachteil dadurch
geschehen, dass Mafinahmen im Vorfeld der Kreditvergabe auf den Ver-

3 LG Bayreuth BKR 2025, 862 mit Anm. Wettlaufer, ZIP 2025, 1972 mit Anm. Fischer.
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antwortungsbereich verschiedener Unternehmen aufgeteilt werden und da-
durch eine Schutzliicke entsteht. Die Losung sieht der EuGH zutreffend
in der Vorverlagerung der ,Entscheidung” tiber die Kreditvergabe in die
Sphire der Auskunftei, vorliegend der Schufa.

ITI. Rechte der Verbraucher

Die Normadressaten missen sicherstellen, dass das Risiko von Fehlern bei
automatisierten Verfahren minimiert wird. Entsprechende Schutzmafinah-
men umfassen mindestens das Recht der betroffenen Person:

- auf Erwirkung des Eingreifens einer Person seitens des Verantwortlichen,
- auf Darlegung des eigenen Standpunkts,
- auf Anfechtung der gegen sie erlassenen Entscheidung.

Nach dem begriiflenswerten Urteil des EuGH ist Art.22 Abs.1 DS-GVO
daher dahin auszulegen, dass eine ,automatisierte Entscheidung im Einzel-
fall“ im Sinne dieser Bestimmung vorliegt, wenn ein auf personenbezogene
Daten zu einer Person gestiitzter Wahrscheinlichkeitswert in Bezug auf
deren Fahigkeit zur Erfillung kiinftiger Zahlungsverpflichtungen durch
eine Wirtschaftsauskunftei automatisiert erstellt wird, sofern von diesem
Wahrscheinlichkeitswert mafigeblich abhéngt, ob ein Dritter, dem dieser
Wahrscheinlichkeitswert tibermittelt wird, ein Vertragsverhiltnis mit dieser
Person begriindet, durchfiithrt oder beendet.*

In einem weiteren, am 27.2.2025 ergangenen Urteil zur automatisierten
Bonititsbeurteilung, es ging um einen abgelehnten Abschluss eines Mobil-
funkvertrags, hat der EuGH festgestellt, dass aus Art.15 DS-GVO dariiber
hinaus ein weitgehender Auskunftsanspruch fiir die betroffene Person
folgt.

Somit kommt dem Verbraucher im Lichte der beiden EuGH-Entschei-
dungen bereits jenseits des Verbraucherkreditrechts ein weitreichender
Schutz bei der automatisierten Kreditwiirdigkeitspriifung durch das Daten-
schutzrecht zu.

4 Dazu auch Freitag, WM 2025, 1581 (1588).

5 EuGH v. 27.2.2025 - C-203/22 - Dun & Bradstreet Austria, ZD 2025, 261 mit Bspr.
Dubovitskaya, ZIP 2025, 2031; zu diesen Auskunftsanspriichen Weichert, NJW 2025,
1912.
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Die im Nachgang zur Schufa-Entscheidung geplante Reform des BDSG
durch Einfithrung des §37a ist offenbar der Diskontiunitit zum Opfer
gefallen®. Allerdings kommt es im Zuge der Umsetzung der neuen Verbrau-
cherkreditrichtlinie zu einer Novellierung des § 30 BDSG (dazu am Ende
des Beitrags). Auf die Schaffung einer solchen Erlaubnisnorm im Sinne des
§ 37a wurde allerdings verzichtet.”

D. Einordnung automatisierter Entscheidungen tiber die Kreditvergabe in
der neuen Verbraucherkreditrichtlinie

Seit dem 18. Oktober 2023 gibt es eine neue Verbraucherkreditrichtlinie, die
sich im Rahmen der Regelungen zur Kreditwiirdigkeitspriifung auch der
Problematik der automatisierten Entscheidung annimmt. Die transformier-
ten Vorschriften sind ab dem 20. November 2026 anzuwenden. Die neue
Richtlinie weist einige Parallelen zu der dargestellten datenschutzrechtli-
chen Problematik in Art.22 DS-GVO auf. Sitz der Materie sind Art. 18
und 19 der Richtlinie. Insbesondere einschligig sind die Regelungen in
Art. 18 Abs. 8 und Art. 19 Abs. 6.

Nach Maf3gabe von Art. 18 Abs. 8 der Verbraucherkreditrichtlinie haben
die Mitgliedstaaten fiir den Fall, dass die Kreditwiirdigkeitspriifung eine
automatisierte Verarbeitung personenbezogener Daten beinhaltet, sicherzu-
stellen, dass der Verbraucher das Recht hat, das Eingreifen einer Person
aufseiten des Kreditgebers zu verlangen und zu erwirken. Dazu gehdren
konkrete Mafinahmen:

- Vom Kreditgeber konnen klare und verstindliche Erlduterungen zu der
Kreditwiirdigkeitspriifung verlangt werden, einschlief3lich der Logik und
der Risiken der automatisierten Verarbeitung personenbezogener Daten
sowie ihrer Bedeutung fiir die Entscheidung und ihrer Auswirkungen auf
sie.

- Dem Verbraucher muss die Moglichkeit eingerdumt werden, gegeniiber
dem Kreditgeber den eigenen Standpunkt darzulegen.

— Der Verbraucher kann eine Uberpriifung der Kreditwiirdigkeitspriifung
und der Entscheidung iiber die Kreditgewdhrung durch den Kreditgeber
zu verlangen.

6 Zum Entwurf Busch, VuR 2024, 241; Dubovitskaya/Bosold, ZIP 2024, 1805 (1815 f.).
7 Kritisch Freitag, WM 2025, 1581 (1589).
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Weiterhin miissen die Mitgliedstaaten nach Art.19 Abs.6 der Richtlinie
fir den Fall, dass ein Kreditantrag aufgrund der Abfrage einer Datenbank
abgelehnt wird, vorschreiben, dass der Kreditgeber den Verbraucher unver-
ziiglich und unentgeltlich iiber das Ergebnis dieser Abfrage und iiber die
Einzelheiten der konsultierten Datenbank sowie iiber die beriicksichtigten
Datenkategorien unterrichten muss.

Es fallt auf, dass sich eine parallel zum Datenschutzrecht liegende Re-
gelung im Rahmen der Kreditwiirdigkeitspriifung nach der neuen Richtli-
nie zu Verbraucherkrediten entwickelt hat. Die Schutzinstrumente dhneln
sich sehr. Auch Art. 18 Abs. 8 der Richtlinie gewédhrt dem Verbraucher den
Anspruch auf Eingreifen einer Person aufseiten der Bank und weitere An-
spriiche auf eine klare, verstindliche Erlduterung der Entscheidung, die Er-
kldrung der hinter der automatisierten Entscheidung liegenden Logik und
die Uberpriifung der Entscheidung durch den Kreditgeber. Die Gefahr des
Entstehens einer Schutzliicke bei der Einbeziehung eines Dritten besteht
grundsétzlich auch im Rahmen des Verbraucherkreditrechts. Der Kreditge-
ber hat daher bei der Einbindung Dritter sicherzustellen, die automatisierte
Entscheidung selbst umfassend erldutern zu konnen. Eine Verweisung auf
die Kompetenzen oder Geschiftsgeheimnisse des Dritten kommt nicht in
Betracht, wenn der Verbraucher entsprechende Informationsbediirfnisse
auflert.

Die Regelungen zur Kreditwiirdigkeitspriifung betreften allerdings allein
den Kreditgeber. Anspriiche gegen einen Dritten diirften sich aus Art. 18 der
Richtlinie nicht ergeben. Anspriiche des Verbrauchers im Zusammenhang
mit einer automatisierten Entscheidung gegen die Bank werden allerdings
in Art. 18 Abs. 8 eindeutig benannt und sind dem Verbraucher nach natio-
nalem Recht weitgehend, geradezu umfassend, einzurdumen.

Die Schufa-Entscheidung des EuGH ldsst keinen Zweifel an der Annah-
me, dass es dem Kreditgeber verwehrt ist, im Zuge der Erlduterung einer
automatisierten Entscheidung auf die schiitzenswerten Interessen eines in
Anspruch genommen Dritten als Dienstleister zu verweisen. Dies ergibt
sich im Grunde schon aus Art. 18 der Verbraucherkreditrichtlinie, wird aber
durch die im Schufa-Urteil des EuGH zu Art. 22 DS-GVO herausgearbeite-
ten Grundsitze noch einmal verstarkt und untermauert.
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E. Umsetzung in das deutsche Recht

Die Umsetzung der neuen Verbraucherkreditrichtlinie hat in Deutschland
Fahrt aufgenommen. Nach der ersten Lesung des Gesetzentwurfs im Bun-
destag fand am 3.11.2025 eine Sachverstindigenanhdrung im Rechtsaus-
schuss des Parlaments statt. Umgesetzt werden sollen die einschldgigen
Vorgaben der Richtlinie in § 505b Abs. 2 BGB und § 30 Abs. 6 und 7 BDSG.

Nach Mafigabe des Entwurfs zu § 505b Abs.2 BGB erfolgt die Kredit-
wiirdigkeitspriifung auf der Grundlage einschldgiger und genauer Infor-
mationen zu Einkommen, Ausgaben sowie anderen finanziellen und wirt-
schaftlichen Umstdnden des Darlehensnehmers, die erforderlich sind und
deren Einholung in einem angemessenen Verhiltnis zu der Art, der Lauf-
zeit, der Hohe und den Risiken des Darlehens fiir den Darlehensnehmer
steht. Die Informationen diirfen bei Allgemein-Verbraucherdarlehen keine
besonderen Kategorien personenbezogener Daten gemaf3 Artikel 9 Absatz
1 der Verordnung (EU) 2016/679 umfassen. Der Darlehensgeber hat im
Ubrigen die Faktoren angemessen zu beriicksichtigen, die fiir die Einschit-
zung relevant sind, ob der Darlehensnehmer seinen Verpflichtungen aus
dem Darlehensvertrag voraussichtlich nachkommen kann.

Konkreter geht es in der geplanten Ergdnzung des § 30 BDSG durch
die Absdtze 6 und 7 um Regelungen zur automatisierten Verarbeitung per-
sonenbezogener Daten des Verbrauchers.

Dort heif3t es:

Beinhaltet im Fall von Allgemein-Verbraucherdarlehensvertragen die
Kreditwiirdigkeitspriifung eine automatisierte Verarbeitung personenbezo-
gener Daten, kann der Darlehensnehmer vom Darlehensgeber das Eingrei-
fen einer Person verlangen. Dies umfasst das Recht auf

- klare und verstindliche Erlauterungen zu der Kreditwiirdigkeitspriifung,
einschlieflich der Logik und der Risiken der automatisierten Verarbei-
tung personenbezogener Daten sowie ihrer Bedeutung fiir die Entschei-
dung des Darlehensgebers iiber die Darlehensgewéhrung und ihrer Aus-
wirkungen auf die Entscheidung,

- die Darlegung des eigenen Standpunkts des Darlehensnehmers und

- die Uberpriifung der Kreditwiirdigkeitspriifung und der Entscheidung
iber die Darlehensgewédhrung durch den Darlehensgeber.

Der Darlehensgeber muss den Darlehensnehmer nach Abschluss der auto-
matisierten Verarbeitung personenbezogener Daten iiber seine Rechte nach
den Sétzen 1 und 2 unterrichten.
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Wer den Abschluss eines Verbraucherdarlehensvertrags infolge der Aus-
kunft einer Stelle im Sinne des Absatzes 1 ablehnt, hat den Verbraucher
unverziiglich hieriiber sowie tiber die erhaltene Auskuntft, die Einzelheiten
der konsultierten Datenbank und iiber die beriicksichtigten Datenkategori-
en zu unterrichten. Stiitzt sich die Kreditwiirdigkeitspriifung unabhingig
von Satz 1 auf eine automatisierte Verarbeitung personenbezogener Daten,
so hat der Darlehensgeber den Darlehensnehmer im Falle einer Ablehnung
des Abschlusses eines Verbraucherdarlehensvertrags iiber diese Tatsache zu
unterrichten sowie bei Allgemein-Verbraucherdarlehensvertrigen iiber das
Recht des Darlehensnehmers auf eine Priifung durch eine Person und iiber
das Verfahren zur Anfechtung der Entscheidung des Darlehensgebers, die
Darlehensgewihrung abzulehnen.

Ungeklart ist die interessante Frage, ob die auf relevant fehlerhaften
Annahmen erfolgte Ablehnung eines Kreditantrags eines Verbrauchers zu
einem Kontrahierungszwang des Kreditinstituts fithrt, so eine zweite Prii-

fung nach Intervention des Verbrauchers eine positive Prognose zutage
fihrts.

F. Verhdltnis des Verbraucherkreditrechts zum Datenschutzrecht

In Anbetracht der gleichgelagerten Regelungen stellt sich die Frage nach
dem Verhéltnis der einzelnen Normen zueinander. Zunichst ist festzustel-
len, dass die Verbraucherkreditrichtlinie die Wirkung der DS-GVO unbe-
rihrt lasst und die Richtlinie Kreditgeber strengen Regeln unterwirft, als
dies nach dem Datenschutzrecht geschieht.” Die Richtlinie erginzt die
DS-GVO somit im spezifischen Bereich des Verbraucherkreditrechts, insbe-
sondere der obligatorischen Kreditwiirdigkeitspriifung. Unter Geltung der
strengeren Vorgaben des zukiinftigen Verbraucherkreditrechts ist zu erwar-
ten, dass vollautomatisierte Entscheidungen iiber die Kreditvergabe in den
Hintergrund treten werden, da sie diesen Vorgaben nicht gerecht werden.!

8 Gegenstand der intensiv auf der Tagung in Barcelona gefiihrten Diskussion.
9 So auch Freitag, WM 2025, 1581 (1589).
10 So auch die Prognose von Freitag, WM 2025, 1581 (1589).
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La transparencia del algoritmo en la concesion de créditos.
El derecho del consumidor a solicitar explicaciones adecuadas

Esther Arroyo Amayuelas, Universitat de Barcelona®

Resumen: El consumidor que se ve afectado por una decisiéon en todo o
en parte automatizada tiene derecho a obtener explicaciones adecuadas que
le permitan entender cdmo funciona el sistema y, en su caso, cuestionar la
decision que le perjudica. El desarrollo de métodos de inteligencia artificial
explicables es un deber para todos los que se sirven de la inteligencia artifi-
cial a la hora de determinar el perfil de solvencia de sus clientes y para las
modernas empresas de FinTech que utilizan procedimientos completamente
automatizados a la hora de conceder crédito. Las empresas no pueden
escudarse en la proteccion de la propiedad intelectual y el secreto comercial
para negar al consumidor el derecho a saber por qué su solicitud de crédito
ha sido denegada o se ha concedido solo en condiciones que no son las de
mercado, sin que antes se haya hecho una ponderacién de los intereses en
juego.

Palabras clave: evaluacion de la solvencia, credit scoring, transparencia,
explicaciones adecuadas, crédito al consumo, FinTech, consumidor, protec-
cién de datos, inteligencia artificial, decisiones automatizadas, decisiones
semiautomatizadas.

Zusammenfassung: Verbraucher, die von einer vollstindig oder teilweise
automatisierten Entscheidung betroffen sind, haben das Recht auf ange-
messene Erlduterungen, die es ihnen ermdglichen, die Funktionsweise des
Systems zu verstehen und gegebenenfalls die Entscheidung anzufechten, die
ihnen zum Nachteil gereicht. Die Entwicklung erkldrbarer Methoden der
kiinstlichen Intelligenz ist eine Pflicht fiir alle, die kiinstliche Intelligenz zur

* Catedrética de Derecho civil en la Universitat de Barcelona y miembro del Insti-
tuto de investigacién TransJus de su Facultad de Derecho. Esta contribucién for-
ma parte del Proyecto I+D+i PID2024-157907NB-100, financiado por MICIU/AEI/
10.13039/501100011033 y por FEDER UE; y se integra en las actividades del Grup de
Dret civil catala UB de investigacion consolidado por la Generalitat de Catalufia 2021
SGR 347.
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Bestimmung des Bonitétsprofils ihrer Kunden einsetzen, sowie fiir moder-
ne FinTech-Unternehmen, die bei der Kreditvergabe vollautomatisierte Ver-
fahren anwenden. Die Unternehmen kdonnen sich nicht auf den Schutz des
geistigen Eigentums und von Geschiftsgeheimnissen berufen, um dem Ver-
braucher das Recht zu verweigern, zu erfahren, warum sein Kreditantrag
abgelehnt oder ihm nur zu nicht marktiiblichen Bedingungen stattgegeben
wurde, ohne dass zuvor eine Abwégung der betroffenen Interessen erfolgt
ist.

Schliisselwérter: Kreditwiirdigkeitspriifung, Kredit-Scoring, Transparenz,
ausreichende Erlduterungen, Verbraucherkredit, FinTech, Verbraucher, Da-
tenschutz, kiinstliche Intelligenz, automatisierte Entscheidungen, halbauto-
matisierte Entscheidungen.

A. Introduccion

La irrupcion en el mercado de operadores que ofrecen nuevos tipos de
crédito al consumo y créditos rapidos y de escasa cuantia totalmente online
y completamente automatizados muestra lo imparable del proceso de digi-
talizacién de este sector.! La legislacién de la Unidn europea regula en
normas distintas y para distintos fines el uso de sistemas automatizados
y de inteligencia artificial. En particular, la Directiva 2025/2023, de 19 de
diciembre de 2024, sobre crédito al consumo (DCC 2023)? lo hace en el
contexto de la concesion de crédito. La norma debe ponerse en relacién con
el Reglamento (UE) 2016/679, de 27 de abril de 2016, General de Proteccion
de Datos (RGPD)?, no solo porque tanto los prestamistas tradicionales que
se sirven del clasico credit scoring, como las modernas empresas de FinTech,
deben respetar la privacidad del consumidor, sino sobre todo porque las
condiciones de aplicacién del art. 22 RGPD a la calificacién crediticia se
han revelado problematicas, tal y como recientemente ha demostrado la

1 M. Olano, Crédito al consumo: un segmento en crecimiento en medio de un descenso
generalizado del crédito, en: VI Foro Banca Consumer Axactor, Madrid, 11 de abril de
2024, p. 2. Algunas propuestas para la reforma del crédito inmobiliario con la mirada
puesta en esa digitalizacion, E. Arroyo Amayuelas, Artificial Intelligence and Consumer
Protection In Credit Agreements, en: M. Anderson - E. Arroyo Amayuelas (eds.), The
Mortgage Credit Directive under Review, Groningen: ELP, 2025, pp. 33-48.

2 DO L 2225, de 30 de octubre de 2023.

3 DO L119, de 4 de mayo de 2016.
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STJUE C-634/21, de 7 de diciembre de 2023, Schufa Holding.* Finalmente,
en la concesién automatizada de crédito desempena un papel relevante el
Reglamento (UE) 2024/1689, de 13 de junio, sobre Inteligencia Artificial
(RIA), que regula la calidad de los sistemas de evaluacién automatizados
y exige que los modelos de inteligencia artificial sean transparentes y segu-
ros.> Sin perjuicio de las condiciones de aplicacién de unas u otras normas,
no necesariamente coincidentes (art. 86.3 RIA), interesa destacar que todas
tienen en comun el reconocimiento del derecho del perjudicado a obtener
explicaciones adecuadas sobre el procedimiento aplicado en la obtencién
de su perfil de solvencia, con el fin de combatir la asimetria que existe
entre el responsable del despliegue del sistema de inteligencia artificial y/o
el responsable del tratamiento de datos y aquel a quien puede afectar la
decisién o el tratamiento automatizado.

Tras una breve explicacion del marco juridico al que se acaba de aludir,
las paginas que siguen tratan de dotar de contenido al derecho a obtener
explicaciones adecuadas, a cuya delimitacién ha contribuido decisivamente
la reciente STJUE C-203/22, de 27 de febrero de 2025, Dun ¢ Bradstreet
Austria GmbH.® Ciertamente, las medidas de control que se imponen a
las empresas que se sirven de la inteligencia artificial ayudan a que los
consumidores confien en su fiabilidad; sin embargo, el consumidor que
se ve afectado personalmente por un mal desempefo del sistema necesita
entender algo mds; en concreto, necesita conocer como funciona este para
poder cuestionar la decision que le afecta. Es preciso, pues, desarrollar
métodos de inteligencia artificial explicable, lo cual es un incentivo para
que los bancos automatizados y las modernas empresas de FinTech sean
mads transparentes.

4 ECLI:EU:C:2023:957. M. Ebers, Externes Scoring als automatisierte Einzelfallentschei-
dung i.S.d. Art.22 Abs.1 DS-GVO - EuGH, Urt. v. 7.12.2023 - Rs.C 634/21, Legal
Tech - Zeitschrift fiir die digitale Anwendung — LTZ, nim. 2, 2024, pp. 1-8; E. Arroyo
Amayuelas, El Scoring de Schufa, InDret, nim. 3, 2024, pp. 134-160. Vid. Markus Artz
en este mismo volumen.

5 DO L1689, de 12 de julio de 2024, Cuestion distinta es cémo las diferentes autoridades
de proteccién de datos y de vigilancia del mercado responsable de hacer cumplir el
Reglamento sobre IA coordinardn sus actividades entre si. Ebers (n. 4), p. 8. Para un
comentario de la norma, L. Cotino Hueso — P. Simén Castellano (eds.), Tratado sobre
el Reglamento de inteligencia artificial de la Unién Europea, Cizur Menor: Aranzadi,
2025; M. Martini — Ch.Wendehorst (Hrsg.), KI-VO Verordnung tiber kiinstliche Intelli-
genz. Kommentar, Miinchen, 2024 (se acaba de publicar la 2* edicién, en diciembre
2025, mientras corrijo estas pruebas)

6 ECLI:EU:C:2025:117.
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B. Normas que inciden en la valoracion de la solvencia con inteligencia
artificial

I. La Directiva 2025/2023, sobre crédito al consumo

La evaluacién de la solvencia crediticia suele expresarse con una puntu-
acién elaborada por el prestamista o suministrada por agencias externas
de credit scoring (Schufa, Experian, Equifax).” La puntuacién que otorgan
estas ultimas permite luego al prestamista decidir si el crédito o préstamo
en cuestion debe ser concedido. La aparicién del machine learning ha
permitido incrementar el niumero de variables y sus relaciones y, ademas, es
posible servirse de datos no estructurados para determinar la elegibilidad
del crédito; esto dltimo puede suponer una ayuda para los consumidores
con un bajo perfil crediticio pero, a la vez, entrafia riesgos y muchas dudas
sobre el respeto de la legislacion aplicable, en particular el RGPD. Asi, en
cuestiones de transparencia, equidad, minimizacién de datos, o limitacién
de la finalidad del tratamiento.® Son razones que han llevado al legislador
a prohibir servirse de los datos personales especialmente protegidos como,
por ejemplo, la edad o la salud, ademas de impedir a los prestamistas
utilizar los obtenidos a través de la huella digital (art. 91 RGPD; Conside-
randos 55, 57, arts. 18.3, 19.5 DCC 2023). ° Asimismo, de acuerdo con
el art. 18.8 DCC 2023, en los procedimientos automaticos de evaluacién
de la solvencia, los consumidores tienen derecho a solicitar, y a obtener

7 Ampliamente, N. Vardi, Creditworthiness and ‘Responsible Credit’, Leiden-Boston:
Brill Nijhoff, 2022; N. Collado-Rodriguez, La evaluacién de la solvencia mediante el
uso de sistemas de IA, Revista CESCO de Derecho de Consumo, ndm. 46, 2023, pp.
41-67, https://revista.uclm.es/index.php/cesco/article/view/3335. Ademas, G. Spindler,
Algorithms, credit scoring, and the new proposals of the EU for an AI Act and on a
Consumer Credit Directive, Law and Financial Markets Review, nims. 3-4, 2021, pp.
239-261, pp. 239-242.

8 N. Aggarwal, The Norms of Algorithmic Credit Scoring, Cambridge Law Journal, vol.
80, 2021, pp. 42-73, p. 46-47; Collado-Rodriguez, La evaluacién (n. 7) pp. 8 ss.; F
Ostmann - C. Dorobantu, Al in financial services. The Alan Turing Institute, 2021,
Chapter 2, pp. 10 ss. Disponible en: https://doi.org/10.5281/zenodo.4916041.

9 Sobre el tema, E. Arroyo Amayuelas, La digitalizacion de los contratos de crédito, en:
E. Arroyo Amayuelas (ed.), Digitalizacién del crédito y otros servicios financieros,
Barcelona: AFerré, 2025, pp. 83-108, p. 92. Para la interpretacion amplia de la expre-
sién “red social” de la que se sirve la DCC 2023, G. Izquierdo Grau, Los derechos
del consumidor en los procesos de evaluacién de solvencia mediante el tratamiento
automatizado de datos contenidos en la Directiva (UE) 2023/2225, Revista CESCO de
Derecho de Consumo, num. 49, 2024, pp. 80-106, pp. 91-92. Disponible en https://doi.
org/10.18239/RCDC_2024.49.3447.
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del acreedor, una explicacién del proceso de evaluacién de la solvencia; a
expresar su punto de vista; y a solicitar una revision, tanto de la valoracion
de la solvencia, como de la decisién final sobre la concesién del crédito.
La explicacién sobre como se ha llevado a cabo la decisién debe ser clara
y comprensible e incluye el derecho a conocer la légica y los efectos del
procesamiento automdtico de datos personales, asi como la forma en que
ello ha impactado en el resultado final.

Adicionalmente, el art. 18.9 DCC 2023 establece la obligacién del prest-
amista de informar al consumidor de que la evaluacién de la solvencia se
basa en el tratamiento automatizado de datos, asi como sobre el derecho
del consumidor a una evaluacién humana y sobre el procedimiento de
impugnacién de la decisién. Dada la redaccién y ubicacién del precepto,
parece que esto ultimo se vincula al hecho de que previamente se haya
denegado la solicitud de crédito, 1 pero esa interpretacion restrictiva debe
descartarse, puesto que el derecho a obtener una revisién de la decisién
en que ha intervenido un tratamiento automatizado se afirma antes con
caracter general en el art. 18.8 ¢) DCC 2023 y ninguna diferencia parece
existir entre solicitar la revision de la decision y oponerse a ella.! Ademds,
cuando el segundo inciso del art. 18.8 DCC 2023 anade que “los Estados
miembros velardn por que se informe al consumidor del derecho a que se
refiere el parrafo primero”, incluye una remision a la letra c) que se refiere
a la revision de la decisién en sentido amplio. Por consiguiente, indepen-
dientemente de que el crédito se deniegue o se conceda en condiciones
distintas a las del mercado, esto es, a tipos de interés mas elevados, todos los
consumidores deben poder impugnar la decisién y los prestamistas deben
prever un procedimiento especifico para tal fin.

10 Asi, M. J. Marin Ldpez, Tratamiento automatizado de datos en el credit scoring: la
STJUE de 7 de diciembre de 2023 y sus efectos en la Directiva de contratos de
crédito al consumo, Publicaciones Juridicas CESCO, 2024, pp. 1-8, p. 4. Disponible
en: https://centrodeestudiosdeconsumo.com/images/Tratamiento_automatizado_de
_datos_en_el_credit_scoring.pdf.

11 Arroyo Amayuelas, La digitalizacién (n. 9), p. 99.

249

hitps:/fdol.org/10: -


https://centrodeestudiosdeconsumo.com/images/Tratamiento_automatizado_de_datos_en_el_credit_scoring.pdf
https://doi.org/10.5771/9783748960737
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://centrodeestudiosdeconsumo.com/images/Tratamiento_automatizado_de_datos_en_el_credit_scoring.pdf

Esther Arroyo Amayuelas

I1. El Reglamento (UE) 2016/679, de 27 de abril de 2016, General de
Proteccién de Datos

Al tratar los datos personales de los consumidores, los proveedores de
crédito deben procurar un uso limitado a su finalidad y Gnicamente en
la medida en que sean necesarios (art. 5.1 b) y ¢) RGPD); ajustarse a las
causas que legitiman el tratamiento (art. 6 RGPD); y aplicar la proteccién
de datos desde el disefio y por defecto (art. 25 RGPD). El titular de los datos
también tiene derecho a saber que estos serdn utilizados para entrenar la
inteligencia artificial o realizar predicciones, para poder hacer valer el de-
recho a rectificar, suprimir o limitar esos datos (arts. 16-18 RGPD). Es preci-
so0, ademas, llevar a cabo una evaluacién de impacto cuando el tratamiento
de datos pueda dar lugar a un alto riesgo para los derechos y libertades de
las personas fisicas (art. 35 RGPD), que es lo que inevitablemente sucede
cuando la evaluacion de la solvencia se sirve de tratamientos automatizados
(Considerando 96, art. 27 RIA).12

De acuerdo con el art. 15.1 h) RGPD, el interesado tiene derecho a recibir
informacién sobre la existencia de la toma de decisiones automatizada,
incluida la elaboracion de perfiles a que se refiere el art. 22.1 y 4 RGPD y,
al menos en esos casos, tiene derecho a obtener informacién significativa
sobre la ldgica aplicada (cémo funciona el sistema), asi como sobre la
importancia y las consecuencias previstas de dicho tratamiento para el inte-
resado. Tras la STJUE C-634/21, de 7 de diciembre de 2023, Schufa, queda
claro que el art. 22 RGPD no prevé simplemente un derecho a no ser objeto
de un tratamiento automatizado de datos, sino que establece una auténtica
prohibicién, de manera que el interesado no necesita invocar el art. 22.1
RGPD en el tratamiento de sus datos personales.® Por consiguiente, no es
posible una decision basada tinicamente en el tratamiento automatizado de
datos que tenga efectos juridicos o similares sobre la persona, salvo en los
casos en que concurra alguna de las excepciones que contempla el art. 22
RGPD: (a) la decisién resulte necesaria para la celebracion o la ejecucién
de un contrato entre el interesado y un responsable del tratamiento; (b)
esté autorizada por el Derecho de la Unién o del Estado Miembro aplicable;
o que (c) se base en el consentimiento explicito del interesado (art. 22.2
RGPD).

12 Criticamente, en particular, en lo que concierne a la evaluacién de impacto, Aggar-
wal, The Norms (n. 8), pp. 65 ss.
13 STJUE C-634/21, de 7 de diciembre de 2023, Schufa (§ 52).
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Se ha defendido la no aplicacién de la excepcién prevista en la letra
a) en nuestro caso,'* pero es problemdtico concluir que el control de
solvencia no resulta necesario para la celebracion del contrato de crédito
entre el titular de los datos y el responsable del tratamiento, a la vista de
los arts. 18.6 DCC 2023 y 18.5 a) MCD, que impiden conceder crédito al
prestamista sin un previo resultado positivo de esta evaluacién. Es mas
que probable, ademds, que cuando el responsable del tratamiento sea una
FinTech que actda de forma completamente automatizada, el sistema esté
programado para realizar dicha comprobacion en todo caso.® Sea como
fuere, siempre se aplicaria la excepcién prevista en la letra b), porque la
DCC 2023 no pone en duda la posibilidad de adoptar una decisiéon exclu-
sivamente automatizada.'® En realidad, la DCC 2023 tampoco excluye que
la decision del prestamista pueda adoptarse sobre la base de un tratamiento
semiautomatizado y no por eso protege menos al consumidor/titular de
los datos que el RGPD. Efectivamente, ademds de obligar al prestamista
a proporcionar informacién (art. 18.8 a) DCC 2023), también concede al
primero el derecho a expresar su punto de vista y a impugnar la decisién
(art.18 b) y c) DCC 2023)."7

I1I. El Reglamento (UE) 2024/1689, de 13 de junio, sobre Inteligencia
Artificial

El catdlogo de derechos reconocidos a los titulares de datos personales
y a los consumidores de la UE no basta si, ademds, no se regula el uso
de la inteligencia artificial por parte de los prestamistas y las agencias
de crédito. Efectivamente, es mds que evidente el riesgo de discriminar a
grupos especificos mediante la denegacion del crédito, o la fijacién de tipos
de interés mds elevados, y a invadir la privacidad de las personas, mediante
un uso inadecuado de los datos (Considerando 58 RIA). Con esa finalidad,
el RIA regula la puesta en funcionamiento y utilizacién de sistemas de IA.
La norma no estd exclusivamente pensada para el sector de los servicios

14 G. Campos Rivera - J. A. Castillo Parrilla, Credit scoring en la nueva Directiva de
contratos de crédito al consumo: RGPD, Al Act, privacidad de grupo y derecho
al olvido oncoldgico, en: R. Pérez Diaz et al. (dirs.), Perspectivas transversales del
Derecho a la proteccion de datos, Madrid: Colex, 2024, pp. 79-106, p. 84, p. 93 n. 57.

15 Asf, Spindler, Algorithms (n. 7), p. 249 y nota 56.

16 Marin Lopez, Tratamiento (n. 10), p. 4, p. 5.

17 Para ulterior detalle,vid. infra epigrafe C. II.
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financieros, pero a estos también les resulta de aplicaciéon. Aunque en la
doctrina se ha suscitado la duda de si los recursos financieros deben ser
reputados ellos mismos un servicio esencial, o si solo se consideran en
relacién con el acceso a los servicios esenciales, parece que debe primar la
primera interpretacion.!8

El RIA califica a los sistemas de inteligencia artificial en diferentes cate-
gorias seglin el riesgo que presenten: (a) sistemas prohibidos, (b) sistemas
de alto riesgo, (c) sistemas de riesgo minimo, y (d) sistemas sin regulacion.
Los sistemas utilizados para evaluar la solvencia de los clientes son sistemas
de IA de alto riesgo. Segtin el Considerando 58 RIA:

“[...] deben clasificarse como de alto riesgo los sistemas de IA usados
para evaluar la calificacién crediticia o solvencia de las personas fisicas,
ya que deciden si dichas personas pueden acceder a recursos financieros
o servicios esenciales como la vivienda, la electricidad y los servicios de
telecomunicaciones”

El articulo 6.2 RIA define como de alto riesgo los enumerados en el Anexo
I11, entre los que se encuentran los sistemas de credit scoring, con excepcion
de los sistemas de IA utilizados para detectar fraudes financieros (Anexo
III 5 b) RIA). Para beneficiarse de la exencién de la categorizacién como
de “alto riesgo”, debe demostrarse que el sistema de IA no plantea un riesgo
significativo de dafio para los derechos fundamentales de las personas
fisicas, incluido el hecho de no influir materialmente en el resultado de la
toma de decisiones. Se entiende que eso es lo que ocurre cuando se cumple
alguna de las siguientes condiciones:

a) El sistema de IA estd destinado a realizar una tarea de procedimiento
limitada;

b) El sistema de IA estd destinado a mejorar el resultado de una actividad
humana previamente realizada;

¢) Elsistema de IA estd destinado a detectar patrones de toma de decisio-
nes o desviaciones con respecto a patrones de toma de decisiones ante-
riores y no estd destinado a sustituir la valoracién humana previamente
realizada sin una revisién humana adecuada, ni a influir en ella; o

18 E. Arroyo Amayuelas, Tratamiento automatizado en la concesién de crédito, en:
Cémara Aguila, Pilar — Agliero Ortiz, Alicia (dirs.), Derecho privado y tecnologia,
Cizur Menor: Aranzadi, 2025, pp. 71-100, pp. 77-48.
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d) El sistema de IA estd destinado a realizar una tarea preparatoria para
una evaluacién que sea pertinente a efectos de los casos de uso enume-
rados en el anexo III.

De acuerdo con este dltimo punto, solo si el sistema de IA realiza una
tarea preparatoria de una evaluacién relativa a la calificaciéon crediticia
podria considerarse que el sistema no plantea un alto riesgo. Si se aplicara
el RGPD esto exigirfa discutir cudndo existe una tarea automatizada pre-
paratoria de una decision humana ulterior, o cudndo existe una decisién
exclusivamente automatizada, para determinar la aplicacién del art. 22
RGPD. Esta fue la cuestién de la que se ocup6 la STJUE C-234/21, de 7
de diciembre de 2023, Schufa, cuyas conclusiones son conocidas.” No se
ponia en cuestiéon en ese caso que la evaluacion crediticia automatizada
realizada por la empresa de scoring comportaba la elaboracién de perfiles
(art. 4.4 RGPD)? y en la sentencia es clara la importancia de la puntuacién
derivada de ese perfilado en la ulterior toma de decisién por parte de la
entidad prestamista.

Tener que decidir en cada caso cudndo la puntuacién basada en el perfil
del cliente es 0 no decisiva es algo de lo que prescinde el RIA porque, como
excepcion de la excepcidn, los sistemas de IA destinados a ser utilizados pa-
ra evaluar la solvencia de las personas fisicas son siempre considerados de
alto riesgo cuando comporten la realizacion de perfiles (art. 6.3 RIA). Tal y
como se desprende del Considerando 71 RGPD, dicha evaluacién implica el
analisis de aspectos personales para examinar o predecir elementos relacio-
nados con el rendimiento en el trabajo, la situacién econdémica, la salud,

19 STJUE C-234/21, de 7 de diciembre de 2023, Schufa (ECLI:EU:C:2023:957). Ebers,
Externes Scoring (n. 4), p. 8 plantea la posible extension de los efectos de esta
sentencia a los muchos otros ambitos en los que se utilizan sistemas de IA, en el
ambito de las relaciones laborales o la persecucién penal, por citar solo algunos
ejemplos.

20 STJUE C-234/21, de 7 de diciembre de 2023, Schufa (ECLI:EU:C:2023:957) (§ 47).
Antes, Abogado General Priit Pikamée, Conclusiones en el Asunto C-634/21, Schufa,
de 16 de marzo de 2023 (ECLI:EU:C:2023:220) (§33): “este procedimiento emplea
datos personales para evaluar determinados aspectos relativos a las personas fisicas
para analizar o predecir elementos relativos a su situaciéon econdmica, su fiabilidad
y su comportamiento probable. En efecto, de los autos del asunto se desprende que
el método utilizado por Schufa genera un score sobre la base de ciertos criterios, es
decir, un resultado que permite extraer conclusiones sobre la solvencia del interesado.
Por dltimo, quisiera destacar que ninguna de las partes interesadas cuestiona la
calificacién del procedimiento en cuestion de «elaboracién de perfiles», de manera
que puede considerarse que esta condicién se cumple en el presente asunto”.
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las preferencias o intereses personales, la fiabilidad o el comportamiento, la
situacion o los movimientos del interesado. Es decir que el punto de partida
para la categorizacién del sistema como de alto riesgo es, precisamente,
la calificacién misma llevada a cabo por el sistema de scoring a través del
perfilado, en todos los casos contemplados en el Anexo II1.2! Ademads, en
el RIA ni siquiera es preciso que el perfilado tenga por objeto el procesami-
ento de datos personales.?? Claro estd, no queda exento del examen, caso
por caso, la determinacion de si el sistema de IA estd destinado a realizar
una tarea preparatoria cuando la evaluacién de la solvencia no requiera
la elaboracién de perfiles, esto es, cuando el tratamiento automatizado
solo atienda a un control individual de las condiciones y caracteristicas
concretas del sujeto que solicita el crédito. Sin duda, eso abre las puertas a
cierta inseguridad juridica.

Puesto que las técnicas que implican el entrenamiento de modelos pue-
den dar lugar a discriminaciones prohibidas, el RIA instaura practicas
de gestion y gobernanza de datos que regulan el entrenamiento de los
conjuntos de datos y su validacién (art. 10 RIA). En general, las empresas de
scoring y las entidades financieras que utilicen o desplieguen sistemas de in-
teligencia artificial de alto riesgo bajo su propia autoridad se ven sometidas
a normas estrictas relativas a la gestion de riesgos, la calidad y la pertinencia
de los conjuntos de datos utilizados, la documentacién técnica y la conser-
vacién de registros, la transparencia y la comunicacién de informacién
a los responsables del despliegue (Considerandos 66, 72, Seccién 2 Cap.
IIT RIA) y deben realizar una previa verificacién del impacto del sistema
sobre los derechos fundamentales que, en su caso, complementara la que
debe llevarse a cabo en cumplimiento del art. 35 RGPD (Considerandos
66, 72, 96, Seccién 2 y 3 Cap. III). Ademds, las entidades financieras no
estan exentas de establecer un sistema de vigilancia poscomercializacidn,
de forma proporcionada a la naturaleza de las tecnologias de inteligencia
artificial utilizadas y a los riesgos que estas comportan (art. 72.1 y 4 II RIA)

21 T. Radtke, Das Verhaltnis von KI-VO und Art. 22 DSGVO unter besonderer Bertick-
sichtigung der Schutzzwecke, RDi - Recht Digital, 2024, pp. 353-360, pp. 359-360;
A. Agustinoy Guilayn, Art. 86 RIA, en M. Barrio Andrés (dir.), Comentarios al Regla-
mento Europeo de Inteligencia Artificial, Madrid: LaLey, 2024, pp. 774-779, p. 776.
Sin embargo, no deja de ser paraddjico que otros sectores queden excluidos, a pesar
del impacto que el sistema también puede tener en los derechos fundamentales, vgr.
en el ambito laboral.

22 L. Metikos - ]. Ausloos, The Right to an Explanation in Practice: Insights from Case
Law for the GDPR and the AI Act, Law, Innovation, and Technology, nim. 2, 2025,
pp- 1-30, pp. 11-12. Disponible en: https://ssrn.com/abstract=4996173.
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y deben notificar cualquier incidente grave a las autoridades de vigilancia
del mercado de los Estados miembros en los que se haya producido dicho
incidente (art. 73 RIA).

C. De la decision exclusivamente automatizada al uso de un tratamiento
automatizado de datos

I. Decisiones individuales exclusivamente automatizadas

Tradicionalmente se habia considerado que el art. 22 RGPD solo se podia
aplicar al scoring o puntuacién interna del prestamista si el cdlculo con-
ducia directamente a una decisién.?®> Por otra parte, segin la opinion
dominante, los valores de puntuacion externos de las agencias de crédito
regularmente solo preparan la decision y, por lo tanto, no son una decisién
en el sentido del art. 22 RGPD. Sin embargo, la STJUE C-234/21, de 7 de
diciembre de 2023, Schufa, identifica la prediccién que realiza la empresa de
scoring con la decisién sobre la concesién de crédito, siempre que -y solo
cuando- la intervencién humana posterior sea meramente simbdlica, esto
es, cuando el prestamista confia de forma preponderante y no meramente
simbdlica en los resultados del scoring para adoptar su decision. En tal caso
se entiende que esta se ha adoptado de forma exclusivamente automatizada,
como si no hubiera mediado intervenciéon humana alguna (Considerando
71 RGPD). La sentencia considera que, si la generacion del valor de pro-
babilidad debiera considerarse un mero acto preparatorio y tnicamente
pudiera calificarse de decision el acto adoptado por el tercero (el prestamis-
ta), existirfa una decisién humana. En tal caso, el interesado no tendria el
derecho de acceso a la informacién especifica a que se refiere el art. 15.1 h)
RGPD,? ni serfa aplicable la prohibicidn establecida en el art. 22 RGPD ni,
por consiguiente, las salvaguardias vinculadas a las excepciones previstas en
dicho precepto. Entre ellas se incluyen en particular, el derecho a obtener

23 Sobre el tema, K. Blasek, Auskunfteiwesen und Kredit-Scoring in unruhigem Fahr-
wasser. Ein Spagat zwischen Individualschutz und Rechtssicherheit, Zeitschrift fiir
Datenschutz, 2024, pp. 433-438, p. 436; Spindler, Algorithms (n. 7), p. 248.

24 Pero vid. K. Langenbucher, Die Schufa vor dem EuGH, BKR-Bank und Kapitalmarkt-
recht, 2024, [pp. 66-67], p. 67, que precisa que el art. 15.1 h) RGPD hubiera sido
aplicable en relacion con el derecho a conocer la logica del algoritmo, porque el
precepto se refiere a la puntuacion en si misma considerada cuando habla de la
elaboracién de perfiles. Sin embargo, no es eso siempre lo que han decidido los
tribunales. Vid. Metikos - Ausloos, The Right to an Explanation (n. 22), p. 15.
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una intervencién humana por parte del responsable, a expresar su punto de
vista y a impugnar la decisién (art. 22.3 RGPD), asi como la prohibicién de
utilizar las categorias especiales de datos personales contempladas en el art.
9.1 RGPD (art. 22.4 RGPD).

Tal y como desde hace tiempo sefiala la doctrina, las condiciones de
aplicacién del art. 22 RGPD son limitadas. Como se ha visto, tal aplicacion
se excluye cuando el tratamiento de los datos no esté exclusivamente auto-
matizado.?> La STJUE C-234/21, de 7 de diciembre de 2023, Schufa, se
ve obligada a considerar que la puntuacién o perfilado realizado por una
empresa externa al prestamista es ya la decision que perjudica al sujeto
cuando el prestamista le deniega el crédito que solicita y, sin embargo,
como se acaba de ver, todavia exige que la participacién humana posteri-
or sea simbdlica. Por el contrario, de acuerdo con el art. 86.1 RIA, toda
persona que se vea afectada por una decision adoptada por el responsable
del despliegue basdndose en los resultados de salida de un sistema de
inteligencia artificial de alto riesgo y que produzca efectos juridicos o le
afecte considerablemente del mismo modo, tendrd derecho a obtener de
dicho responsable explicaciones claras y significativas acerca del papel que
el sistema haya desempefiado en el proceso de toma de decisiones y sobre
los principales elementos de la decisién adoptada. El hecho de que la pun-
tuacion sea utilizada posteriormente de forma significativa por un tercero
es irrelevante, porque, como se ha dicho antes, ya la propia elaboracién de
perfiles se considera una actividad de alto riesgo que puede afectar a los de-
rechos fundamentales (art. 6.3 final RIA).26 Por consiguiente, si lo relevante
es la influencia del perfil llevado a cabo mediante inteligencia artificial y
no su consideracioén de prediccion, contenido, recomendacién, o decisién
(art. 3.1 RTIA),” entonces deberia ser intrascendente que el responsable del

25 A. Rubi Puig, “Elaboracién de perfiles y personalizacién de ofertas y precios en
la contratacién con consumidores”, Revista Educacién y Derecho, nam. 24, 2021,
[pp. 1-24], p. 13. Disponible en: https://revistes.ub.edu/index.php/RED; Spindler,
Algorithms (n. 7), p. 248; Metikos - Ausloos, The Right to an Explanation (n. 22), p. 13.

26 Langenbucher, Die Schufa (n. 24), p. 67; Metikos - Ausloos, The Right to an Explana-
tion (n. 22), p. 16. A propésito de la reforma prevista en el § 37a BDSG, en respuesta a
la STJUE Schufa, vid. también U. Kriiger, SCHUFA-Scoring ist eine von der DSGVO
grundsitzlich verbotene “automatisierte Entscheidung im EinzelfallVuR-Verbraucher
und Recht, 2024, pp. 150-156, pp. 155-156.

27 El Considerando 10 RIA cualifica la elaboracién de perfiles como decisiones indivi-
duales totalmente automatizadas, pero lo hace con el fin de permitir que los interesa-
dos sigan disfrutando de todos los derechos y garantias que les confiere el Derecho de
la Unién, de manera que cabe vincular ese Considerando con el Considerando 71y el
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despliegue fuera la empresa de scoring y quien adoptara la decisién sobre
la denegacion de crédito, a partir de los resultados del sistema, en todo o
en parte, fuera una persona distinta, es decir, el prestamista (Considerando
13, art. 3.4 RIA). Frente a ambos deberian poderse exigir las explicaciones
a las que se refiere el art. 86.1 RIA;28 y, en particular, frente al prestamista,
cuando este no sea responsable del despliegue del sistema, la razén de tal
exigencia radica en el impacto del sistema sobre la decision que finalmente
adopta. A fin de cuentas, también el prestamista, como usuario del sistema,
debe poder obtener explicaciones del responsable del despliegue; por otra
parte, es logico que el contrato entre el prestamista y la empresa de scoring
contemple esa necesidad. De hecho, una interpretacién parecida deberia
haber prevalecido al amparo del art. 22 RGPD en el caso del que se ocupa
la STJUE C-234/21, de 7 de diciembre de 2023, Schufa, por las razones que
ya he expuesto en otro lugar.?

II. El simple uso de un tratamiento automatizado de datos

En un intento de adecuar la economia de consumo a la creciente digitaliza-
cién de nuestros dias, el art. 86.1 RIA no exige que la decisién se adopte
exclusivamente mediante medios automatizados. En la misma linea, pero
a proposito de la concesion de crédito al consumo, el art. 18.8 DCC 2023
tiene en cuenta que las puntuaciones que ofrecen las agencias externas de
scoring solo son parte de un proceso de toma de decisiones en el que se
contemplan otros factores, y que lo légico es que las decisiones de los prest-
amistas que se sirven del scoring deban considerarse semiautomatizadas. La
férmula «uso» de un tratamiento automatizado abarca las puntuaciones de
crédito internas y externas que se utilizan para la evaluacion de la solvencia.
Por tanto, aunque no fuera aplicable el art. 22 RGPD frente al prestamista,
el art. 18.8 DCC 2023 protege al consumidor del mismo modo cuando
un tratamiento automatizado forme parte de la evaluacion de la solvencia,

art. 22 RGPD, en la linea de lo decidido en la STJUE C-234/21, de 7 de diciembre de
2023, Schufa (ECLI:EU:C:2023:957).

28 Admite que no solo las decisiones exclusivamente automatizadas estdn incluidas
dentro del 4ambito de aplicacién del precepto y resalta que el destinatario del art.
86.1 RIA es el responsable del despliegue, en tanto que usuario, y no el operador
(Considerando 93 RIA), S. Hartmann, Art.86 KI-VO, en: Martini ~Wendehorst
(Hrsg.), KI-VO Verordnung (n. 5), pp.1005-1009, p. 1005, p. 1006, p. 1007.

29 Arroyo Amayuelas, El scoring (n. 4), pp. 143 ss. Vid. todavia infra letra E.
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sin ni siquiera tener que presumir la relevancia del valor de puntuacién.
Es una decision correcta. ;Por qué el consumidor no deberia poder pedir
explicaciones sobre la forma en que se generd algoritmicamente un dato
importante?3? Nétese, ademds, que el art. 18.8 DCC 2023 no exige al consu-
midor la prueba de un perjuicio o afectacién considerable para su salud,
su seguridad o sus derechos fundamentales, y, por consiguiente, frente al
prestamista, el precepto seria aplicable con preferencia al art. 86.1 RIA (art.
86.3 RIA), tanto en la hipétesis de que aquél fuera responsable del desplie-
gue del sistema de inteligencia artificial (scoring interno), como en el caso
de que lo fuera un tercero (scoring externo). Cualquier contrato de crédito
al consumo, incluidos aquellos cuya finalidad no sea cubrir necesidades
bésicas, cae dentro del ambito de aplicacién del art. 18 DCC 2023.%!

D. En particular, el derecho a solicitar explicaciones adecuadas

El resultado que arroja el algoritmo puede contener errores. Igual que
cuando se utiliza un sistema de valoracion de la solvencia tradicional, el
consumidor tiene derecho a saber qué datos personales se han utilizado
(art. 15 RGPD), si los empleados son inexactos o desactualizados, o si
son incorrectos porque su tratamiento estd prohibido (art. 9.1 RGPD; arts.
18.3, 19.5 DCC 2023). El consumidor no tiene tampoco la posibilidad de
detectar los errores derivados de un sesgo en el tratamiento de los datos.
Efectivamente, aunque su calidad sea correcta y el algoritmo no utilice fac-
tores como el sexo, la religion, la enfermedad o la clase social, sin embargo,
el sistema puede discriminar indirectamente a los consumidores, segin el
tipo de asociaciones que lleve a cabo.3? Por eso, el solicitante del crédito
para cuyo otorgamiento se haya recurrido al uso de un tratamiento auto-
matizado de datos tiene derecho a solicitar y obtener del prestamista una
explicacion clara y comprensible de la evaluacién de solvencia, incluida la

30 Esa observacion, en la critica al art. 22 RGPD, Metikos - Ausloos, The Right to an
Explanation (n. 22), p. 13.

31 Sin embargo, considera que no se aplica el art. 22 RGPD a la denegacién de un “sim-
ple contrato de crédito al consumo” no reconducible a necesidades bésicas, Spindler,
Algorithms (n. 7), p. 249. En esa linea, Hartmann, Art. 86 KI-VO, en: Martini —~-Wen-
dehorst (Hrsg.), KI-VO Verordnung (n. 5), p. 1008: “Rein finanzielle Nachteile [...]
werden hierfiir nicht geniigen”.

32 F Ferretti, Consumer Access to Capital in the Age of FinTech and Big Data: the
Limits of EU Law, Maastricht Journal of European and Comparative Law, num. 25,
2018, pp. 476 — 499, p. 492; Spindler, Algorithms (n. 7), p. 242.
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légica del procesamiento y los riesgos que implica, asi como su significado
y sus efectos en la decision sobre la concesion de crédito [art. 18.8 a) DCC
2023].

Esas explicaciones claras y significativas, acerca del papel que el sistema
de IA ha tenido en el proceso de toma de decisiones y los principales
elementos de la decisién adoptada, son la base para que las personas pue-
dan luego ejercer sus derechos (Considerando 171 RIA). Por consiguiente,
las empresas deben estar preparadas para explicar la complejidad de sus
algoritmos. Eso incluye tanto a las empresas de scoring cuya finalidad profe-
sional es valorar la solvencia de personas o entidades, o en relacién con
determinadas garantias o instrumentos, como a las entidades financieras
(y de seguros) que actian con fines profesionales, en la medida en que
ellas mismas utilicen o desplieguen sistemas de inteligencia artificial de alto
riesgo bajo su propia autoridad (Considerando 96 y arts. 3.4, 3.8 RIA). Ya se
ha dicho también que las entidades financieras deben establecer un sistema
de vigilancia poscomercializacién (art. 72.1 y 4 II RIA).

Si no se garantiza un funcionamiento con un nivel de transparencia
suficiente que permita a los responsables del despliegue interpretar y usar
correctamente sus resultados de salida (arts. 13, 15 RIA), este no deberia
poder utilizarse.>

E. sQué explicaciones, en particular?

En el art. 18.9 DCC 2023 las explicaciones se refieren a una decisiéon concre-
ta ya adoptada por el prestamista: este debe informar de que la evaluacién
de su solvencia se basa en el tratamiento automatizado de los datos, una
vez al consumidor le ha sido denegado el crédito. Ahora el art. 86 RIA
también deja muy claro que el derecho a obtener explicaciones se refiere a
las decisiones individuales adoptadas por el responsable del despliegue del
sistema de inteligencia artificial, que podra o no coincidir con la persona
responsable del tratamiento de datos personales, y ser o no una agencia
externa al prestamista. Se trata, pues, de explicaciones ex post, por mucho

33 M. Guerrero Ovejas, Score automatizado en la concesion del crédito, Working Paper
de la Catedra Jean Monnet de Derecho privado europeo, 5, 2024, pp-1-65, p. 38.
Ya antes de la aprobacién del Reglamento, P. Rott, A Consumer Perspective on
Algorithms, en L. de Almeida, et al. (eds.), The Transformation of Economic Law.
Essays in Honour of Hans-W. Micklitz, Oxford: Hart, 2019, pp. 81-96, p. 92.
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que el consumidor deba estar informado ex ante de que tiene ese derecho a
obtenerlas y de que ya entonces pueda pedir también informacion general
sobre la l6gica del sistema.3*

Por el contrario, al amparo del RGPD, un sector de la doctrina ha
tendido a limitar el derecho del interesado a obtener explicaciones funcio-
nales del sistema y no lo ha extendido a las explicaciones sobre la toma
de decisiones concretas.’> Para este sector se tratarfa de informaciones
necesariamente limitadas que solo deberfan tener en cuenta informacién
general de tipo funcional, esto es, sobre la légica del sistema (tipos de datos,
categorias en el drbol de decisiones), su finalidad o significado (vgr. realizar
una calificacion crediticia) o sus consecuencias (evaluar la solvencia para
determinar si se es merecedor del crédito que se solicita y en qué condi-
ciones). Tras la decision, el art. 22.3 RGPD no proporciona un derecho
a recibir una explicacién sobre cémo esta ha afectado, en particular, al
titular de los datos, sin perjuicio de que el responsable del tratamiento
quiera voluntariamente proporcionarsela, de acuerdo con lo que sugiere el
Considerando 71 RGPD.?¢ Esta argumentacién presupone que el nivel de
detalle de la informacién es distinto, segiin se solicite antes o después de
la decision. Se dirfa, con todo, que la distincion pierde sentido a la luz de
la STJUE C-634/21, de 7 de diciembre de 2023, Schufa, si resulta que la

34 Izquierdo Grau, Los derechos (n. 9), p. 95. Sin embargo, Metikos - Ausloos, The Right
to an Explanation (n. 22), p. 21: “[...] it is more likely that art. 86(1) does require
an explanation of the specific decision in question, as it requires that the ‘main
parameters’ of the decision in question, must be disclosed”.

35 S. Wachter - B. Mittelstadt — L. Floridi, Why a Right to Explanation of Automated
Decision-Making Does Not Exist in the General Data Protection Regulation, Interna-
tional Data Privacy Law, num. 2, 2017, pp. 76-98. Disponible en: https://doi.org/10.10
93/idpl/ipx022. Contra, A.D. Selbst — . Powles, Meaningful information and the right
to Explanation, International Data Privacy Law, nam. 4, 2017, pp. 233-242. Disponible
en: https://doi.org/10.1093/idpl/ipx022. Explica el estado de la cuestién, entre
nosotros, A. Roig, Las garantias frente a las decisiones automatizadas, Barcelona: J. M.
Bosch, 2020, pp. 70, 75-81; G. Lazcoz Moratinos, Gobernanza y supervision humana
en la toma de decisiones basada en la elaboracion de perfiles, tesis doctoral, 2023, pp.
216-221 (la consulto por amabilidad del autor). Mds recientemente, Metikos - Ausloos,
The Right to an Explanation (n. 22), pp. 17-19, aporta jurisprudencia que contradice
las opiniones de los autores citados en primer lugar.

36 Wachter et al, Why a Right (n. 34), pp. 78, 82-84; L. A. Bygrave, Article 22 RGPD,
en Ch. Kuner et al (eds.), The EU General Data Protection Regulation (GDPR) A
Commentary, Oxford: Oxford University Press, 2020, pp. 522-542, p. 538; Spindler,
Algorithms (n. 7), pp. 249-250; Ebers, Auskunftsrecht nach Art.15 Abs.1 lith DS-GVO
bei automatisierter Einzelfallentscheidung, Legal Tech - Zeitschrift fiir die digitale
Anwendung - LTZ, nim.1, 2025, 1, p. 64.
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puntuacién crediticia constituye ella misma la decisién automatizada. Por
otro lado, la STJUE C-203/22, de 27 de febrero de 2025, Dun ¢ Bradstreet
Austria GmbH da por sentado que el RGPD merece una interpretaciéon mds
amplia.>’

Como quiera que sea, el Abogado General Pritt Pikamide consideraba
que debe tratarse de explicaciones suficientemente detalladas, que el re-
sponsable del tratamiento deberfa informar sobre los factores tenidos en
cuenta, y que debia explicar su importancia relativa desde el punto de vista
agregado.®® Eso da pie a pensar que la importancia de unos datos frente a
otros, 0 cdmo se han asociado los datos, es informacién que deberia formar
parte de las explicaciones sobre la logica del procesamiento y los riesgos del
algoritmo, ya que si el perjudicado no entiende cémo se ha llegado a una
determinada decisién, dificilmente podrd luego cuestionarla. El Abogado
General De la Tour insistirfa luego en estas consideraciones al poner en
relacién la expresion “informacién significativa sobre la légica aplicada”
con el derecho del interesado a ejercer sus derechos con arreglo al articulo
22 del RGPD, esto es, como minimo el derecho a obtener intervencion
humana por parte del responsable, a expresar su punto de vista y a impug-
nar la decision. El Abogado General realizaba una interpretacién funcional
y entendia que es “significativa’ la informacion, no solo desde el punto
de vista cuantitativo, sino también cualitativo, es decir, que debe tratarse
de una informacién “con sentido” y, ademas de procurarle al interesado
una copia Integra y auténtica de sus datos, debe permitirle conocer los
elementos esenciales del método y de los criterios utilizados, de forma facil,
clara y sencilla y que garantice la correcta comprension.>

Esa necesaria transparencia no equivale al deber de proporcionar al inte-
resado informacién detallada sobre el proceso de aprendizaje del algoritmo
o su funcionamiento. Esa informacién, por definicién compleja, no resulta
de ninguna utilidad al consumidor, que apenas podrd comprenderla.® Los

37 §57 (vid. infra en el texto). Ademads, antes, Conclusiones del Abogado General De la
Tour, Asunto C-203/22, Dun & Bradstreet Austria (§ 67): “[...] ha de observarse que,
de conformidad con el Considerando 71 del RGPD, el interesado debe poder «recibir
una explicacion de la decisién tomada después de tal evaluacion».

38 Conclusiones en el Asunto C-634/21, Schufa, de 16 de marzo de 2023 (§ 58).

39 Conclusiones en el Asunto C-203/22, Dun ¢ Bradstreet Austria (§§ 65, 66, 67).

40 Grupo de Trabajo sobre proteccién de datos del Articulo 29, Directrices sobre
decisiones individuales automatizadas y elaboracién de perfiles a los efectos del
Reglamento 2016/679, (17/ES WP251rev0l), p. 28 (https://www.aepd.es/documento/
wp251rev0l-es.pdf).
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técnicos ya advierten que proporcionar el conjunto completo de pasos se-
guidos es de tal complejidad que incluso los expertos pueden ser incapaces
de entender por qué el algoritmo ha obtenido un resultado concreto.!! El
Abogado General Pikamée sefialaba que el objetivo mismo del art. 15.1
h) RGPD es garantizar que el interesado reciba la informacién de forma
inteligible y accesible, de acuerdo con sus necesidades,*? y ello servia a la
vez para delimitar la cantidad y el tipo de informacién a suministrar. El
Abogado General De la Tour tampoco veia beneficio alguno en comunicar
una férmula particularmente compleja, de acuerdo con el principio de
transparencia establecido en el Considerando 58 y art. 12.1 RGPD*? vy, sin
embargo, abogaba por el suministro de una informacién que incluyera
una explicacion del funcionamiento del mecanismo aplicado en la decisién
automatizada,** como si el hecho de que la informacién a suministrar de
forma concisa, accesible y facil de entender, con un lenguaje claro y sencil-
lo, no fuera incompatible con proporcionar una informacién exhaustiva
al interesado.** En su opinidn, la informacién debe ser suficientemente
completa y ademas debe estar contextualizada para que el interesado pueda
comprobar si es exacta y si existe una correspondencia y una relacién de
causalidad objetivamente verificables entre el método utilizado y los crite-
rios aplicados, por una parte, y el resultado de la decisién automatizada,
por otra.*¢ Dejando de lado la dificultad que puede entrafar verificar la
exactitud de las decisiones algoritmicas complejas, y teniendo en cuenta
que esta ultima afirmacion se explica bien en el caso en examen, en el
que existe informacion claramente contradictoria, pero resulta mucho mas
problemitica en otros contextos, cabe preguntarse asimismo si la exigencia
de comprensibilidad no deberfa conducir, mds bien, a prescindir del requi-
sito de la exhaustividad. 47 Quizés la discusion es ociosa porque, a pesar de
todo, luego todas esas exigencias se traducen en el derecho del interesado

41 A. Koene et al. A governance framework for algorithmic Accountability and trans-
parency, EPRS | European Parliamentary Research Service, PE 624.262 - April 2019
(https://www.europarl.europa.eu/RegData/etudes/STUD/2019/624262/EPRS_STU(2
019)624262_EN.pd).

42 Conclusiones en el Asunto C-634/21, Schufa, de 16 de marzo de 2023 (§ 57).

43 Conclusiones en el Asunto C-203/22, Dun & Bradstreet Austria (§§ 72-73, 76).

44 Conclusiones en el Asunto C-203/22, Dun & Bradstreet Austria (§ 67).

45 Conclusiones en el Asunto C-203/22, Dun ¢ Bradstreet Austria: “[...] la informacidn
facilitada debe ser suficientemente exhaustiva para que el interesado entienda los
motivos de la decision” (§ 74).

46 Conclusiones en el Asunto C-203/22, Dun & Bradstreet Austria (§§ 68, 71).

47 Ebers, Auskunftsrecht (n. 32), pp. 64-65.
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a obtener informacién general sobre los factores que se han tenido en
cuenta para el proceso de la toma de decisiones y sobre su peso respectivo
a nivel global, es decir, su ponderacién,*® que no es cosa distinta a lo que
ya afirmaba el Abogado General Pikamie, que, ciertamente, no aludia a
la necesidad de verificar los datos. En cualquier caso, el Abogado General
De la Tour deja a la consideracién del juez nacional la determinacion
de la informacién que debe ponerse a disposicion del interesado?® y, por
consiguiente, no es nada fdcil saber, al fin, como deberfa concretarse ese
derecho a obtener explicaciones adecuadas.

Finalmente, la STJUE C-203/22, de 27 de febrero de 2025, Dun & Brad-
street Austria GmbH, ha establecido que:

§57: [...] Del Considerando 71 del RGPD resulta que, cuando el interes-
ado es objeto de una decisién que se basa Gnicamente en el tratamien-
to automatizado y que lo afecta significativamente, el interesado debe
tener derecho a recibir una explicacién en relacién con esta decision.
Por ello, como ha sehalado el Abogado General en el punto 67 de sus
conclusiones, procede considerar que el articulo 15, apartado 1, letra h),
del RGPD ofrece al interesado un genuino derecho a una explicaciéon
sobre el funcionamiento del mecanismo aplicado en la adopcion de una
decisién automatizada de la que ha sido objeto y sobre el resultado al que
ha llevado dicha decision.

§ 58 Del examen de las finalidades del RGPD v, en particular, de las de su
articulo 15, apartado 1, letra h), se deriva que el derecho a obtener «infor-
macion significativa sobre la 16gica aplicada» a decisiones automatizadas,
en el sentido de esta disposicion, debe entenderse como un derecho
a la explicacién del procedimiento y de los principios concretamente
aplicados para explotar, de forma automatizada, los datos personales del
interesado con el fin de obtener un resultado determinado, como un
perfil de solvencia. Para permitir al interesado ejercer de manera eficaz
los derechos que le reconoce el RGPD v, en particular, su articulo 22,
apartado 3, esta explicacion debe facilitarse por medio de informacién
pertinente y en forma concisa, transparente, inteligible y de facil acceso.”

Otra cuestién distinta es la mayor o menor posibilidad de comprender
técnicas tan complejas. A este respecto, la STJUE C-203/22, de 27 de febrero
de 2025, Dun ¢ Bradstreet Austria GmbH, considera que:

48 Conclusiones en el Asunto C-203/22, Dun & Bradstreet Austria (§§ 74, 76).
49 Conclusiones en el Asunto C-203/22, Dun & Bradstreet Austria (§ 79).
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§59. “Ni la mera comunicacién de una férmula matematica compleja,
como un algoritmo, ni la descripcidon detallada de todas las etapas de
la adopcién de una decision automatizada cumple tales requisitos, en la
medida en que ninguna de estas modalidades puede considerarse una
explicacion suficientemente concisa e inteligible.

§ 60. “En efecto [...] por una parte, el responsable del tratamiento debe
hallar formas sencillas de informar al interesado acerca de la légica suby-
acente o los criterios utilizados para llegar a la decisién automatizada.
Por otra parte, el RGPD exige que el responsable del tratamiento ofrezca
informacién significativa sobre la 1dgica aplicada a esta decision, «no
necesariamente una compleja explicacion de los algoritmos utilizados o
la revelacion de todo el algoritmo»”.

§ 61. “Asi pues, la «informacién significativa sobre la légica aplicada» a
decisiones automatizadas, en el sentido del articulo 15, apartado 1, le-
tra h), del RGPD, debe describir el procedimiento y los principios con-
cretamente aplicados de tal manera que el interesado pueda comprender
cudles de sus datos personales se han utilizado y cémo se han utilizado
en la adopcién de la decisién automatizada en cuestién, sin que la com-
plejidad de las operaciones que deban realizarse para la adopcion de una
decisién automatizada pueda exonerar al responsable del tratamiento de
su deber de explicacién.”

Y, a proposito de la transparencia, se afade también la importancia de exp-
licar los parametros de clasificacidn utilizados y también su peso especifico:

§ 62. “Por lo que respecta especificamente a una elaboracion de perfiles
como la controvertida en el litigio principal, el érgano jurisdiccional
remitente podria estimar, en particular, suficientemente transparente y
comprensible el hecho de informar al interesado de la medida en que
una variacion a nivel de los datos personales tenidos en cuenta habria
conducido a un resultado diferente”.

El interesado tiene “derecho de acceso al perfil”, con el fin de constatar si
existe una falta de conformidad entre los datos que €l proporciona y el
resultado que arroja el cdlculo de la empresa de scoring, en su caso tras la
agregacion de otros datos. Asi:

§ 64. Por ultimo, en relacién con la afirmacion del 6rgano jurisdiccional
remitente segun la cual la informacién facilitada por D & B a CK, con
arreglo al articulo 15, apartado 1, letra h), del RGPD, es contraria a los
hechos, dado que la elaboracion del perfil «real» llevé a considerar que
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CK no era solvente a pesar de que la referida informacién sugeria lo
contrario, procede sefialar que, si, como sostiene dicho dérgano jurisdic-
cional, la falta de conformidad asi constatada se deriva de la ausencia de
comunicacién por parte de D & B a CK de la elaboracion de su perfil
por cuenta de la empresa de telefonia mévil que, sobre esta base, rechazé
celebrar o renovar un contrato con CK, esta falta de conformidad debe
subsanarse mediante el derecho de acceso al perfil de solvencia que se
haya establecido de ese modo.

Ahora bien, no se entenderia satisfecho el “derecho de acceso al perfil” si
solo se proporcionara la puntuacion crediticia; es preciso que, ademas, el
titular de los datos afectado pueda conocer el proceso que ha llevado a su
obtencién. La sentencia concluye que la empresa debe explicar como ha
llegado a tal resultado, porque eso es también cumplimiento del deber de
explicar la 16gica aplicada por el algoritmo:

§ 65 [...] una explicacién de las diferencias existentes entre el resultado
de tal elaboracién de un perfil «real», suponiéndolo acreditado, y el
resultado comunicado por D & B a CK, obtenido, segin dicha socie-
dad, mediante una «agregacién equivalente» de los datos relativos a CK,
estaria efectivamente comprendida en la «informacién significativa sobre
la 16gica aplicada» a la elaboracidn de perfiles asi realizada. Por lo tanto,
de conformidad con lo que se ha senalado en el apartado 58 de la
presente sentencia, D & B estarfa obligada a explicar en forma concisa,
transparente, inteligible y de facil acceso el procedimiento y los principi-
os en virtud de los cuales se obtuvo el resultado de la elaboracién del
perfil «real».

Por supuesto, el banco no podria escudarse en que no puede proporcionar
datos sobre la légica aplicada al algoritmo, porque el scoring lo hace una
empresa externa. De ese tema se ocupé (mal) la STJUE C- C-634/21, de
7 de diciembre de 2023, Schufa, que acabd concluyendo que eso no podia
ser asi, pero solo con la condiciéon de que el banco se hubiera basado en
ese scoring de manera preponderante y de que la decisién se entendiera
entonces tomada por la empresa de scoring. Es obvio que el interesado
debe poder exigir el valor de puntuacién directamente a la empresa de
scoring (ex art. 15.2 h) RGPD) igual que también debe poder dirigirse al
banco (prestamista) (ex art. 14.2 g) RGPD) porque, en definitiva, este es
el responsable de los datos que la empresa de scoring le proporciona a él,
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del mismo modo que lo es de los que el consumidor le confia u obtiene
legalmente por otras vias.

Al margen del RGPD, al mismo resultado se llega si se considera la
relacién entre el prestamista y el consumidor exclusivamente en el contexto
de la DCC 2023, porque frente a este tltimo el Unico responsable de la
decisién sobre el otorgamiento o la denegacién de crédito basada en el
uso de un tratamiento automatizado es el primero. Eso ya indica que,
naturalmente, la entidad bancaria debe poder obtener de la entidad de
scoring las mismas informaciones que ella misma tiene a su vez el deber
de proporcionar a los consumidores, titulares de los datos afectados por la
decision, segun dispone el art 18.1 a) DCC 2023. Légicamente, eso debera
tener su reflejo en el clausulado de los contratos que concluyan las empre-
sas de scoring con las entidades de crédito, en los que se deberdn establecer
las condiciones bajo las que se produce la cesién de datos, entre otras
cosas porque el responsable del tratamiento receptor (la entidad bancaria
prestamista) debe poder demostrar que los ha obtenido licitamente.

F. La tension entre la proteccién de los datos personales y la proteccién de los
secretos comerciales

Una informacioén detallada que permita interpretar el sistema automatizado
en la toma de decisiones o la 16gica aplicada al procesamiento de datos po-
ne en riesgo el derecho de las empresas a mantener el algoritmo en secreto
Y, por tanto, constituye un freno al suministro de informacion significativa.
El derecho del interesado a conocer qué datos se han utilizado y cémo
se han combinado, exige que las empresas no puedan negarse a prestar la
informacién al interesado, pero el Considerando 63 RGPD expresa muy
bien que:

“[...] el derecho a acceder a los datos personales [...] no debe afectar ne-
gativamente a los derechos y libertades de terceros, incluidos los secretos
comerciales o la propiedad intelectual y, en particular, los derechos de
propiedad intelectual que protegen programas informaticos.”

Todavia, a propdsito de la interpretacion del art. 15.1 h) RGPD, el Abogado
General De la Tour terciaba en la forma de resolver la tension entre, por
un lado, los derechos del interesado a la proteccion de sus datos personales
¥, por el otro, los intereses del responsable del tratamiento relativos a la pro-
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teccion de los secretos comerciales. En su opinidn la revelacion no técnica
de informacién ya equivale a no revelar el algoritmo,® pero admite que
invocar esa proteccion por parte del empresario puede limitar el derecho
del interesado y que no es ajena al RGPD la ponderacién de derechos. !
La STJUE C-634/21, de 7 de diciembre de 2023, Schufa, afirmé que quien
toma la decision debe arbitrar los mecanismos necesarios para proteger al
titular de los datos, lo cual significa que, de entrada, no es posible escudarse
en la propiedad industrial o intelectual sobre el algoritmo o en el secreto
comercial para limitar los derechos del consumidor. Con todo, si bien no es
correcta la negativa a proporcionar toda informacién al interesado, segin
el Abogado General De la Tour hay que arbitrar mecanismos que permitan
comunicarla de forma que no se vulneren los derechos de terceros. > Por
consiguiente, son las autoridades competentes las que deben ponderar los
intereses en conflicto y determinar el alcance de ese derecho, con pleno
respeto a la confidencialidad de la informacién.>

La DCC 2023 no hace referencia alguna a la proteccién de secretos
y quizds eso pudiera interpretarse como voluntad de ir mas alld en el
suministro de informacién.>* Sin embargo, el RIA insiste en que es preciso
preservar los derechos de propiedad intelectual e industrial y los secretos
comerciales de todas las partes implicadas (Considerandos 48, 88, 107, 167,
art. 25.5, 52.6, 53.1 b), 78.1 a), 100.5, Anexo VII 4.5). Es evidente, pues, que
el prestamista no podrd proporcionar al consumidor informacién sensible
que las propias entidades de scoring nunca le suministrarfan antes a él.

A pesar de todo, la cuestion en realidad no es esa, sino cudl o qué
tipo de informacion si que estdn obligadas a proporcionarle, para que él
a su vez pueda cumplir con las obligaciones a las que le somete la DCC
2023. Eso es algo que, de momento, ninguna norma explica y a la que el
TJUE ha dado una respuesta comedida, en la linea de lo que el Abogado
General De la Tour proponia. Asi, tras afirmar que no es dable ampararse
en los derechos y libertades de terceros y, en particular, los derechos de
propiedad intelectual que protegen programas informaticos, para excluir
el derecho de acceso del interesado, a la hora de delimitar el derecho de

50 Conclusiones en el Asunto C-203/22, Dun ¢ Bradstreet Austria (§ 80).

51 Conclusiones en el Asunto C-203/22, Dun ¢ Bradstreet Austria (§§ 82-90).

52 Conclusiones en el Asunto C-203/22, Dun ¢ Bradstreet Austria (§ 91).

53 Conclusiones en el Asunto C-203/22, Dun & Bradstreet Austria (§ 94). Sobre si solo
deberian ser las autoridades competentes quienes tuvieran acceso, Guerrero Ovejas,
Score (n. 32), pp. 41-42.

54 Spindler, Algorithms (n. 7), p. 258.
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acceso consagrado en el art. 151 h) RGPD, el TJUE acaba concluyendo
que es el juez quien debe establecer en cada caso una ponderacién de los
derechos e intereses en conflicto. Asi:

§76 [...] en el supuesto de que el responsable del tratamiento considere
que la informacién que ha de facilitarse al interesado con arreglo a esa
disposicién incluye datos de terceros protegidos por dicho Reglamento
o secretos comerciales, en el sentido del articulo 2, punto 1, de la Direc-
tiva 2016/943, ese responsable debe comunicar tal informacién supues-
tamente protegida a la autoridad de control o al érgano jurisdiccional
competente, a los que corresponde ponderar los derechos e intereses en
cuestion a efectos de determinar el alcance del derecho de acceso del
interesado previsto en el articulo 15 del RGPD”.

Contenia parecidas consideraciones e insistia en la necesidad de adoptar
medidas eficaces para proteger la informacién sensible, la Directiva
2014/104/UE, de 26 de noviembre de 2014, sobre acciones por daiios por
infracciones del Derecho de la competencia, segin la cual los érganos
jurisdiccionales nacionales deben tener a su disposiciéon una serie de me-
didas para evitar que los datos confidenciales sean divulgados durante el
procedimiento (art. 5.4). En particular, el Considerando 18 sefiala que,
entre esas medidas, esta la disociacion de los pasajes sensibles en los do-
cumentos, las audiencias a puerta cerrada, o la restriccion del circulo de
personas a las que se permite examinar las pruebas, asi como encargar a
expertos la produccién de resimenes de la informacion en una forma no
confidencial.®® En la misma linea, insiste en la idea de proporcionalidad,
la Directiva 2024/2853 sobre responsabilidad por productos defectuosos
(Considerandos 42 y 44-45, art. 9.4-6).5

G. Reflexiones finales

Hasta la fecha, el nivel de transparencia que se ha aplicado a los algoritmos
ha sido dispar, pero, en adelante, todos los responsables de un sistema
de alto riesgo deben arbitrar medidas que les permitan explicar la l6gica

55 DO L 349, de 5 de diciembre de 2014.

56 DO L 2853, de 18 de noviembre de 2024. Ademds, Considerando 20, art. 3.3y 4 de la
Propuesta de Directiva relativa a la adaptacién de las normas de responsabilidad civil
extracontractual a la inteligencia artificial (Bruselas, 28.9.2022, COM(2022) 496 final)
(hoy ya retirada).
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implicada en la toma de decisiones automatizadas y, en lo que ahora intere-
sa, eso también incluye la puntuacién crediticia algoritmica. Ese control
permite que los consumidores confien en la fiabilidad del sistema, aunque,
en realidad, no entiendan muy bien cémo funciona. Eso significa que las
empresas deben estar preparadas para explicar la complejidad del algoritmo
¥, si eso es imposible, en el doble sentido de que no cuentan con suficientes
recursos para ello (vgr. pequenos proveedores de crédito rapido) y/o debido
al “problema de la caja negra”, esto es, debido a la dificultad de descifrar el
razonamiento que subyace a las predicciones o decisiones de un sistema de
inteligencia artificial, entonces cabe preguntarse si se podrdn continuar uti-
lizando. La respuesta debe ser negativa, a la vista de los estrictos requisitos
de transparencia que impone el Reglamento de Inteligencia Artificial y de la
jurisprudencia europea, cada vez mas proclive a la transparencia.

Sin embargo, para poder confiar en el sistema también es necesario
que puedan ser dadas explicaciones al consumidor que las solicita para
saber como se ha tomado una determinada decision y, en su caso, poder
cuestionarla. Esas explicaciones estaran en funcién de los intereses en
conflicto y el contexto,”” y no se deben solo cuando la decisién ha sido
tomada Unicamente sobre la base de un «tratamiento automatizado», esto
es, no solo cuando se produce la denegacion automatica de una solicitud
de crédito en linea, sino que se extienden a situaciones en las que el
procesamiento automatizado de datos ayuda a la ulterior toma humana de
decisiones. La efectividad de ese derecho implica poder conocer cémo se
ha llegado a un determinado resultado (explicaciones ex post) y no solo
saber como funciona el sistema automatizado de toma de decisiones en
general (explicaciones ex ante). La dificultad aparece a la hora de procurar
concrecién porque es evidente que una simple descripcion general que sélo
capte el proceso general utilizado para tomar una decisién no proporciona
al usuario ninguna informacion relevante; y, en el otro extremo, esta claro
también que, dada la complejidad del sistema, ninguna utilidad reporta
proporcionar el conjunto completo de pasos seguidos por el algoritmo para
obtener un resultado concreto.

En cualquier caso, no se debe perder de vista que lo crucial es entender
como se estd calificando a las personas para que estas puedan identificar

57 Vid. Grupo de expertos de alto nivel sobre inteligencia artificial, Directrices éticas
para una IA fiable, p. 16. Disponible en: file:///C:/Users/earroyo/Downloads/ethics_
guidelines_for_trustworthy_ai-es_87FCE0EI-BB31-COEB-A9F549AE2D3ACIF9_604
23.pdf.
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inexactitudes o errores y cuestionar las decisiones. Con este fin, las explica-
ciones deben ser claras, comprensibles y suficientemente completas porque
solo asi se conjura el riesgo de que un ser humano no sea capaz de seguir
las complejas consideraciones y funciones de un sistema de inteligencia ar-
tificial. Todavia es incierto donde habra que poner el limite para no vulner-
ar derechos de terceros y si el nivel de transparencia deberia ser distinto en
funcién de quien sea en cada caso el destinatario de esas explicaciones, pe-
ro es seguro que un consumidor medianamente informado puede entender
el valor de la ponderacién de las categorias de criterios y cuales son los que
mas influyen en el valor de probabilidad (vid. ahora § 37a (4) del Proyecto
de ley de reforma de la Bundesdatenschutzgesetzes), del mismo modo que
demostraciones contraficticas ayudan a que las personas entiendan qué
factores deben cambiar para obtener una decision diferente.>® Explicar el si-
gnificado de determinados conceptos genéricos, como “historial de pagos”,
contribuirfa igualmente a evitar la opacidad de las decisiones y facilitarfa su
comprensibilidad, porque los consumidores no estan al tanto de lo que se
considera un comportamiento “bueno” o “malo”, representado por puntos
de datos en sus registros de transacciones.>® Por supuesto, ayudaria mucho
que los consumidores no recibieran puntuaciones crediticias diferentes de
proveedores distintos, pero introducir ese aspecto aqui se aparta claramente
de lo que ha sido la finalidad de este trabajo. ¢

58 Guerrero Ovejas, Score (n. 32), pp. 38-39.

59 A proposito de FICO, Z. Bednarz — L. Przhedetsky, Al Opacity in the Financial
Industry and How to Break It, en: Z. Bednarz - M. Zalnieriute (eds.), Money, Power
and Al Automated Banks and Automated States, Cambridge; Cambridge University
Press, 2023, pp. 70-92, p. 73.

60 Bednarz - Przhedetsky, en: Bednarz/ Zalnieriute, p. 73, p. 89.
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