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Abstract
The Digital Services Act (DSA) represents a landmark legislative frame‐
work in the European Union, aimed at regulating online platforms, en‐
hancing transparency, and mitigating systemic risks associated with digital
services. The Act aligns with broader EU regulatory efforts, including the
General Data Protection Regulation (GDPR) and the Artificial Intelligence
(AI) Act, positioning it as a cornerstone of digital governance.

A key objective is to create a harmonized internal market that prevents
regulatory fragmentation while ensuring consumer protection and funda‐
mental rights. The DSA introduces obligations for intermediary services,
including very large online platforms (VLOPs) and very large online search
engines (VLOSEs). Moreover, the regulation mandates due diligence mea‐
sures such as transparency reporting, algorithmic accountability, and user
rights protections. Transparency mechanisms include the publication of
terms and conditions databases, the Statement of Reasons repository, and
advertising libraries. Moreover, the DSA enforces structured risk assess‐
ment and mitigation strategies, particularly for systemic risks such as illegal
content dissemination, disinformation, and fundamental rights violations.

A core component of the DSA is its approach to content moderation,
introducing user empowerment mechanisms such as Trusted Flaggers,
internal complaint-handling systems, and out-of-court dispute resolution
bodies. Additionally, the Regulation includes crisis response provisions en‐
abling swift intervention by the European Commission in extraordinary
circumstances. To ensure compliance, the DSA establishes independent
audit requirements and risk-based oversight mechanisms, reinforcing plat‐
form accountability. This Chapter aims to give an overview and compre‐
hensive introduction to these provisions.
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1. Introducing the DSA: Context and scope

The most important European legislative act currently regulating (large)
online platforms and their content moderation systems is the Digital Ser‐
vices Act (DSA). The DSA is the legal update of the E-Commerce Directive
(2000/31/EC) of 2000 and expands the original scope by going beyond the
regulation only of individual rights (Kaesling, 2023, p. 552). The wording of
the Directive did not take into account the importance that social networks
and online marketplaces would play in daily life as the digital economy
has developed into a platform economy (Rodríguez de las Heras Ballel,
2021, p. 80); furthermore, the scale of the services and the multiplication
of various intermediaries needed to be considered. Differing legislative
efforts of Member States led to the fragmentation of legal regulations and
challenges regarding the enforcement of services that operate across bor‐
ders (Schwemer, 2023, p. 233). Moreover, the important role of algorithmic
decision-making (Castellucia and Le Métayer, 2019; Dogru. Facciorusso
and Stark, 2020), disinformation (Bayer et al, 2021; Iosifidis and Nicoli,
2021), and illegal content (De Streel et al, 2020; Kübler et al, 2021) has
become more evident.

The general aim of the DSA is a “safe, predictable and trusted online
environment” (Art. 1 (1) DSA) through the realisation of an internal Euro‐
pean market. Since platforms operate transnationally and Member States
may have their own rules, there is a risk that the market might fragment, as
occurred with the regulatory attempts of Germany (Network Enforcement
Act, 2017) and Austria (Communication Platforms Act, 2020). An internal
market would enable companies to benefit from unification and allow them
to innovate in a harmonised environment. Moreover, new markets can be
accessed and consumers overall would have more choices (Hofmann and
Raue, 2023, p. 33).

In December 2020, the DSA was presented in conjunction with the
Digital Markets Act (DMA) (Directive (EU) 2019/790), which aims to
ensure a fair platform economy with a functioning internal market (Morais
Carvalho et al, 2021, p. 74). In the first Chapter, the DSA determines its
subject matter (Art. 1) and scope (Art. 2) and provides definitions (Art. 3).
Chapter II focuses on the liability of providers and intermediary services,
and Chapter III on due diligence and transparency. Chapter III consists of
sections listing the specifications concerning the obligations of different in‐
termediary services, such as online platforms or very large online platforms
(VLOPs) and search engines (VLOSEs) (as defined by Art. 33(1) DSA).
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Chapter IV specifies implementation, cooperation, penalties and enforce‐
ment and includes specificities about Digital Service Coordinators (DSCs)
and other relevant authorities and competencies, such as the European
Board for Digital Services. The Board acts as an independent advisory body
for the DSCs (Arts. 61–64 DSA); DSCs are the regulatory body situated in
each Member State. Member States choose these “competent authorities”
(Art. 49, (2)), and the DSCs are subsequently “responsible for all matters
relating to supervision and enforcement” of the DSA in the respective
Member State (Art. 49 (2)).

The DSA defines its scope in Art. 2 (1), including intermediary services
(Art. 3 (g) DSA), hosting services (Art. 3 (g) (iii) DSA), online platforms
(Art. 3 (i) DSA), VLOPs (Art. 33(1) DSA) and VLOSEs (Art. 3 (j) DSA)
that offer their services inside the European Union.

Intermediary services refers to three types of “information society ser‐
vices” (lit. g): first, services that are “mere conduit” (i), transmitting in‐
formation by a recipient of the service. Second, “a ‘caching’ service” (ii)
that includes the transmission and storage of information and third, “a
‘hosting’ service, consisting of the storage of information provided by, and
the request of, a recipient of the service” (iii). An online platform is a
hosting service that, “at the request of a recipient of the service, stores
and disseminates information to the public” (Art. 3 lit. i). Online search
engines are also intermediary services that “allow[s] users to input queries
in order to perform searches of, in principle, all websites, or all websites in
a particular language, on the basis of a query on any subject in the form of
a keyword, voice request, phrase or other input, and returns results in any
format in which information related to the requested content can be found”
(lit. j).

VLOPs and VLOSEs are defined as services and intermediaries operating
in the European Union that are reported to have more than 45 million
monthly active users (Art. 33 (1)). The number of users should cover at
least 10% of the EU population. The number is reported by the platforms
themselves, and they must provide an updated number of monthly active
users “at least once every six months” (Art. 24 (2)) or “without undue de‐
lay” (Art. 24 (3)) upon receiving a request from the European Commission.
The European Commission first designated platforms and search engines
considered to be very large in April 2023; now, that list is frequently updat‐
ed and includes platforms such as AliExpress, Google Search, Facebook,
TikTok, Meta and Amazon (European Commission, 2024a). This limit
cannot be bypassed by European nation-states and no platforms with fewer
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monthly active users can be obliged to adhere to the risk identification and
mitigation requirements (Kaesling, 2023, p. 533). The European Commis‐
sion assumes that intermediaries of this size have significant influence on
the internal market and that they have sufficient resources to adhere to the
Regulation (Kaesling, 2023, p. 541).

The DSA includes natural or legal persons who have the possibility of
using a service (Art. 3 lit. b); such a person is referred to as a “recipient”
(Art. 3 lit. b). However, the DSA also refers to persons as “users” throughout
the text, and this term is preferred in this chapter as it is more commonly
used. The DSA presents a legal definition that describes active users or
recipients. This definition, however, is in the main text of the DSA, not in
the Recitals, emphasizing the importance of the differentiation. An active
user of an online platform can be classified in two ways: they can “request
[…] the online platform […] host information” (Art. 3 lit. p), meaning, for
instance, uploading user-generated content to platforms or commenting on
other content (Kaesling, 2023, p. 542); or, an active recipient is a person
“exposed to information hosted by the online platform and disseminated
through its online interface” (Art. 3 lit. p). Therefore, receiving or consum‐
ing content on platforms without contributing or uploading content is
sufficient to be considered an active user. Participation is confirmed in‐
dependent of registration and includes the consumption of any content
(whether visual or audio) that starts without any user involvement as soon
as a website opens (Kaesling, 2023, p. 542). An active recipient of a search
engine “has submitted a query to an online search engine and been exposed
to information indexed and presented on its online interface” (Art. 3 lit. q
DSA). A query includes the input of terms, and if the query is completed
automatically and the recipient presses enter, the input counts as active use
(Kaesling, 2023, p. 542).

Intermediaries profit from the Good Samaritan Clause that limits liability
and determines that they are not responsible for any content shared that
might be illegal (G’sell, 2023, p. 4). Therefore, they are exempt from liability
under certain conditions (Hofmann and Raue, 2023, p. 32f ) and, moreover,
are not required to participate in any monitoring activities (Art. 8 DSA).

Complementing the DMA1, the DSA aims to enable citizens to exercise
their fundamental rights in a safe online environment (Morais Carvalho
et al, 2021, p. 75). The DSA aims to reduce risks of VLOPs and VLOSEs

1 For more information on the DMA, see Chapter 6, ‘The Brave Little Tailor v. Digital
Giants: A Fairy-Tale Analysis of the Social Character of the DMA’ by Liza Herrmann.
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by establishing clear rules and transparency. In addition to a trustworthy
online environment, the DSA seeks to ensure that fundamental rights are
protected and consumer protections strengthened. Lastly, the DSA aims to
establish legal certainty (Hofmann and Raue, 2023, p. 33).

Similar to other European Regulations such as the General Data Protec‐
tion Regulation2, the AI Act3 or the NIS 2 Directive4, the DSA includes risk-
based elements in its regulatory structure (Efroni, 2021). Risk detection,
analysis and evaluation are thus included in the legislative package, with
internal measures, external audits, transparency requirements and access
reviewed by the legislature (the European Commission and DSCs) and
researchers. The DSA practises “enforced self-regulation” (Kaesling, 2023,
p. 532) in parts, such as systemic risk assessments (Art. 34), as the platforms
are required to detect, analyse and evaluate systemic risks. That means,
they – the platforms – are initially responsible; however, the compliance
of platforms is tested and regularly reviewed, and in a last step, regulators
intervene and enforce. The European Commission supervises the compli‐
ance of VLOPs and VLOSEs and can impose monetary sanctions (ibid.)
that are not to exceed 6% of the service providers’ annual turnover (Art. 52
(3). Lastly, due to Art. 88 DSA, the Commission has the ability to create
Delegated Acts that detail the implementation of the DSA, for instance,
on Audits (European Commission, 2023a) or the transparency reporting
obligations of intermediary services (European Commission, 2023b).

In this Chapter, we will discuss the most important provisions and
their consequences, including the due diligence of VLOPS and VLOSEs,
including transparency mechanisms (section 2), user rights and processes
(section 3), risk assessment, risk mitigation, and audits (section 4).

2. See-through regulation? Novel transparency mechanisms in the DSA

The DSA creates several new mechanisms that provide novel insights into
the day-to-day decisions taken on platforms. Transparency mechanisms

2 For more information on the GDPR, see Chapter 14 ‘EU Data Protection Law in
Action: Introducing the GDPR’ by Julia Krämer.

3 For more information on the AI Act, see Chapter 2 ‘Searching for Harmonised Rules:
Understanding the Paradigms, Provisions, and Pressing Issues in the Final EU AI Act’
by Hannah Ruschemeier and Jascha Bareis, and Chapter 3 ‘Accountable AI: It Takes
Two to Tango’ by Jorge Constantino.

4 For more information on the NIS 2 Directive, see Chapter 17 ‘Unpacking the NIS 2
Directive: Enhancing EU Cybersecurity for the Digital Age’ by Eyup Kun.
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centrally include reports and databases to inform stakeholders. This text
will therefore highlight the main tools of transparency by focusing on
transparency reports (Art. 15, 24 and 42 DSA), the Terms and Conditions
database (Art. 14 DSA), the Statement of Reasons (Art. 17 DSA) and the
Ad Library, also referred to as the Ad Repository (Art. 39 DSA). Additional
means of transparency can be found in the rules regarding recommenda‐
tion systems (Art. 27 DSA), parameters on targeted advertising (Art. 26
DSA) and in the link between the Code of Practice of Disinformation
and the DSA as a Code of Conduct (Art. 45–47 DSA) (Just and Saurwein,
2024).

Flyverbom (2016, p. 110–112) defined transparency as a complex process
connected to the development, interpretation and aggregation of publish‐
ing information aimed at enhancing accountability, openness and trust
within a certain period. The DSA itself does not form its own definition
of transparency (Kosters and Gstrein, 2023, p. 117) but rather reflects on
it in several passages, including in Recital 49: “To ensure an adequate
level of transparency and accountability, providers of intermediary services
should make publicly available an annual report in a machine-readable
format, in accordance with the harmonised requirements contained in
this Regulation”. Such a machine-readable form of transparency could also
enhance the automatisation of checks and balances in an empirically-based
accountability regime (Murray and Flyverbom, 2020). Conversely, Kosters
and Gstrein (2023) highlight the importance of the audience within the
transparency regime and differentiate transparency into three layers: “The
first layer of transparency involves the disclosure of information. The
second layer consists of ensuring that the information disclosed is also
understandable to the broader public. Lastly, a third layer of transparency
includes tailoring the explanation of information to the different types of
users of the platform” (Kosters and Gstrein, 2023, p. 130). According to
their case study of one VLOP, the DSA contributes to the first two layers
through, for example, the provision of information in transparency reports,
and to the second layer through the offer of a dashboard for the Statement
of Reasons (Digital Services Act, 2024); however, they found that the DSA
was still lacking in the third layer of transparency. Ideally, by being able to
interlock several different control mechanisms, the forms of transparency
that the DSA creates can form a more solid understanding of meaningful,
accountable and consistent transparency regimes (Sekwenz and Wagner,
2025, forthcoming).
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2.1 A harmonised form of reporting through DSA transparency reports?

The DSA’s new rules on transparency reporting can be seen as a predeces‐
sor to the provisions that frame reporting under the German NetzDG or
the Austrian KoPlG (Heldt, 2019; Werthner et al, 2024, p. 627). According
to the DSA, platforms have different reporting obligations to be disclosed
in an annual report – or for VLOPs and VLOSEs, in biennial reporting
intervals – and such reports must be machine-readable (Art. 15(1) DSA).
According to Art. 9 and 10 DSA, transparency reports must include infor‐
mation about orders from public authorities (for example, the police in
a Member State), numbers about illegal content or median-time spans of
action in response to such notices (Art. 15(1) (a) DSA).

Details provided in transparency reports include data concerning flags
received from user-reporting (Art. 16 DSA) describing details of violation
reasons, reports from Trusted Flaggers (who report to platforms about
illegal content with increased flagging priority, see Art. 22 DSA), the mod‐
eration action set (for example, deletion or deplatforming), the automated
means included in the moderation process (for instance, the use of Artifi‐
cial Intelligence (AI) for detecting illegal content) and aspects of reaction
time (Art. 15 (1) (b) DSA). Furthermore, details must be included on the
specific purpose of the automated means used in the process, their accuracy
and the possible error rate of tools like AI (Art. 15(1) (c) DSA). Article
15(1) (d) DSA specifies reporting details on the internal complaint-handling
system according to Art. 20 DSA. This mechanism should enable users
to question content moderation actions on platforms. The provisions of
Art. 24 DSA (see Recital 65 DSA) only apply to online platforms, VLOPs
and VLOSEs; these include paragraphs on the out-of-court dispute set‐
tlements (Art. 21 DSA), including the number of disputes received, the
median time needed to form a decision or the decisions taken in such
cases (Art. 24 (1) (a) DSA). In addition, information about malicious user
behaviour, such as deplatforming (Kettemann et al, 2022), must be provid‐
ed according to Art. 23 DSA, for example, details about the reason for
suspension (Art. 24 (1) (b) DSA).

Recital 100 opens the scope for Art. 42 DSA, under which “additional
transparency requirements should apply specifically to [VLOPs and VLOS‐
Es]” such as biannual reporting obligations. Such platforms must report on
the human resources used in the process of content moderation, including
details about language skills, educational measures, training or support
(Art. 42 (2) (a–b) DSA). Furthermore, Art. 42 DSA requires the inclusion
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of qualitative information – broken down to Member State levels (Art. 42
(2) (c) DSA – about the means of content moderation, such as details about
the training of content moderators or the educational measures provided to
them.

2.2 A place for all platform contracts – The terms and conditions database

According to the DSA, contractual rules governing online behaviour –
found in the Community Standards of a platform – are to be provided
within the terms and conditions, which are defined in Art. 3 (u) DSA as “all
clauses, irrespective of their name or form, which govern the contractual re‐
lationship between the provider of intermediary services [the platform] and
the recipients of the service [the user]”. These and other contractual rules
for VLOPs and VLOSEs should be provided in the official languages of
all Member State platforms that provide their services and include opt-out
details addressed in the generalised contract according to Recital 48 DSA
and Art. 14 (6) DSA.

Terms and conditions not only include norms and procedures but also
the “measures, and tools” used in content moderation (Art. 14,19 DSA).
Since terms and conditions describe how to behave on platforms, these
contractual amendments, also referred to as community standards or neti‐
quette are a flexible way to adapt frameworks to new challenges, such as
the COVID-19 pandemic or wars and conflicts (European Commission,
2022; Kettemann and Sekwenz, 2022). Article 14 DSA requires that users
be informed about significant changes (2) and that information is to be
provided in a machine-readable format (5). Furthermore, information for
children is explicitly mentioned (3), and enforcement has to be in line with
fundamental rights (4). Since February 2024, platforms have uploaded their
terms and conditions and changes to a website that informs users about
the current version that platforms use for content moderation (Terms and
Conditions Database, 2024). For the first time, this organised database of
contractual rules provides the reader with updates on new clauses, actions
or exemptions.
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2.3 Quick insights in content moderation decisions through the statement
of reason database

The Statement of Reason database is a new measure of transparency in
the DSA regulated under Art. 17 DSA. According to Recital 66, “to ensure
transparency and to enable scrutiny over the content moderation decisions
of the providers of online platforms and monitoring the spread of illegal
content online, the Commission should maintain and publish a database
which contains the decisions and statements of reasons of the providers
of online platforms when they remove or otherwise restrict availability
of and access to information”. This database therefore captures content
moderation decisions in cases of a violation of the terms and conditions
(Art. 14 DSA) or the law of a Member State (Art. 3 (h) DSA), similar
to the Lumen Database, which was created at Harvard University to cap‐
ture insight into the moderation process (Lumen Database, 2024). These
captured content moderation actions either affect the visibility of content
(Art. 17(1) (a) DSA), monetary elements (Art. 17(1) (b) DSA), suspension of
the service (Art. 17(1) (c) DSA) or the suspension of an account (Art. 17(1)
(d) DSA). Information in the so-called transparency database also includes
content moderation decisions such as the facts upon which a decision
is based, the circumstances of a case, the source of information (e.g. flag‐
ging) or the identity of the notifier (e.g. a Trusted Flagger). Additionally,
information about the automated means in the process should be provid‐
ed as a reference to legal or contractual grounds, as well as information
about user rights (e.g. the internal complaint-handling system according
to Art. 20 DSA or out-of-court dispute settlements according to Art. 21
DSA). Since the general aim of increasing transparency is welcomed by
the community, the accuracy, depth of information and completeness have
been critiqued by researchers evaluating the meaningfulness of platforms’
reporting practices (Drolsbach and Pröllochs, 2023; Kaushal et al, 2024;
Trujillo, Fagni and Cresci, 2024). Such a database is a novum to the
world of online governance and opens a path for increased research on
platforms to be conducted. The database includes an individual ID for
each decision that can be linked to thorough investigations in conjunction
with researcher data access or independent audits, and it can also link to
the transparency reports of a platform to control for cross-transparency
mechanisms (Sekwenz and Wagner, 2025, forthcoming).
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2.4 Ad library

Another key database the DSA creates is the advertising repository, the use
of which, according to Art. 39 DSA, is mandatory for VLOPs and VLOSEs
(Duivenvoorde and Goanta, 2023; Izyumenko et al, 2024). This database
provides users with a publicly available search function and API. According
to Art. 39(2) (a) DSA, the database should include information about the
advertisement (name of the product/service/brand and the subject of the
ad, e.g. political advertising). Furthermore, the person on whose behalf
the ad is presented has to be disclosed (b–c), in addition to information
about the duration of the ad presentation and display (d), targeted and
unincluded groups (e–f ) and the number of users for whom the ad has
been displayed (g). Such information, however, should not be included
in the database if the content was classified as illegal under the law of a
Member State (Art. 39(3) DSA). Additionally, for the DSA, the upcoming
Directive on Transparency and Targeting of Political Advertising will create
a new centralised database for this specific type of online advertising at the
European level (see Art. 13, Regulation 2024/900).

2.5 Data access for researchers

Article 40 DSA holds specific interest for researchers investigating plat‐
forms due to its provision of data access to the DSC or the Commission
(Art. 40 (1)). The first part of the Article (1–3) regulates access by public
authorities, whereas the second part (4–6 and 8–11) focuses on researcher
access. The following section will focus on the second part of Art. 40 due to
its relevance for researchers. Research access is provided for the purpose of
investigating systematic online risks in order to reduce information asym‐
metries and support risk mitigation (Kaesling, 2023, p. 639). Therefore,
access should be constrained to data concerning the provisions of the DSA,
especially understanding and identifying systemic risks according to Art. 35
(Art. 40 (4)). 

The DSC can request that VLOPs and VLOSEs “explain the design, the
logic, the functioning and the testing of their algorithmic systems” (Art. 40
(3)). Platform providers need to adhere to these requests “within a reason‐
able period” (Art. 40 (4)); however, platforms can request an amendment
to the data access request within 15 days if they do not have access to that
data or if the security of their service and trade secrets are endangered
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(Art. 40 (5) lit. a–b). The DSC will grant researchers requesting data access
the “status of ‘vetted researchers’ for the specific research” (Art. 40 (8)).
These researchers need to fulfil certain requirements as specified in Art. 40
(8) (lit. a-g): researchers must be part of a research organisation (lit. a),
which is defined as “a university, including its libraries, a research institute
or any other entity, the primary goal of which is to conduct scientific
research or to carry out educational activities involving also the conduct of
scientific research” (Copyright Directive Art. 2 (1)). The organisation must
be non-profit (lit. a) and operate in the public interest (lit. b). Additionally,
researchers must work independently and not for commercial interests
(lit. b), disclose their research funding (lit. c), protect personal data and
implement measures to guarantee data security (lit. d). Furthermore, they
must prove that data access is necessary for their research, that it is pro‐
portionate and will contribute to the understanding of risk mechanisms
(lit. e, f ). Finally, researchers must make their results publicly available
(lit. g).

Research needs to “contribute to the detection, identification and under‐
standing of systematic risks” (Art. 40(12)). According to Husovec (2023),
Art. 40(12) provides two functions: it protects providers against unjust
access and minimises technical restrictions of data access for researchers.
He argues that scraping should remain central for research aside from API
access.

3. On user rights, processes and institutionalised flagging entities

Transparency mechanisms in the DSA combine a variety of different facets
of transparency, including transparency reports, the three databases or
repositories (terms and conditions, statement of reason and advertising)
and the provision of a reporting mechanism for users, as described earlier.
On the other hand, the DSA also provides new roles and rights for accred‐
ited entities like trusted flaggers, out-of-court dispute settlement bodies
and the new legal position of the recipient of a service (see Art. 3 (b)
DSA) through the internal complaint-handling system, creating the novel
possibility of user empowerment. These mechanisms unfold after the initial
content moderation process has ended and open new legal pathways for
user empowerment, a more structured response to moderation dissent and
the inclusion of experts and civil society on a regular and institutionalised
basis (Douek, 2022, pp. 37–51).
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3.1 Drop-down of user empowerment? Notice and action mechanisms

Users have been included in the process of content moderation for years
and can be described as a central component in the curation of content on
platforms such as Reddit or Mastodon (Jhaver et al, 2019; Roth and Lai,
2024). The tool that facilitates user engagement in content moderation is
referred to as flagging (Kou and Gui, 2021). The DSA specifies rules on
how platforms should design flagging mechanisms in Art. 16 DSA (Sekwenz
et al, 2025). A notice action mechanism must empower users to notify the
platform about illegal content or contractual violations in a user-friendly
design that is easy to access (Art. 16(1) DSA). The design has to indicate
the reason why the content has been deemed illegal, a link to the content
in question (e.g. URL), the name and email address of the flagging indi‐
vidual and the claim to act in bona fide (Art. 16(2) (a-d) DSA). When a
user has flagged a piece of content, the intermediary must notify the user
(reporting user) about the received notice (Art. 16(4) DSA) as well as the
user whose content was reported (Art. 16(5) DSA). Furthermore, Article
16(6) DSA specifies the procedure for platforms to “process any notices
that they receive […] and take their decisions in respect of the information
to which the notices relate, in a timely, diligent, non-arbitrary and objec‐
tive manner”. Together with the transparency reports of other higher-level
means of DSA transparency, the reporting or flagging mechanisms provide
a crucial function since they serve as the data collection processes that feed
the transparency reports and the statement of reason database. As research
on the NetzDG has shown, reporting mechanisms can be used to nudge
the user towards reporting loops that favour terms and conditions. As a
result, there is more detailed reporting on contractual violations than with
the use of the more cumbersome (for the user) illegal content reporting,
e.g. through implementing the need to click substantively more often to
flag illegal content, leading to low numbers of illegal content flags in trans‐
parency reports (Wagner et al, 2020). In 2019, this dark pattern (Brignull,
2019; Gray et al, 2024) of user flagging received a 2 million euros under
the German national law in a case brought by national authorities against
Facebook (Escritt, 2019).

3.2 Trust me, I am a trusted flagger

Another factor concerning notice action mechanisms in the DSA is the
‘fast-lane option’ for Trusted Flaggers of illegal content, as specified in
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Art. 22 DSA (see Recital 61 DSA; Appelman and Leerssen, 2022). These
flaggers have the needed expertise to file flags through the complaint
mechanism and, importantly, relevant legal experience that a standard user
might not be expected to have.

Trusted Flaggers operate in their “designated area of expertise” when
awarded their status after filing an application to the DSC of their Member
State (Art. 22(2) DSA; Schwemer, 2019); their status can also be revoked
according to Art. 22 (7) DSA). An applicant to the DSC has to fulfil the
following conditions: have the expertise and competence to “detect, identi‐
fy and notify” platforms about illegal content on their service (a), show
independence from the platforms (b) and flag “diligently, accurately, and
objectively” (c). Flaggers must publish annual reports providing informa‐
tion on their flagging in the relevant time period (Art. 22 (3), Recital 62
DSA); these reports have to be sent to the DSC and made publicly available
in a database (Art. 22(5) DSA). The reports should be structured in a way
that provides details on the platform the flagging has been applied to (a),
the type of illegal content (b) and the platform’s moderation action (c). In‐
formation and explanation about how the Trusted Flaggers maintain their
independence must also be included. Independence mechanisms might
include the platforms automatically providing flagging tools for Trusted
Flaggers that help to ‘book-keep’ reported flags from flagging entities. The
identity of the Trusted Flaggers is disclosed as well. If a platform observes
misbehaviour from Trusted Flaggers, either in submitting “insufficiently
precise, inaccurate or inadequately substantiated notices” (Art. 16 DSA)
or complaints in the mechanisms provided through the internal complaint-
handling system (Art. 20 DSA), the DSC should be informed and after
considering evidence and information may suspend the Trusted Flagger
(Art. 22(6) DSA). If the investigation into a Trusted Flagger appears to
be substantiated (either through the information from a platform or their
own initiative), their status can be revoked (Art. 22(7) DSA). In addition,
information about notices received by Trusted Flaggers has to be indicated
in transparency reports (Art. 15(1) (b) DSA) and can be indicated in the
SOR (Art. 17 (3) (b) DSA).
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3.3 The wronged user? Internal complaint-handling systems in the DSA

Online platforms, VLOPs and VLOSEs are also obligated to provide an
internal complaint-handling system that can be seen as a second step in a
platform’s reporting or moderation process. Here, a user has the opportuni‐
ty to use the internal complaint-handling system to lodge complaints about
content or accounts for platform decisions within a period of six months
(Art. 20 (1) DSA). If a notice received by a platform is not substantiated,
the platform can act against the complaint (Art. 20 (3) DSA). Furthermore,
this process cannot be fully automated and must have “qualified staff in the
loop” of the complaint-handling system (Art. 20 (5) DSA). The question of
effective implementation of a complaint-handling system was already ques‐
tioned in the case of Alibaba in 2024 (‘DSA: Commission Opens Formal
Proceedings against AliExpress’ (European Commission, 2024a).

3.4 The right of a judge or the DSA’s answer to it: Out-of-court dispute
settlements

After a user has gone through the internal complaint-handling system of a
platform, the user still has the right to challenge the content moderation
decision: the out-of-court dispute settlement. If a conflict can’t be resolved
under Art. 20 DSA, the user has the right to “select any out-of-court dispute
settlement body that has been certified” according to Art. 21 (1) DSA (Bara‐
ta, 2023; Coimisiún na Meán, 2024). Such a certification requires mandato‐
ry reports; the certified status can also be revoked. According to Art. 21 (3)
DSA, redress mechanisms should be easy for users to access to enable them
to open a settlement process with an authority in an electronic format. If
a case has already been decided, it is not possible for it to be raised again
with the dispute settlement body (Art. 21 (2) DSA). Additionally, such a
decision does not create binding case law for a platform, as the platform has
the freedom to decide similar cases differently. A dispute settlement body
must be “impartial and independent, including financially independent”
of platforms, have the needed expertise, have a form of remuneration that
does not bias the participant in a way that would affect their judgment, be
“capable of settling disputes in a swift, efficient and cost-effective manner
and in at least one of the official languages”, electronically approachable,
compliant with the law, apply the rules fairly and have publicly accessible
procedures (Art. 21 (3) (a–f ) DSA). There currently exist four certified out-
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of-court dispute settlement bodies (ADROIT, 2024; Europe, 2024; OPVT,
2024; RTR, 2024; User Rights, 2024)

4. In crisis – Please follow the Commission

According to the DSA, a crisis is a situation in which “extraordinary cir‐
cumstances occur that can lead to a serious threat to public security or
public health in the Union or significant parts thereof ” (Recital 91 DSA).
This rule may have been influenced by the events of the Covid-19 pandemic
and was added in quickly following the Russian invasion of Ukraine in
February 2022 (Buijs and Buri, 2023; Kettemann and Sekwenz, 2022). Civil
society has criticised the subjectivity of the term crisis, the time frames
for when a crisis might start or end, the definition of reliable information
and the role of human rights in the decision-making process (Access Now,
2022; Coimisiún na Meán, 2024; European Digital Rights, 2024).

When a crisis occurs, the Board adopts a decision to act and the Com‐
mission is granted the power to assess the functioning of services, use mea‐
sures “to prevent, eliminate or limit any such contribution to the serious
threat[s]” and be informed about the content in question, the implemen‐
tation and the impact of the measures demanded (Art. 36 (1) DSA) (Fer‐
reau, 2024). Additionally, the board can issue crisis protocols that provide
detailed measures, such as the obligation to display crisis information on
platforms (Art. 48 DSA). Crisis protocols can be mandatory or an ex-ante
solution for potential crisis situations (Recital 108 DSA).

Any measures implemented by the Commission are bound to certain
rules according to Art. 36 (3) DSA, where measures may not exceed a
period of three months. Actions need to be “strictly necessary, justified
and proportionate” and in line with the Charter of Fundamental Rights;
furthermore, clear time frames for measures under the crisis response
mechanism must be defined. The DSA requires that decisions to act on
a crisis by the Commission be made publicly available, the Board granted
the right to access information and provide its views and platforms be
immediately informed (Art. 36 (4) DSA). If there is a variety of specific
measures, then platforms choose which measure(s) to implement (Art. 36
(5) DSA). Furthermore, the Commission and the platforms should be in
dialogue about the implementation, the evaluation of their effectiveness
and the goals they seek to achieve (Art. 36 (6) DSA). The Commission must
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also report to the EU Parliament and the Council about crisis-response
decisions on an annual basis (Art. 36 (11) DSA).

5. Identifying and mitigating systemic risks for intermediaries

The DSA is considered a risk-based Regulation in several aspects of compli‐
ance, similar to other EU Regulations such as the GDPR or the AI Act (De
Gregorio and Dunn, 2022). The DSA recognises that increased individual
and societal risk originates from intermediary services, as many people use
these services on a daily basis (Recital 1 DSA). In the DSA, systemic risks
are considered in regard to platform functionalities and user behaviour
(Brougton Micova and Calef, 2023, p. 6), mixing a top-down and bottom-
up approach to risk. Depending on the risks, platforms are required to fulfil
a set of obligations (De Gregorio and Dunn, 2022). Search engines were
included in the Regulation due to their importance in finding information
and maintaining a functioning internet (Kaesling, 2023, p. 533). VLOPs
and VLOSEs are required to follow stricter rules due to the increased
level of risk associated with such platforms. They are considered to be
infrastructures and “de facto public spaces” (Kaesling, 2023, p. 531 transl.
by the authors). They need to provide a point of contact for users (Art. 12
DSA), access to the data for the European Commission and for research
(Art. 40 DSA) and more transparency (Art. 38, 39, 42). Moreover, external
audits are also required (Art. 37). The additional rules that identify more
internal processes and measures are defined in Art. 34 and Art. 35 DSA,
which will be explained in more detail in the next subsection. Subsequently,
the process of external auditing to review the conducted risk assessments
will be elaborated.

5.1 That seems pretty risky: Risk assessment under the DSA

According to Art. 34 (1) DSA, VLOPs and VLOSEs need to “identify, anal‐
yse and assess” systematic risks once a year (Art. 34(1) S. 2). Systemic risks
are not legally defined in the DSA and are only elaborated according to
their potential societal impact (Kaesling, 2023, p. 560).

In the following, the Article elaborates on the systemic risks considered
in the DSA (Art. 34). First, illegal content (lit. a) is considered to be a high

Marie-Therese Sekwenz & Rita Gsenger

130

https://doi.org/10.5771/9783748943990-115 - am 27.01.2026, 02:51:46. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/9783748943990-115
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/


risk,5 and the probability of illegal content being distributed on VLOPs and
VLOSEs is also considered high (Kaesling, 2023, p. 562).

Subsequently, the legislation mentions “negative effects for the exercise
of fundamental rights” (lit. b); these fundamental rights include human
dignity, private and family life, the protection of personal data, freedom
of expression and information, freedom and pluralism of the media, non-
discrimination and the protection of children and consumers (ibid.). One
problem concerning fundamental rights – specifically freedom of expres‐
sion and deliberative democracy – is disinformation (Del Moral Sánchez,
2024, p. 7). Generally, VLOPs and VLOSEs are not obliged to adhere to
fundamental rights; however, their position is akin to a public space so
their obligation to the public increases (Kaesling, 2023, p. 562f.). The pro‐
tection of fundamental rights should not lie in the hands of private corpo‐
rations, and aside from the protection of privacy, fundamental rights were
previously not as protected in online spaces compared to the enhanced
protection and recognition the DSA provides (Ponce Del Castillo, 2020,
p. 3). According to Art. 1 European Charter of Fundamental Rights, the pro‐
tection of human dignity is critical for the interpretation and application of
all other fundamental rights. The protection of human dignity includes the
protection against the severe discrimination of vulnerable groups (e.g. due
to their sexual orientation) (Borowsky 2019, p. 121), online mobbing and
terrorism. In addition, the depiction of child sexual abuse material violates
the dignity of children (Kaesling, 2023, p. 563), and denying the Shoah is
considered a violation of the dignity of the deceased (Borowsky, 2019, p.
121). Other fundamental rights that are mentioned in Art. 34 lit. b include
“respect for private and family life […], the protection of personal data
[…], freedom of expression and information, including the freedom and
pluralism of the media, […] nondiscrimination […], respect for the rights of
the child […], and […] a high-level of consumer protection […]”.

Furthermore, “negative effects on civic discourse and electoral processes,
and public security” (Art. 34 (1)(c), Recital 82) are another risk category. As
they are mentioned conjointly, the connection between public debate and
electoral processes is emphasised, as these issues may create opportunities
that result in danger to public security. Here, information that is not illegal
is concerned (Kübler et al., 2023). Social media platforms that are VLOPs

5 For more detailed information on illegal content in the DSA, see Chapter 5 ‘The
Digital Services Act – An Appropriate Response to Online Hate Speech?’ by Pascal
Schneiders and Lena Auler.
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have a responsibility to investigate information interaction that might be
part of disinformation campaigns (Kaesling, 2023, p. 567).

Finally, “serious negative effects in relation to gender-based violence, the
protection of public health and minors and serious negative consequences
to the person’s physical and mental well-being” (Art. 34 (1)(d)) are con‐
sidered to be a particularly high risk. For such cases, the Commission
introduced a threshold wherein the negative effects are required to be
serious. The seriousness of the consequences is not only considered on a so‐
cietal level but also regarding the individual persons concerned, including,
for instance, the psychological damage to individuals moderating content
(Pinchevski, 2023).

Codes of conduct provide guidance for the implementation of risk
assessment and mitigation. While the Codes are voluntary, they play a
crucial role in risk mitigation and auditing and are therefore considered
an “inescapable as part of DSA compliance” (Griffin and Vander Maelen,
2023, p. 4). Examples of Codes of Conduct are the Code on Hate Speech
(2016) and the Code of Practice on Disinformation (2018, 2022). The Codes
of Conduct apply to consequences of systemic risks such as “disinforma‐
tion or manipulative and abusive activities” (Recital 103 DSA), including
deliberative coordinated efforts to manipulate and mislead, which may be
particularly harmful to vulnerable recipients of information. In this regard,
following a Code of Conduct is considered risk mitigation measure under
Art. 35 DSA (Recital 103 DSA). In 2018, the Code of Practice on Disinfor‐
mation was developed to encourage self-regulatory behaviours to combat
disinformation. However, an assessment of the Code concluded that it was
unsuccessful due to a lack of commitment, objectives and tools to measure
compliance (Sounding Board, 2018). Therefore, the Strengthened Code of
Practice (2022) was developed and is a Code of Conduct under Art. 45
DSA; however, it is still voluntary, complementing the DSA and making
it a model of co-regulation. In such a model, the interaction between the
intermediary and the regulator is key to its success (Del Moral Sánchez,
2024, p. 17).

5.2 Better to avoid it – Risk mitigation under the DSA

Article 35 DSA proposes risk mitigation measures that intermediaries can
employ in case of risk detection. These risk mitigation measures should
be “reasonable, proportionate and effective” (Art. 35 (1)). Accordingly, in‐
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termediaries should be “adapting the design, features or functioning of
their services, including their online interfaces” (lit. a) and “adapting their
terms and conditions and their enforcement” (lit. b). Furthermore, inter‐
mediaries should “test(...) and adapt(...) their algorithmic systems, including
their recommender systems (lit. d). According to Art. 8 DSA, there is no
proposed general monitoring obligation for platforms and their user-gener‐
ated content; however, the DSA creates new regulatory rules and practices
around content moderation systems. According to the Regulation, content
moderation can be understood as:

[…] the activities, whether automated or not, undertaken by providers of intermedi‐
ary services, that are aimed, in particular, at detecting, identifying and addressing
illegal content or information incompatible with their terms and conditions ( see
Art. 14 DSA), provided by recipients of the service, including measures taken that
affect the availability, visibility, and accessibility of that illegal content or that infor‐
mation, such as demotion, demonetization, disabling of access to, or removal thereof,
or that affect the ability of the recipients of the service to provide that information,
such as the termination or suspension of a recipient’s account. (Art. 3 lit. t DSA)

According to the DSA, content moderation is crucial as a remedy against
identified systemic risks on VLOPs and VLOSEs (Art. 35 lit. c); however,
if content moderation goes wrong, there can also be negative effects on
communities (Feuston et al, 2020).

5.3 Audits

Annual systemic risk assessments are required to be structured in audits
that follow the guidelines laid out in the Delegated Regulation (DR) to
Art. 27 DSA. These assessments should “diligently identify, analyse and
assess any systemic risks in the Union”. First, an audit can be conducted
on the design or functioning of the service or system, the algorithmic
system (see Art. 27 DSA) or the use of the service or system. Second, within
these three levels, audits should assess the following factors in their risk
assessment (Art. 34 (2) (a-e) DSA):

• the design of their recommender systems and any other relevant algorith‐
mic system,

• the content moderation systems,
• the applicable terms and conditions and their enforcement,
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• the systems for selecting and presenting advertisements,
• the data-related practices of the provider.

Within these levels and factors, four categories of risks can be differentiated
according to the risks outlined in Art. 34 DSA.

Audits are included in the risk assessment reports (Art. 12(1) DR) and
have to follow the inner logic and methodology outlined in the DR (Recital
16, Art. 13(2) (b), Art. 2 (6), Art. 10(4) DR). Audits are not only conducted
internally by the platforms according to Art 34 DSA, there is also an exter‐
nal component according to Art. 37 DSA – the independent audit – which
is conducted by third parties (e.g. consulting firms) to test the systemic
risk assessments of platforms according to Art. 37. External audits also must
follow a methodology according to Art. 37 (4) DSA in conjunction with
Art. 10 DR and must be filed in a report according to Art. 37(4) DSA. If
the audit report does not find the platform’s initiatives to act against any
risks to have been identified or reported sufficiently, the VLOP or VLOSE
in question has to address the auditors’ concerns and describe the changes
made in an audit implementation report according to Art. 37 (6) DSA.

5.4 The deluge of delegated regulations

Delegated Regulations (DRs) further clarify the DSA. For example, Art. 33
on the definition and calculation of average monthly user numbers to
designate VLOPs and VLOSEs is defined in the DR (European Commis‐
sion, 2023b). Additionally, in Art. 34 and 37, audits are more concisely
described and define risk classes for auditing, give guidelines on how to
use methodologies and tests to evaluate compliance under the DSA, or give
further information on what could be understood under “reasonable level
of assurance” DR (European Commission, 2023a). Furthermore, according
to Art. 40, the DR on researcher data access outlines how such access
should be established, how such accreditation processes should look and
how the rights and responsibilities for data access can be distributed. In
addition, transparency reports include a DR in their outline to further sup‐
port coherent reporting process structures and create a guideline to stan‐
dardise the complex reporting duties in Art. 15, 24 and 42 DSA (European
Commission, 2022). Another interesting detail about the DRs in question
is that the regulator actively included the feedback of stakeholders and
research reports (Wagner et al., 2023) during the process of creating these
DRs (European Commission – Have Your Say, 2023).
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6. Conclusion

To conclude, the DSA introduces a groundbreaking regulatory framework
that aims to enhance transparency, accountability and user protection
across online platforms, with specific attention focused on VLOPs and
VLOSEs. This Chapter has provided an overview of the DSA, one of the
first efforts to regulate harmful online content and protect users’ funda‐
mental rights online. As discussed in section 2, the DSA’s emphasis on
transparency is pivotal. The Regulation establishes multiple tools to ensure
that platforms are open about their operations, including transparency
reports (Art. 15, 24, 42), the Terms and Conditions database (Art. 14), the
Statement of Reasons database (Art. 17) and the Ad Library (Art. 39). The
novel transparency mechanisms for intermediary services include reports,
online repositories (such as the Ad Library according to Art. 39) and
Statements of Reason (Art. 17). Furthermore, the DSA provides rules for
researchers to access platform data to research systemic risks (Art. 40). The
DSA’s aims to empower users through new roles and rights, including the
Trusted Flaggers mechanism (Art. 22) and the internal complaint-handling
system (Art. 20), which reflect the DSA’s aim to involve users more actively
in content moderation processes by giving them the tools to flag illegal
content and challenge platform decisions. Furthermore, the introduction of
out-of-court dispute settlements (Art. 21) provides users with a structured
and accessible way to seek redress when their rights have been infringed
upon. The DSA’s includes a crisis response mechanism (Art. 36), which
allow the European Commission to rapidly implement measures in extraor‐
dinary circumstances such as public health emergencies or threats to public
security. These mechanisms, which were influenced by events such as the
Covid-19 pandemic and the Russian invasion of Ukraine, provide regulators
with the flexibility to act swiftly in times of crisis.

Finally, the DSA adopts a risk-based approach to regulating platforms,
particularly VLOPs and VLOSEs, which have a significant societal impact
due to their size and reach. The DSA requires these platforms to conduct
annual systemic risk assessments (Art. 34) focusing on key areas such as
illegal content, infringement of fundamental rights and the protection of
minors. Risk mitigation measures (Art. 35) are also mandated, obliging
platforms to adapt their systems – recommender algorithms and content
moderation processes – to minimise risks to users. Additionally, external
audits (Art. 37) are required to ensure that platforms’ risk assessments are
thorough and that they effectively implement mitigation measures.
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In summary, the DSA is a transformative regulation that not only aligns
with other EU legislative initiatives, such as the GDPR and AI Act, but
also pioneers a new era of platform governance. Its holistic approach,
integrating transparency, user empowerment, risk management and crisis
response, sets a strong foundation for future digital regulation, aiming to
create a safer, fairer and more accountable online ecosystem for all users.
As the digital landscape continues to evolve, the DSA’s provisions will play
a crucial role in ensuring that platforms operate in a manner that respects
individual rights and societal values.
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