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Bereits seit einigen Jahren wird vermehrt tiber den hoheitlichen Einsatz
von Algorithmen bzw. ,kiinstlicher Intelligenz® diskutiert.! Das Thema
ist nicht ganz neu,? hat aber in der 6ffentlichen Wahrnehmung durch
den technischen Fortschritt im Bereich der kanstlichen Intelligenz — insbe-
sondere durch gesteigerte Moglichkeiten des maschinellen Lernens® — an
Relevanz gewonnen. Ein zentrales Thema dabei und in der allgemeinen
Diskussion zu Algorithmen ist deren mogliche Intransparenz. In diesem
Kontext werden Algorithmen hiufig als ,Blackbox“ bezeichnet.* Dem
liegt die Vorstellung zugrunde, dass sich nicht oder nur teilweise erkliren
lasst, warum ein bestimmter Input zu einem bestimmten Output fihrt.
Das Innenleben komplexer Algorithmen sei fir menschliche Betrachter:in-
nen unverstindlich.® Mit dieser Beschreibung geht regelmafSig die Befiirch-
tung einher, dass entsprechende Modelle ,unvorhersehbar® agieren und
dadurch Schaden anrichten konnten, wenn sie dennoch eingesetzt wer-
den.® Auch wird der Verlust an menschlicher Einflussnahmemoglichkeit
beklagt.” So wird befiirchtet, dass der bzw. die Einzelne zum Objekt algo-
rithmisch gesteuerter Entscheidungen werde.8

1 Vgl. aus der Vielzahl der Beitrige Guckelberger, Offentliche Verwaltung im Zeit-
alter der Digitalisierung, 2019, Rn.405ff. u. 559ft; Hermstriiwer, AGR 145
(2020), 479; Herold, Demokratische Legitimation automatisiert erlassener Ver-
waltungsakte, 2020; Martini/Ruschemeier/Hain, VerwArch 112 (2021), 1; Roth-Isig-
keit, AGR 145 (2020), 321; Unger, Demokratische Herrschaft und Kiinstliche In-
telligenz, in: Unger/v. Ungern-Sternberg (Hrsg.), Demokratie und Kiinstliche In-
telligenz, 2019, S. 113.

2 Eine Zusammenfassung der historischen Diskussion findet sich bei Grdwe, Die
Entstehung der Rechtsinformatik, 2011, S. 35 ff.

3 Russell/Norvig, Artificial Intelligence — A Modern Approach, 4. Aufl.,, (Global
Edition), 2021, S. 42 ff.

4 Begriffspragend Pasquale, The Black Box Society — The Secret Algorithms that
Control Money and Information, 2015; gleich auch bspw. Martini, Blackbox
Algorithmus — Grundfragen einer Regulierung Kiinstlicher Intelligenz, 2019.

S Martini, JZ 2017, 1017 (1018).

6 Vgl. bspw. Danaber, Philosophy & Technology 29 (2016), 245 (249); Roth-Isigkeit
(Fn. 1), 335 aus einer haftungsrechtlichen Perspektive.

7 Vgl. dazu und zu weiteren angenommenen Gefahren des Algorithmeneinsatzes
die Vielzahl an Nachweisen bei Barczak, DOV 2020, 997 (998).

8 Zu dieser die Technikdiskussion schon seit lange prigenden Befiirchtung Golla,
DOV 2019, 673 (675 ff.).
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Vor diesem Hintergrund beschaftigt sich der Beitrag mit der Frage, wie
bedeutsam Anforderungen an die Transparenz von Algorithmen wirklich
sind, damit der Staat die Verantwortung fir deren Einsatz ibernehmen
kann und darf. Fiir eine sinnvolle Begrenzung sind die Ausfithrungen da-
bei auf die Verwaltungstitigkeit beschriankt. Auch ist darauf hinzuweisen,
dass die im Beitrag angesprochenen Aspekte keinesfalls abschliefend zu
verstehen sind. Das Problem der Transparenz von Algorithmen kann auch
aus anderen Perspektiven und mit einem jeweils ganz anderen Schwer-
punket erortert werden. Zu denken ist insbesondere an den Umgang mit
Diskriminierungsgefahren’ oder aber auch speziell an das Verhiltnis der
Transparenz zu Informationszugangsrechten.!”

Der Beitrag gliedert sich in drei Teile: Im 1. Schritt wird dargelegt, wie
der Begriff der Transparenz zur Beschreibung von Algorithmen zu verste-
hen ist. Im 2. Schritt werden die Maf$stibe herausgearbeitet, nach denen
durch oder mit Hilfe von Algorithmen erstellte Entscheidungen einem
Hoheitstrager rechtlich zurechenbar sind. Im 3. Schritt ist als inhaltlicher
Schwerpunkt zu erortern, inwiefern Probleme im Bereich der Transparenz
sich auf die staatliche Verantwortung fir die Herstellung und Darstellung
einer Entscheidung auswirken.

L. Transparenz: Interpretierbarkeit und Erklarbarkett eines
Algorithmenmodells

Der Begriff der Transparenz im Kontext von Algorithmen hat eine nor-
mative und eine deskriptive Seite. Er wird benutzt, um normative Anfor-
derungen an Algorithmenmodelle zu formulieren, aber auch um entspre-
chende Algorithmenmodelle und ihre Eigenschaften zu beschreiben. An
dieser Stelle geht es zunachst um die letztgenannte, d. h. die technische
Perspektive. Es soll das eigene Verstandnis der Transparenz eines Algorith-
menmodells als tatsichliche Grundlage der sich anschliefenden rechtli-
chen Bewertung offengelegt werden.

Um die Transparenz eines Algorithmenmodells einzuordnen, kommt
es auf deren Interpretier- und Erklarbarkeit an.!" Ein Algorithmenmodell
wird als interpretierbar bezeichnet, wenn bereits durch die Untersuchung

9 Mit diesem Schwerpunkt Hermstriiwer (Fn. 1), 479 ff.
10 Dazu Guckelberger, Verwaltung (Fn. 1), Rn. 501 ff.
11 Dazu das Standardwerk im Bereich der kinstlichen Intelligenz, Russell/Norvig,
Al (Fn. 3),S.729f.
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des Modells an sich verstindlich wird, warum ein gegebener Input zu
einem bestimmten Ergebnis fithrt und wie sich dieses Ergebnis bei einem
anderen Input verindern wiirde. Die Erklarbarkeit bezeichnet hingegen
allgemein die Moglichkeit zu verstehen, warum ein Algorithmus ein be-
stimmtes Ergebnis fiir einen gegebenen Input ausgibt.!> Dabei konnen
auch externe Methoden zum Einsatz kommen. Ein interpretierbares Algo-
rithmenmodell ist zugleich immer auch erklirbar. Ein erklarbares Algo-
rithmenmodell ist hingegen nicht zwangslaufig interpretierbar, da sich
die Erklarbarkeit auch erst durch den Einsatz externer Methoden ergeben
kann.’3 Unter dem Schlagwort der ,Explainable AI“!* wird aktuell intensiv
daran geforscht, entsprechende Methoden zu entwickeln. Dadurch soll es
ermoglicht werden, auch das Entscheidungsverhalten komplexer Algorith-
menmodelle, insbesondere im Bereich des ,Deep Learning®, ganz oder
zumindest teilweise erklarbar zu machen.'

Legt man ein enges Begriffsverstindnis zu Grunde, konnte man dazu
tendieren, allein auf die Interpretierbarkeit abzustellen, um von einem
transparenten Algorithmenmodell auszugehen.'® Nur die Interpretierbar-
keit erlaubt einen Blick in das Modell selbst. Allerdings diirfte es darauf
nicht entscheidend ankommen. Der wesentliche Vorteil eines interpretier-
baren Modells ist es, dass sich das Entscheidungsverhalten im Detail nach-
vollziehen lisst und deshalb unerwiinschte Folgen weitestgehend vermie-
den werden konnen. Die Interpretierbarkeit ist eine Moglichkeit, Erklar-
barkeit herzustellen. Auch fir die Frage der Transparenz sollte deshalb
allgemein auf die Erklarbarkeit des Modells abgestellt und nicht per se die
Interpretierbarkeit vorausgesetzt werden. Lésst sich — mit oder ohne den
Einsatz externer Methoden — im Detail erkliren, warum ein Algorithmus
ein bestimmtes Ergebnis fiir einen gegebenen Input ausgibt, reicht das aus,
um von einem transparenten Algorithmenmodell auszugehen. Freilich
dirfte in der Praxis die Erklarbarkeit nach gegenwartigem Stand regelmi-

12 Russell/Norvig, Al (Fn. 3), S.729.

13 Russell/Norvig, Al (Fn. 3), S. 729 f.

14 Vgl. beispielsweise den Sammelband Samek et al. (Hrsg.), Explainable Al: In-
terpreting, Explaining and Visualizing Deep Learning, 2019 oder Castelvecchi,
Nature 538 (2016), 20.

15 Samek/Miiller, Towards Explainable Artificial Intelligence, in: Samek et al, Ex-
plainable AI (Fn. 14), S. 1 (S ff.).

16 So scheinbar zunachst Martinz, Blackbox (Fn. 4), S. 28, der von einer liickenlo-
sen Inspektion“ spricht, aber an spiterer Stelle doch auf die Erklarbarkeit des
konkreten Entscheidungsverhaltens auch unter Einsatz externer Methoden ab-
stellt (S. 43 f.).

48

20.01.2026, 14:30:27.


https://doi.org/10.5771/9783748928768-45
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Hoheitlicher Einsatz intransparenter Algorithmen

Big die Interpretierbarkeit voraussetzen. Die Methoden im Bereich der ,Ex-
plainable AI“ sind noch weit davon entfernt, das Entscheidungsverhalten
komplexer Algorithmen insbesondere im Bereich des ,Deep Learning® im
Detail erkliren zu kénnen. So beschrinken sich die ,Erklarungen® regel-
mafig auf die visuelle Hervorhebung, der fiir die Entscheidung wichtigen
Bereiche eines kiinstlichen neuronalen Netzwerks oder der besonders ent-
scheidungsrelevanten Eingabedaten.!” Solche Visualisierungen sind in
ihrer Aussagekraft beschrinkt und kénnen eine Erklarbarkeit im Detail re-
gelmilig nicht gewihrleisten.!® Fiir die Zukunft sind allerdings gewisse
Fortschritte zu erwarten, sodass Transparenz nicht mehr zwingend Inter-
pretierbarkeit voraussetzen wird.

Dartiber hinaus ist zu berticksichtigen, dass die Transparenz nicht ab-
solut, sondern nur graduell beurteilt werden kann. Die meisten Algorith-
menmodelle werden sich auf einer Skala zwischen vollstindiger Intranspa-
renz und vollstindiger Transparenz bewegen.!” Als ein besonders transpa-
rentes Algorithmenmodell lasst sich beispielsweise ein durch maschinelles
Lernen erstellter Entscheidungsbaum einordnen. Anhand der Abzweigun-
gen ldsst sich nachvollziehen, warum ein bestimmtes Ergebnis fiir einen
gegebenen Input ausgegeben wird.2’ Auf der anderen Seite der Skala be-
finden sich hingegen regelmafig die Algorithmen im Bereich des ,Deep
Learning® Beispielsweise in tiefen neuronalen Netzwerken werden die
Informationen verteilt iber sehr viele (und teilweise versteckte) Zwischen-
schichten mit einer extrem hohen Anzahl an Gewichten gespeichert.?! Auf
Grund dieser Komplexitit lasst sich das Entscheidungsverhalten solcher
Algorithmen mit den gegenwirtigen Methoden nicht im Detail erklaren.??

II. Verantwortungsiibernabme als Problem der Zurechenbarkeit

Zunichst sind die Maf$stibe herauszuarbeiten, nach denen eine Entschei-
dung auch beim Einsatz von Algorithmen einer Behorde zugerechnet wer-
den kann. Sollte der Einsatz intransparenter Algorithmen bereits die Zu-
rechenbarkeit ausschlieen, muss zur Frage der sonstigen Verantwortung

17 Samek/Miiller, Explainable AI (Fn. 15), S. 16.

18 Samek/Miiller, Explainable AI (Fn. 15), S. 16 f.

19 Vgl. fiir einen diesbeziiglichen Uberblick die Abbildung 1.3 in Ertel, Grund-
kurs Kinstliche Intelligenz, 5. Aufl., 2021, S. 9.

20 Russell/Norvig, Al (Fn. 3), S.729.

21 Ertel, Grundkurs (Fn. 19), S. 342.

22 Ertel, Grundkurs (Fn. 19), S. 343.
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des Staates ohnehin nicht mehr Stellung bezogen werden. Dabei wird im
Hinblick auf die Art des Algorithmeneinsatzes zwischen dem Einsatz zur
blofen Entscheidungsunterstiitzung und zur automatisierten Erstellung
der Entscheidung unterschieden.??

Dem Einsatz von Algorithmen zur Entscheidungsunterstiitzung und
dem Einsatz zur automatisierten Erstellung ist zunichst gemein, dass sie
sich grundsatzlich auf die Erstellung einer Entscheidung beziehen. Auch
der Einsatz zur Entscheidungsunterstitzung zielt darauf ab, sich zumin-
dest mittelbar auf das Entscheidungsergebnis auszuwirken. Denkbar ist
beispielsweise die Erstellung eines Entscheidungsvorschlages oder aber der
Einsatz zur Klirung einer bestimmten Sachfrage im Vorfeld der eigentli-
chen Entscheidung (z. B. die Erstellung einer Wahrscheinlichkeitsprogno-
se, ob ein Gebiude einsturzgefahrdet ist, oder die Ermittlung des Risikos,
ob moglicherweise eine Steuerverkiirzung vorliegt, als Anlass fir weitere
Ermittlungen?#). Eine automatisierte Erstellung liegt hingegen vor, wenn
sich der Einsatz der Algorithmen unmittelbar auf das Entscheidungsergeb-
nis auswirkt, ohne dass eine menschliche Ergebniskontrolle stattfindet
(vgl. §§28 Abs.2 Nr.4, 37 Abs.5, 39 Abs.2 Nr.3 VwVIG sowie §35a
VwVIG).2

1. Einsatz zur Entscheidungsunterstiitzung

Beim Einsatz von Algorithmen zur blofen Entscheidungsunterstiitzung
wird die Entscheidung letztlich allein durch die zustindige menschliche
Bearbeiterin oder den zustindigen menschlichen Bearbeiter getroffen.
Eine solche Entscheidung ist insofern grundsitzlich unproblematisch
der Behorde des Bearbeiters oder der Bearbeiterin zurechenbar, ohne
dass es auf die Eigenschaften des eingesetzten Algorithmus iberhaupt

23 Dem Einsatz zur Entscheidungsunterstitzung dirfte praktisch die grofere Re-
levanz zu kommen Herberger, NJW 2018, 2825 (2825).

24 Vgl. fir die Anforderungen an entsprechende Risikomanagementsysteme im
Besteuerungsverfahren § 88 Abs. 5 AO.

25 So auch fir den automatisierten Erlass von Verwaltungsakten VG Saarlouis,
Urt. v. 12.3.2008 — 11 K2 146/05, juris Rn.23; Berger, in: Knack/Henneke
(Hrsg.), VWVIG, 11. Aufl., 2020, §35a Rn.34; Ritgen, in: Bauer et al. (Hrsg.),
VWVEG (E-Government), 2. Aufl., 2014, §37 Rn 102; Stelkens, in: Stelkens/
Bonk/Sachs (Hrsg.), VwVEG, 9.Aufl., 2018, §35a Rn.17f; Tiedemann, in:
BeckOK VWVIG, 54. Ed. (Stand: 1.1.2022), § 37 Rn. 50.
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ankommt.26 Problematisch konnte allenfalls sein, wenn der oder die Bear-
beiter:in vollstindig auf die eingesetzten Algorithmen vertraut und bei-
spielsweise einen Entscheidungsvorschlag ohne eigene inhaltliche Prifung
tbernimmt.?” Allerdings betrifft auch eine solche Konstellation nicht die
Frage der Zurechenbarkeit im Auffenverhaltnis, sondern bewirkt je nach
konkreter Konstellation méglicherweise die Rechtswidrigkeit der Entschei-
dung (z. B. aufgrund einer Ermessensunterschreitung).

2. Einsatz zur automatisierten Entscheidungserstellung

Findet hingegen keine menschliche Ergebniskontrolle statt und wird die
Entscheidung automatisiert vom Algorithmus getroffen, konnte sich dieses
Ergebnis allerdings andern. So wird teilweise davon ausgegangen, dass es
fir die Zurechenbarkeit einer automatisiert erstellten Entscheidung erfor-
derlich ist, dass die Behorde das Entscheidungsverhalten des Algorithmus
im Detail nachvollziehen bzw. bestimmen kann und insofern der einge-
setzte Algorithmus transparent sein muss.?

a) Veranlassung der Entscheidung durch eine Behorde

Die Frage der Zurechenbarkeit einer Entscheidung zu einer Behorde stellt
sich regelmifig bei der Prifung, ob eine ,Maffnahme der Behorde® im
Sinne des § 35 VWVIG vorliegt. Insofern kann auf die dort geltenden Maf-
stabe zurlickgegriffen werden. Nach den diesbeziiglichen Grundsitzen
dirfte es fiir die Zurechnung ausreichen, dass die Behorde den Algorith-
mus bewusst fiir eine konkrete Aufgabe einsetzt und damit die Entschei-
dung in ihrem Namen veranlasst.?® Dafiir spricht zunachst, dass es fir die
Zurechenbarkeit grundsitzlich auf die Perspektive der Adressat:innen,
d. h. den objektiven Empfinger:innenhorizont ankommt.>® Die Adres-

26 In diese Richtung auch Herold, Legitimation (Fn. 1), S. 193 £.

27 Hermstriiwer (Fn. 1), 492; Tonsmeyer-Uzuner, Expertensysteme in der offentli-
chen Verwaltung, 2000, S.64f; Unger (Fn. 1), S. 126 spricht vom ,automation
bias*.

28 So Lazaratos, Rechtliche Auswirkungen der Verwaltungsautomation auf das
Verwaltungsverfahren, 1990, S. 276f.

29 Guckelberger, Verwaltung (Fn. 1), Rn. 627 £; Stelkens (Fn. 25), § 35 Rn. 67 £.

30 Ramsauer, in: Kopp/Ramsauer (Hrsg.), VWVIG, 22. Aufl., 2021, §35 Rn. 54
m. w. N.

51

20.01.2026, 14:30:27.


https://doi.org/10.5771/9783748928768-45
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Daniel Busche

sat:innen durften allerdings regelmifig nicht erkennen kdnnen, ob bei der
Entscheidung ausnahmsweise ein fiir die Behorde intransparenter und
nicht zuverlissig vorhersehbar agierender Algorithmus mitgewirkt und in-
sofern die Entscheidung teilweise ,,autonom* getroffen hat. Aus ihrer Sicht
handelt es sich unabhingig von den Eigenschaften des eingesetzten Algo-
rithmus um eine Entscheidung der Behorde.

Wie weit die Zurechenbarkeit im Auflenverhaltnis grundsatzlich reiche,
zeigt auch der Vergleich mit dem behordlichen Einschalten von Priva-
ten als Verwaltungshelfer:innen.3! Beim behoérdlichen Einsatz von Verwal-
tungshelfer:innen werden die von der Privatperson erstellten Bescheide der
Behorde selbst dann zugerechnet, wenn die Behorde keine Moglichkeit
hat, den Inhalt der Bescheide zu kontrollieren oder auch nur zu kennen.3?
Erforderlich ist lediglich, dass der Verwaltungshelfer mit Wissen und Wol-
len der Behorde titig wird und die Bescheide im Namen der Behérde
ergehen, auch wenn deren Inhalt selbststindig bestimmt wird.3? Diese Vor-
aussetzungen wiren auch beim Einsatz wirklich ,autonomer” und damit
nicht vorhersehbar agierender Algorithmen erfiillt. Probleme im Bereich
der Transparenz und selbst der Vorhersehbarkeit schliefen die Zurechnung
nicht aus, solange die Behorde den Algorithmus bewusst fiir eine konkrete
Aufgabe einsetzt und damit die Entscheidung in ihrem Namen veranlasst.

b) Zurechenbarkeit beim Handeln aufSerhalb der iibertragenen Aufgabe
aa) MafSstab beim Handeln Privater

Bei der Einschaltung Privater endet die Zurechnung allerdings, wenn es
ganzlich an einer beho6rdlichen Veranlassung fir die konkrete Entschei-
dung fehlt, d. h., wenn der oder die Private aufSerhalb der ihm oder ihr
tbertragenen Aufgabe oder ginzlich selbststindig (z. B. Aufstellen von
Verkehrszeichen an offentlichen Stralen durch private Grundstiickseigen-
timer:innen) titig wird.>* In einer solchen Konstellation liegt ein ,,Schein-*

31 Ahnlich Stelkens (Fn. 25), § 35 Rn. 67 .

32 Dazu Guckelberger, Verwaltung (Fn. 1), Rn. 628.

33 BVerwG, Urt. v. 23.8.2011 — 9 C 2.11, BVerwGE 140, 245 (247); zustimmend
Ramsauer (Fn. 30), § 35 Rn. 65.

34 Guckelberger, Verwaltung (Fn. 1), Rn 628; Stelkens (Fn. 25), § 35 Rn. 60.
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bzw. ,Nichtakt“3> vor, der keinem Hoheitstrager als Rechtsakt zugerechnet
werden kann und dem deshalb keine rechtliche Wirkung zukommt.3¢

bb) Ubertragung auf den Einsatz von Algorithmen

Insofern stellt sich die Frage, ob auch diese Grundsatze auf Algorithmen
tbertragbar sind. Dabei geht es um die Konstellation, dass der eingesetzte
Algorithmus die Grenzen des fiir ihn vorgesehenen Aufgabenbereichs ver-
lasst und eine Entscheidung trifft, die aulerhalb der ihm zugewiesenen
Aufgabe liegt. Einer solchen Situation dirfte kurz- bis mittelfristig keine
grof8e praktische Relevanz zukommen.?” Allerdings sind Grenzfille denk-
bar, bei denen der Aufgabenbereich beispielsweise aufgrund einer fehler-
haften Programmierung geringfugig tiberschritten wird.

In der Sache sprechen wesentliche Griinde gegen eine Ubertragung.’®
Zunichst unterscheiden sich die analoge und die digitale Konstellation an
dieser Stelle in einem zentralen Punkt. Beim Handeln einer Privatperson
liegt keinerlei Veranlassung der Behorde vor. Auch wenn die Behdrde den
Privaten eine hoheitliche Aufgabe tbertragen hat, maflt er sich andere,
nicht tbertragene hoheitliche Befugnisse lediglich bei Gelegenheit der
ihm tbertragenen Aufgabe an. Wenn hingegen ein von der Behorde einge-
setzter Algorithmus eine Entscheidung trifft, ist diese Entscheidung auch
durch die Behorde veranlasst, wenn sie auferhalb der iibertragenen Aufga-
be liegt. Die Behorde hat den Algorithmus entwickelt oder entwickeln
lassen und sich dafiir entschieden, ihn einzusetzen. Die Behorde nutzt den
Algorithmus bewusst fir eine effiziente Aufgabenerfillung. Insofern ist
ihr auch das moglicherweise problematische Verhalten des Algorithmus
zuzurechnen.?” Das gilt unabhiangig davon, ob die Behorde einen solchen
Algorithmus Gberhaupt hitte einsetzen diirfen.*® Die potenzielle Unzulas-

35 Zwischen ,Schein-“ und ,Nichtakt“ differenzierend Miinkler, Der Nichtakt.
Eine dogmatische Rekonstruktion, 2015, S. 160 ft.

36 Stelkens (Fn.25), § 44 Rn. S.

37 Algorithmen, die den ihnen zugewiesenen Aufgabenbereich selbststindig er-
weitern, dirften die aktuellen technischen Moglichkeiten weit Gbersteigen,
vgl. Russell/Norvig, Al (Fn.3), S.730f; ahnlich auch Wischmeyer, AOR 143
(2018), 1 (14f£.).

38 Mit diesem Ergebnis auch Guckelberger, Verwaltung (Fn. 1), Rn 628.

39 Ahnlich Guckelberger, Verwaltung (Fn. 1), Rn. 628.

40 In diese Richtung auch Polomski, Der automatisierte Verwaltungsake, 1993,
S. 8Sff.
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sigkeit des Einsatzes kann zwar die Rechtswidrigkeit der Entscheidung be-
grinden, aber auch rechtswidrig zustande gekommene Entscheidungen
sind einer Behorde grundsatzlich zurechenbar.

Zum anderen spricht auch der Schutz der Biirger:innen fir eine Zu-
rechnung. So lassen sich gegeniiber der eigenmaichtig handelnden Privat-
person gegebenenfalls zivilrechtliche Haftungsanspriiche geltend machen.
Algorithmen scheiden nach geltender Rechtslage hingegen als Haftungs-
subjekte aus. Unabhingig von der Frage, ob in dieser Konstellation eine
weitergehende Haftung rechtspolitisch wiinschenswert ware,*! dirften
sich nach geltender Rechtslage negative Folgen der Entscheidung hiufig
tberhaupt nur ausgleichen lassen, wenn die Entscheidung der Behorde zu-
gerechnet wird. Die Zurechnung ist Voraussetzung dafiir, dass dem Burger
oder der Birgerin je nach Konstellation zumindest ein Folgenbeseitigungs-
anspruch, ein Anspruch wegen enteignenden bzw. enteignungsgleichen
Eingriff oder ein Anspruch aus Aufopferung zustehen kdénnte.*? Ein An-
spruch aus Amtshaftung (§839 BGB) setzt hingegen eine schuldhafte
Amtshandlung eines menschlichen Amtswalters oder einer menschlichen
Amtswalterin voraus und kann aus diesem Grund héufig keinen angemes-
senen Schadensausgleich gewihrleisten.

¢) Zwischenergebnis

Es zeigt sich, dass es fir die Zurechnung einer Entscheidung zur Behorde
auf die Transparenz des eingesetzten Algorithmenmodells nicht ankommt.
Vielmehr reicht es aus, dass die Behdrde einen Algorithmus bewusst ein-
setzt und damit die Entscheidung veranlasst.

III. Staatliche Verantwortung fiir die Herstellung und Darstellung einer
Entscheidung

Die Vorstellung des staatlichen Einsatzes intransparenter Algorithmen
diirfte vielfach ein erhebliches Storgefiihl hervorrufen und intuitiv auf Ab-

41 Dazu Roth-Isigkeit (Fn. 1), 331 ff. und Martini/Ruschemeier/Hain (Fn. 1), 32 ff.
42 Vgl. zu diesen verschuldensunabhingigen Haftungsansprichen bei der Ent-
scheidungsautomation Martini/Ruschemeier/Hain (Fn. 1), 4 f.
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lehnung stofSen.*? Insofern kénnte auch bezweifelt werden, dass der Staat
die Verantwortung fir den Einsatz entsprechender Algorithmen tberneh-
men darf. Angenommene Probleme diirften sich dabei sowohl auf die Her-
stellung als auch die Darstellung* einer hoheitlichen Entscheidung bezie-
hen.

1. Transparenz als Problem der Entscheidungsherstellung

Damit ein Hoheitstriger die Verantwortung fir eine Entscheidung tber-
nehmen kann, muss er den Prozess der Entscheidungsherstellung in einem
gewissen Umfang steuern und kontrollieren konnen. Beim Einsatz intrans-
parenter Algorithmen wird diesbeziiglich teilweise vor einem Verlust an
menschlicher Einflussnahmemaoglichkeit gewarnt.® Insofern kénnte man
den Einsatz intransparenter Algorithmen auf Grund der Gefahr des Ver-
lustes der Steuerungsmoglichkeit fir ausgeschlossen halten. Im Kontrast
dazu mochte ich an dieser Stelle aufzeigen, dass die Steuer- und Kontrol-
lierbarkeit der Entscheidungsherstellung nicht per se die Transparenz der
eingesetzten Algorithmenmodelle voraussetzt. Je nach Kontext kann auf
die Transparenz der eingesetzten Algorithmen verzichtet werden.4¢

a) Intransparenz als Normalfall

Das Problem der Transparenz ist nicht neu, sondern pragt moderne Ge-
sellschaften allgemein* und den Einsatz von Technik im Besonderen.
Menschliche Anwender:innen vertrauen in vielfaltiger Weise auf das Funk-
tionieren technischer Einrichtungen, ohne dass ihnen deren Funktions-

43 Vgl. bspw. Steger/Sonnabend, Die unheimliche Macht der Algorithmen, Han-
delsblatt v. 9.5.2017.

44 Zu dieser grundlegenden begrifflichen Unterscheidung Lubhmann, Recht und
Automation in der offentlichen Verwaltung, 1966, S. 51.

45 Stelkens, Der vollstaindig automatisierte Erlass eines Verwaltungsakts als Rege-
lungsgegenstand des VwWVIG, in: Hill/Kugelmann/Martini (Hrsg.), Digitalisie-
rung in Recht, Politik und Verwaltung, S.81 (101), der allerdings insofern
wohl von sich selbststindig fortentwickelnden Algorithmen ausgeht; zustim-
mend Guckelberger, Verwaltung (Fn. 1), Rn. 592; vgl. auch Unger (Fn. 1), 118 ff.

46 Ahnlich Wischmeyer (Fn.37), 8, 43 ff.

47 Lubmann, Die Kontrolle von Intransparenz, 2017, S. 96, spricht von der moder-
nen Gesellschaft als ,,Symphonie der Intransparenz”.
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weise im Detail bekannt ist oder auch nur bekannt sein kann. Dabei diirfte
das Vertrauen der Anwender:innen hiufig zumindest auf der Erwartung
beruhen, dass eine kompetente Dritte oder ein kompetenter Dritter (Ent-
wickler:in, Hersteller:in etc.) die Funktionsweise erkliren kann und inso-
fern das zuverlassige Funktionieren garantiert. Auf der anderen Seite stofSt
auch diese ,potenzielle® Erklarbarkeit vielfach an ihre Grenzen. So werden
selbst in einem so sensiblen Bereich wie der Medizin Verfahren eingesetzt,
deren ursichlicher Wirkmechanismus nicht bekannt ist, solange das zuver-
lassige Funktionieren empirisch nachgewiesen ist (z. B. die Narkose)*s.
Speziell im Hinblick auf Algorithmen gilt, dass das Problem der Unver-
standlichkeit komplexer Algorithmen alles andere als neu ist. Die Diskussi-
on dazu wird seit mehr als 50 Jahren gefihrt.# Die Wirkweise moderner
Computerprogramme diirfte regelmifig kein einzelner Mensch mehr im
Detail erkliren oder nachvollziehen kénnen. Auch dirfte nahezu jedes
komplexe Computerprogramm irgendeine vom Entwicklungsteam nicht
vorhersehbare Fehlfunktion (,Bugs®) aufweisen. Nichtsdestotrotz werden
entsprechende Algorithmen und Programme vielfiltig eingesetzt, ohne
dass darin bisher ein unvertretbares Risiko gesehen wird oder daraus regel-
mafig unverhaltnismalige Schiden resultieren wiirden.

b) Vergleich mit menschlicher Entscheidungsfindung

Auch im Bereich hoheitlicher Tétigkeit ist das Vertrauen auf eine ,Black-
box“ als Entscheidungstrager kein neues Phanomen, sondern in gewisser
Weise der Normalfall.>® Bereits der Begriff entstammt urspriinglich nicht
der Informatik, sondern der Psychologie, genauer dem Behaviorismus.
Es dirfte sich um eine allgemein anerkannte Erkenntnis handeln, dass
sich das menschliche Entscheidungsverhalten nicht im Detail erklaren
lasst.>! So ist anerkannt, dass bei der menschlichen Entscheidungsfindung
vielfiltige Grinde auf sozialer, psychologischer oder biologischer Ebene
eine Rolle spielen kénnen, die fiir einen Dritten oder eine Dritte als Beob-
achter:in nicht erkennbar sind und die teilweise auch der Entscheiderin
oder dem Entscheider selbst nicht bewusst sein dirften.’> Konkret aus der

48 Eckle/Hucklenbruch/Todorovic, Anaesthesist 58 (2009), 1144 (1148).

49 Dazu Passig, Merkur Nr. 823 (2017), 16 (18 ff.).

50 Vgl. Wischmeyer (Fn.37), 8, 43 ff.

51 Hermstruwer (Fn. 1), 489.

52 Vgl. grundlegend in dieser Richtung Simon, The Quarterly Journal of Econo-
mics 69 (1955), 99 (104) oder Lubmann, Intransparenz (Fn. 47), S. 102; speziell
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Perspektive der Rechtsanwendung ist insbesondere weitgehend anerkannt,
dass das Vorverstindnis des jeweiligen Rechtsanwenders oder der jeweili-
gen Rechtsanwenderin die Entscheidung mafgeblich pragt.®3 Im Hinblick
auf eine konkrete Entscheidungsfindung gibt es keine Mdglichkeit, die die
Entscheidung objektiv determinierenden Faktoren letztverbindlich zu be-
stimmen. Insofern lasst sich auch nicht mit letzter Gewissheit sicherstellen,
dass menschliche Amtswalter:innen die ,richtige® oder eine ,vertretbare®*
Entscheidung treffen werden und schon gar nicht, dass diese Entscheidung
auf den ,richtigen® bzw. ,vertretbaren® Griinden beruht. Dennoch wird in
der Verwaltungspraxis gerade darauf vertraut. Dieses Vertrauen ist nicht na-
iv oder unbegriindet, sondern durch Erfahrungswissen belegt. Es lasst sich
aus vergangenen Erfahrungen, die Erwartung generieren, dass menschliche
Amtswalter:innen regelmifig zumindest eine vertretbare Entscheidung
treffen werden und hinreichende Griinde dafiir angeben konnen. Bewuss-
te oder grobe Fehlentscheidungen stellen hingegen eine seltene Ausnahme

dar.

¢) Ubertragung auf den Einsatz von Algorithmen

Auf diesen Einsichten aufbauend lassen sich die Maflstabe entwickeln, die
fir den Einsatz von Algorithmen gelten sollen. Der Vergleich mit mensch-
lichen Amtswaltern zeigt zunachst, dass der Transparenz im Bereich der
Entscheidungsherstellungs kein absoluter Wert zukommt. Transparenz ist
auch beziiglich des Algorithmeneinsatzes nicht als Selbstzweck, sondern
als ein mogliches Mittel, um ein bestimmtes Ziel zu erreichen, zu verste-
hen. Die Steuer- und Kontrollierbarkeit eines Algorithmus setzt voraus,

im Hinblick auf juristische Entscheidungen Spamann/Kiéhn, The Journal of Le-
gal Studies 45 (2016), 255 (255 ff.).

53 Dazu ausfiihrlich das grundlegende Werk von Esser, Vorverstindnis und Me-
thodenwahl bei der Rechtsfindung, 1972, insb. S. 136 .

54 Die eine ,richtige” Entscheidung durfte im Bereich des Rechts allenfalls als
yFiktion® oder ,regulative Idee* existieren, vgl. Stelkens, Die Idee der einzig
richtigen, sich aus dem Gesetz ergebenden Entscheidung und ihre Bedeutung
fur die deutsche Rechtswissenschaft, in: van Oostrom/Weth (Hrsg.), Festschrift
fur Maximilian Herberger, 2017, S. 895 (895 fL.).

55 Im Hinblick auf moglicherweise bestehende Informationszugangsrechte
kommt der Transparenz hingegen eine rechtliche Bedeutung an sich zu.
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dass mit hinreichender’® Wahrscheinlichkeit erwartet werden kann, dass
die Entscheidungen nach den vorgegebenen Mafistiben ,richtig® sind.’”
Dadurch soll sichergestellt werden, dass ein ausreichender menschlicher
Einfluss auf das algorithmisch erstellte Entscheidungsergebnis verbleibt.’®
Diesbeztigliche Defizite sind anzunehmen, wenn die Gefahr besteht, dass
der Algorithmus sich im Rahmen seiner Entscheidungsfindung nicht an
die vorgegebenen MafSstibe halt und deshalb eine sachlich unrichtige oder
sogar rechtswidrige Entscheidung erlassen wird.’* In diesem Kontext kann
der Transparenz der eingesetzten Algorithmen eine entscheidende Bedeu-
tung zukommen, weil sich so gewéhrleisten lasst, dass die eingesetzten Al-
gorithmen zuverléssig die gewtinschte Entscheidung treffen. Im Umkehr-
schluss folgt daraus aber auch, dass auf die Transparenz verzichtet werden
kann, wenn sich auf andere Art und Weise sicherstellen lisst, dass die ge-
wiinschten Entscheidungsergebnisse erzielt werden.®

d) Technische Alternativen zur Transparenz

Die Transparenz ist nicht die einzige Moglichkeit, um das zuverlassige
Funktionieren und damit die Steuer- und Kontrollierbarkeit eines Algo-
rithmenmodells sicherzustellen. Als technische Alternativen sind insbeson-
dere das ,,BlackboxTesting“ sowie die ,Redundanz“ eines Systems zu nen-
nen.¢!

»BlackboxTesting® bezeichnet Testmethoden fiir Algorithmen, bei de-
nen die interne Entscheidungslogik nicht im Detail nachvollzogen werden
muss, um die Funktionsweise zu Uberprifen.t? Vielmehr wird dber eine

56 Welches Maf§ an Wahrscheinlichkeit insofern erforderlich ist, richtet sich nach
dem jeweiligen Kontext des Algorithmeneinsatzes. Es dirfte insbesondere von
der konkreten Entscheidungssituation, den Moglichkeiten, die Entscheidung
zu revidieren, dem Ausmafl moglicher Schiden sowie insbesondere den zur
Verfiigung stehenden Alternativen abhangen.

57 Ahnlich Guckelberger, Verwaltung (Fn. 1), Rn. 592; Martini, in: Kahl/Ludwigs
(Hrsg.), Handbuch des Verwaltungsrechts, Bd. 1, 2021, Rn. 88; Stelkens, Auto-
matisierter Erlass (Fn. 45), S. 102.

58 Stelkens, Automatisierter Erlass (Fn. 45), S. 102.

59 Ahnlich Martini (Fn. 57), Rn. 88.

60 Auch Russell/Norvig, Al (Fn. 3), S. 672, weisen in diesem Kontext darauf hin,
dass es entscheidend darauf ankommt, ob ein lernender Algorithmus zuverlés-
sig funktioniert.

61 Fassig (Fn. 49), 26f.

62 Passig (Fn. 49),27.
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moglichst hohe Anzahl an Tests sichergestellt, dass es nicht oder mit einer
sehr geringen Wahrscheinlichkeit zu unerwiinschten Ergebnissen kommen
wird. Letztlich beruhen entsprechende Testverfahren auf der Beobachtung
von Korrelationen und verzichten auf eine kausale Erklarung im Detail.
Das diirfte allerdings haufig ausreichen, sofern die Korrelation nur ange-
messen hoch ist. Zur weiteren Reduktion des Risikos lasst sich auf das
Prinzip der ,Redundanz® eines Systems abstellen.®® Sicherheitskritische
Komponenten in technischen Systemen kénnen mehrfach redundant kon-
struiert werden, d. h. die Fehlfunktion einer Komponente wird durch das
Vorhandensein weiterer Komponenten mit der gleichen Aufgabe abgesi-
chert.®* Das Prinzip lasst sich auch bei der Entwicklung komplexer Algo-
rithmen nutzen. So ist es vorstellbar, dass unterschiedliche Modelle nach
unterschiedlichen Prinzipien fir dieselbe Aufgabe entwickelt werden und
eine entsprechende Entscheidung gegentiber dem Birger nur getroffen
wird, wenn alle Modelle zum jeweils gleichen Ergebnis kommen. Die Ab-
sicherung kann sich aber auch nur auf einen Teilbereich beziehen. Bei-
spielsweise konnte im Hinblick auf den sogleich naher beschriebenen Al-
gorithmus zur koordinierten Steuerung unterschiedlicher Ampelanlagen
eine dezentrale Sicherung in den einzelnen Ampelanlagen dafiir sorgen,
dass die Anzeige von ,feindlichem Grin“¢> auch bei einem Fehler des
Steuerungsalgorithmus technisch ausgeschlossen wird.

e) Anwendungsbeispiele fiir den moglichen Einsatz intransparenter
Algorithmen

Das je nach Kontext auf die Transparenz eines Algorithmenmodells ver-
zichtet werden kann, verdeutlichen auch zwei konkrete Anwendungsbei-
spiele fiir den moglichen hoheitlichen Einsatz intransparenter Algorith-
men:

Komplexe Algorithmen kénnen zur intelligenten Verkehrssteuerung
eingesetzt werden.®® Dabei steuert ein Algorithmus beispielsweise die Ver-
kehrsampeln in einem bestimmten Verkehrsabschnitt koordiniert und an

63 Vgl. https://de.wikipedia.org/wiki/Redundanz_(Technik), Stand: 24.2.2022.

64 Passig (Fn. 49), 26.

65 Feindliches Griin bezeichnet die Abgabe einander widersprechender Lichtzei-
chen durch eine Ampelanlage (vgl. BGH, Urt. v. 18.12.1986 — III ZR 242/85,
NJW 1987, 1945 (1945 fF.)).

66 Vgl. fiir ein Pilotprojekt in Utah (US) Wang et al., Transportation Research Re-
cord 2674 (2020), 172 (172 ff.).
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die jeweilige Verkehrslage in Echtzeit angepasst. Das Entscheidungsverhal-
ten eines solchen Algorithmus durfte fir einen menschlichen Anwender
regelmafig nicht im Detail nachvollziehbar, d. h. weder interpretier- noch
erkliarbar sein. Der Algorithmus wird gerade eingesetzt, weil die Aufgabe
die menschliche Leistungsfahigkeit Gbersteigt und entsprechend komplexe
Berechnungen von Menschen nicht ausgefithrt werden kénnen.®” Sollte
der Algorithmus allerdings seine vorgegebene Aufgabe, die Reduzierung
der durchschnittlichen Fahrtdauer, erfilllen und gleichzeitig durch ausrei-
chende Sicherheitsvorkehrungen der Eintritt von Schiden mit hinreichen-
der Sicherheit ausgeschlossen sein, ist kein sachlicher Grund ersichtlich,
warum allein die Intransparenz dazu fiihren soll, dass ein entsprechender
Algorithmus nicht eingesetzt und das davon ausgehende Potenzial unge-
nutzt bleibt.

Ein weiteres Beispiel ist das EasyPASS-System®® zur automatisierten
Grenzkontrolle an Flughifen. Dabei wird der Ausweis des Einreisenden
eingescannt, das abgespeicherte biometrische Bild mit dem Live-Bild abge-
glichen und im Falle der Ubereinstimmung die Einreise ermdglicht. Fir
diese Aufgabe kommt héchstwahrscheinlich ein kiinstliches neuronales
Netz zum Einsatz.®? Obwohl die Entscheidungsstruktur des Algorithmus
nicht im Detail nachvollzogen werden kann, ist ein solcher Einsatz unpro-
blematisch, solange der Algorithmus zuverléssig funktioniert. Das liegt in
dieser Situation auch daran, dass die Entscheidung durch einen menschli-
chen Amtswalter ohne grofere Schaden korrigiert werden kann, indem die
Einreise manuell bewilligt wird.

f) Zwischenergebnis

Ein gewisses Restrisiko unerwiinschten Verhaltens wird sich auch durch
diese und gegebenenfalls weitere Vorkehrungen nicht vollstindig aus-
schliefSen lassen. Welches Maf$ an Risiko insofern hinnehmbar ist, dirfte
von der konkreten Entscheidungssituation, den Moglichkeiten, die Ent-
scheidung zu revidieren, dem Ausmaf§ moglicher Schiden sowie insbeson-

67 Wischmeyer, § 20 Regierungs- und Verwaltungshandeln durch KI, in: Ebers et al.
(Hrsg.), KI und Robotik, 2020, S. 612 (Rn. 29f.).

68 Vgl. https://www.easypass.de/EasyPass/DE/Was_ist_EasyPass/home_node.html,
Stand: 24.2.2022.

69 Kinstliche neuronale Netze konnen insbesondere im Bereich der Bilderken-
nung ihre Stirken ausspielen und werden deshalb in diesem Bereich ganz iiber-
wiegend eingesetzt, vgl. Ertel, Grundkurs (Fn. 19), S. 330.
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dere den zur Verfigung stehenden Alternativen abhangen. Letztlich erfor-
dert jede Entscheidung tGber den Einsatz von komplexen Algorithmen eine
umfassende Abwigung im Hinblick auf den konkreten Einsatzkontext.
Die Intransparenz eines Algorithmus ist dabei allerdings kein Ausschluss-
kriterium, sondern nur ein Kriterium von vielen.

2. Transparenz als Problem der Entscheidungsdarstellung

Aus der Perspektive der Biirger:innen ist die Transparenz eines Algorith-
mus insbesondere als Problem der Entscheidungsdarstellung zu erértern.”®

a) Verfassungsrechtlich verankerte Begriindungspflicht

Grundsitzlich hat jeder Biirger und jede Birgerin einen im Grundrechts-
schutz sowie im Rechtsstaats- und Demokratieprinzip verfassungsrechtlich
verankerten’! Anspruch darauf, eine Begriindung zu erhalten, wenn er
oder sie in seinen oder ihren subjektiven Rechten betroffen ist.”> Konkreti-
siert wird dieser Anspruch einfach-rechtlich insbesondere durch das Erfor-
dernis, einen Verwaltungsakt gem. §39 Abs. 1 VWVIG zu begriinden. Aus
Sicht der Birger:innen kommen der Begriindung dabei im Wesentlichen
zwei Funktionen zu. Primir dient sie dazu, das Entscheidungsverhalten
der Behorde nachzuvollziehen und dadurch auf seine Rechtmifigkeit hin
kontrollieren zu kdnnen. So ist die Begrindung regelmafig die notwendi-
ge Grundlage fiir die Biirger:innen, um einzuschitzen, ob das Einlegen ei-
nes Rechtsbehelfs gegen die getroffene Entscheidung erfolgsversprechend
ist.”> Dartiber hinaus fihrt die Begriindung dazu, dass die Birger:innen
cher geneigt sein werden, eine staatliche Entscheidung, deren Griinde sie
nachvollziehen kdnnen, zu akzeptieren.” In dieser Hinsicht dient die Be-

70 Ahnlich auch Wischmeyer (Fn. 37), 54 ff.

71 Umfassend zu den verfassungsrechtlichen Grundlagen der Begriindung Kischel,
Die Begriindung — zur Erlduterung staatlicher Entscheidungen gegeniiber dem
Biirger, 2003, S. 63 ff.

72 BVerwG, Urt. v. 7.5.1981 — 2 C 42.79, DVBI 1982, 198 (199); BVerfG, Beschl. v.
19.1.1999 - 1 BvR 2161/94, BVerfGE 99, 81 (189 ff.); BVerfG, Urt. v. 20.2.2001 —
2 BvR 1444/00, BVerfGE 103, 142 (160 f.); Stelkens (Fn. 25), § 39 Rn. 2 f.

73 Stelkens (Fn.25), § 39 Rn. 1.

74 Ausfihrlich dazu Kischel, Begrindung (Fn.71), S. 52 ff; Stelkens (Fn.25), §39
Rn. 1.
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grindung der Herstellung von Legitimation durch die mogliche Akzep-
tanz der Betroffenen und stirkt das Vertrauen in staatliche Entscheidungen
allgemein.”®

b) Begriindung einer Entscheidung beim Einsatz von Algorithmen

Werden intransparente Algorithmen eingesetzt besteht diesbeziglich das
Problem, dass das Entscheidungsverhalten nicht im Detail nachvollzogen
werden kann. Die Details der Entscheidungsfindung kénnen deshalb auch
nicht gegentber den Biirger:innen offenbart werden. Allerdings kann die-
ses Problem ganz grundsatzlich relativiert werden. So ist im Hinblick auf
menschliche Entscheider:innen allgemein anerkannt, dass zwischen der
Herstellung und der Darstellung einer Entscheidung zu unterscheiden
ist.”¢ Die Begriindung bezieht sich dabei auf die Darstellung der Entschei-
dung gegentiber dem Biirger. Sie zielt nicht darauf ab, den ,echten® Gang
der Entscheidungsfindung im Detail zu rekonstruieren. Diejenigen Griin-
de, die ex ante auf empirischer Ebene zu der betreffenden Entscheidung
gefiihrt haben, kénnen und missen nicht dargelegt werden.”” Vielmehr
ergibt sich aus der Begriindung, inwiefern die Entscheidung aus dem
Recht hergeleitet werden kann. In der Begrindung legt der Entscheider
oder die Entscheiderin gegeniiber den Birger:innen dar, inwiefern die
Entscheidung nach seiner oder ihrer subjektiv ,wahren“ und nicht nur
vorgeschobenen” Ansicht rechtlich richtig ist.”” Diese Grundsitze sind
im Hinblick auf menschliche Amtswalter:innen entwickelt worden, lassen
sich aber auch auf den Algorithmeneinsatz tibertragen.

aa) Anforderungen auf den Algorithmeneinsatz iibertragbar
Beim Einsatz von Algorithmen ist es erforderlich, aber auch ausreichend,

dass die wesentlichen tatsichlichen und rechtlichen Griinde i. S. d.
§39 Abs.1 VWVEG gegentiber den Biirger:innen angegeben werden, um

75 Tiedemann (Fn.2S5), § 39 Rn. 1.

76 Vgl. Fn. 35.

77 Kischel, Begrundung (Fn. 71), S. 358 f.; Wischmeyer (Fn. 37), 55, 59.

78 Stelkens (Fn. 25), § 39 Rn. 47.

79 Mit ausfithrlicher Begriindung Kischel, Begrindung (Fn.71), S.9ff, 358f;
Wischmeyer (Fn. 37), 56 £.
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der Begrindungspflicht zu gentigen. Nur so durften sich die weiter oben
herausgearbeiteten Funktionen der Begriindung erfillen lassen.’ Den
Biirger:innen Einblick in den Algorithmus selbst, d. h. in dessen Quell-
code zu gewihren, durfte hingegen nicht dabei helfen, die Entscheidung
nachvollziehen zu konnen.8! Fir technische Laien ist der Quellcode eines
Algorithmus unverstindlich. Dartiber hinaus konnen zu umfassende Infor-
mationen auch dazu fihren, dass der Birger diese aus zeitdkonomischen
Grinden gar nicht beachtet und sie deshalb keine echte Aufklarungswir-
kung entfalten konnen.’? Eine auf die wesentlichen tatsichlichen und
rechtlichen Griinde reduzierte Begriindung ist insgesamt vorzugswurdig.

Die Begriindungsanforderung diirfte so lange erfiillbar sein, wie der Al-
gorithmus nur zur blofen Entscheidungsunterstiitzung eingesetzt
wird. Insofern kann der oder die fir die abschliefende Entscheidung zu-
stindige Amtswalter:in die wesentlichen tatsichlichen und rechtlichen
Grinde i. S. d. §39 Abs. 1 VWVEG angeben, ohne die Wirkweise des Algo-
rithmus offenbaren zu missen. Trifft der Algorithmus allerdings selbst die
Entscheidung, diirfte auch eine solche reduzierte Begriindung eine beson-
dere technische Herausforderung darstellen. In einfachen Konstellationen
wird man eine ausreichende Begrindung noch durch den Einsatz von
Textbausteinen erzeugen kénnen. Dariiber hinaus durfte es hingegen kurz-
bis mittelfristig regelmafig nicht gelingen, eine den Anforderungen des
§ 39 Abs. 1 VWVEG geniigende Begriindung in natirlicher Sprache automa-
tisiert zu erstellen.83 Aber auch dieses Problem wird sich zumindest teil-
weise 1osen lassen.34

bb) Absehen von einer Begriindung im Einzelfall moglich
Unter bestimmten Voraussetzungen kann auf eine Begriindung verzichtet

werden. Trotz ihrer verfassungsrechtlichen Verankerung gilt die Begriin-
dungspflicht nicht absolut und auch nicht fiir jede Entscheidung in glei-

80 In diese Richtung auch Wischmeyer (Fn.37), 54 ft.

81 Martini/Nink, NVwZ-Extra 2017, 1 (11 Fn. 108); Wischmeyer (Fn.37), 52f.

82 Golla (Fn. 8), 674.

83 So beschrinken sich die bisherigen Methoden im Bereich der ,Explainable AI*
haufig auf die Visualisierung bestimmter Bereiche eines neuronalen Netzes
oder die Identifizierung besonders relevanter Eingabedaten, vgl. Samek/Miiller
(Fn.15), S. 16f.

84 Guckelberger, Verwaltung (Fn. 1), Rn. 523.
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cher Weise.?> Vielmehr ist sie in ihrer verfassungsrechtlichen Dimension
als abwagungsbedurftiges Prinzip und nicht als unbedingte Regel zu ver-
stehen. Das veranschaulichen die in § 39 Abs. 2 VWVEG normierten, verfas-
sungskonformen Ausnahmen.¢ Insofern ist im Hinblick auf die jeweilige
Situation zu prifen, ob moglicherweise iiberwiegende Griinde das einzel-
fallbezogene oder bereichsspezifische Absehen von einer Begriindung
rechtfertigen konnen.8” Zu denken ist beispielsweise an den Einsatz von
Algorithmen im Rahmen eines Risikomanagementsystems im Besteue-
rungsverfahren (vgl. § 88 Abs. 5 AO). Die Geheimhaltung dirfte hier zwin-
gend erforderlich sein, damit das Risikomanagementsystem seine Aufgabe,
verdachtige Fille herauszufiltern, iberhaupt erfolgreich ausiiben kann. Es
dirfte deshalb auch das Informationsinteresse der Birger:innen tberwie-
gen. Auch beim Einsatz von Algorithmen zur intelligenten Steuerung von
Ampeln diirfte die Angabe einer Begriindung ohne groflere Probleme ent-
behrlich sein. Das entspricht auch der bisherigen Praxis. Allerdings reicht
allein der Hinweis auf die moglichen Effizienzvorteile des Algorithmen-
einsatzes nicht aus, sondern es miissen auch die moglichen Schutzinteres-
sen der Burger:innen einzelfallbezogen berticksichtigt werden.®¥ Der mog-
licherweise etwas weit formulierte § 39 Abs. 2 Nr. 3 VwVfG ist nach diesen
Maflgaben auszulegen.®?

¢) Zwischenergebnis

Im Hinblick auf die Begriindungspflicht®® ergibt sich, dass diese nicht die
technische Transparenz der eingesetzten Algorithmen einfordert, sondern
dass die die Entscheidung rechtfertigenden rechtlichen und tatsichlichen
Griinde auch bei einer durch oder mit Hilfe von Algorithmen getroffenen

85 Dazu Kischel, Begriindung (Fn.71), S. 63 f. u. 160 ff. mit naherer Erlduterung;
Schmidt-Afsmann in: Dirig/Herzog/Scholz (Hrsg.), GG, 95. Ed. (Stand: Juli
2021), Art. 19 Abs. 4 Rn. 253 f.

86 Stelkens (Fn.25), § 39 Rn. 4.

87 Vgl. Kischel, Begrindung (Fn. 71), S. 176 ff. mit vielfaltigen Beispielen fiir mog-
liche Ausnahmen.

88 Fiir eine sorgfaltige Prifung auch Guckelberger Verwaltung (Fn. 1), Rn. 525; Hu-
fen/Siegel, Fehler im Verwaltungsverfahren, 7. Aufl., 2021, Rn. 480 f.

89 Dazu Guckelberger, Verwaltung (Fn. 1), Rn. 524 .

90 Eine weitere Frage ist es hingegen, inwiefern moglicherweise Informationszu-
gangsrechte eine Offenlegung verlangen, vgl. beispielsweise Guckelberger, Ver-
waltung (Fn. 1), Rn. 494 ff.
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Entscheidung grundsatzlich angegeben werden miussen. Lasst sich eine sol-
che Begriindung aus technischen Griinden nicht verwirklichen, kann ge-
prift werden, ob tberwiegende Griinde eine Ausnahme rechtfertigen. An-
dernfalls ist der Algorithmeneinsatz ausgeschlossen.

IV, Fazit

Im Ergebnis ist festzuhalten, dass Defizite im Bereich der Transparenz
dem staatlichen Einsatz von Algorithmen nicht per se entgegenstehen. So
wird man einzelfallbezogen auf die Interpretier- und Erklarbarkeit eines
Algorithmenmodells verzichten kénnen. Auch in einem demokratischen
Rechtsstaat kommt der Transparenz kein absoluter Wert zu.®! Letztlich
kommt es bei der Entscheidung tber den Einsatz von Algorithmen auf
eine Gesamtabwigung an, bei der die Transparenz nur als ein mogliches
Kriterium zu berticksichtigen ist. Vielfach diirfte es technisch erfolgsver-
sprechender sein, auf alternative Mafnahmen abzustellen, um den ver-
lasslichen, sicheren und rechtskonformen Einsatz von Algorithmen zu ge-
wabhrleisten. In dieser Hinsicht bieten sich insbesondere das ,,BlackboxTes-
ting“ in unterschiedlichen Varianten®?> sowie das Prinzip der Redundanz
an.

Die im Rahmen des Beitrags entwickelte Argumentation war primar
am Vergleich mit menschlichen Amtswalter:innen und an technischen
Losungsmoglichkeiten jenseits der Transparenz orientiert. Als wichtige Er-
ganzung dieses Gedankengangs ist darauf hinzuweisen, dass es genauso
moglich und sinnvoll ist, das bestehende Rechtssystem fortzuentwickeln??
und an den Einsatz von intransparenten Algorithmen anzupassen. Denk-

91 In diese Richtung aber das VerfGH Saarland, Urt. v. 5.7.2019 — Lv 7/17, NJW
2019, 2456 (Rn. 1ff.). Allerdings ist als wesentlicher Unterschied zu berticksich-
tigen, dass in der streitgegenstindlichen Konstellation die Messdaten technisch
hatten gespeichert werden konnen (Rn. 53, 72).

92 Vielversprechend diirfte beispielsweise der Ansatz Hermstriiwers (Fn. 1), 505 ff.
sein, maschinell implementierbare Fairnessprinzipien herauszuarbeiten, die
zur Kontrolle von Algorithmen eingesetzt werden konnen, ohne auf deren In-
terpretierbarkeit angewiesen zu sein.

93 In diese Richtung der Ansatz Martinis (Fn.57), Rn.89ff. und Rademachers,
Kiinstliche Intelligenz und neue Verantwortungsarchitekeur, in: Eifert (Hrsg.),
Digitale Disruption und Recht, 2020, S.45, dessen Ausfithrungen sich aber
nicht auf den staatlichen Einsatz beschrinken. Grundziige einer neuen Digital-
ordnung arbeitet Barczak (Fn. 7), 1004 heraus.
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bar wire es beispielsweise, eine neue niedrigschwellige Kontrollmoglich-
keit fir von Algorithmen getroffene Entscheidungen einzurichten.®* Das
wirde es ermoglichen, Algorithmen tendenziell grofzigiger einzusetzen,
solange die Entscheidung unproblematisch rickgingig gemacht werden
kann. Letztlich sind Losungen fiir den gewinnbringenden hoheitlichen
Einsatz von Algorithmen sowohl aus der rechtlichen als auch der techni-
schen Perspektive zu entwickeln.

94 In diese Richtung beispielsweise Martini/Nink, NVwZ-Extra 10/2017, 1 (4); Gu-
ckelberger, Verwaltung (Fn. 1), Rn. 616.
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