Diversitat in der Berichterstattung Uber die sozialen
Folgen Kinstlicher Intelligenz

Eine intersektionale Diskursanalyse

Lina Brink / Elke Grittmann*

Angesichts des Hypes um Kiinstliche Intelligenz untersucht die Studie die journalistische
Berichterstattung iiber KI nach Launch des generativen KI-Systems ChatGPT daraufhin,
inwiefern journalistische Medien auch soziale Implikationen von KI, insbesondere in Hinblick
auf soziale Ungleichheiten, behandeln. Der Beitrag analysiert aus Diversitdts- und intersektio-
naler Perspektive rund 600 Beitrdge (Print und Online) aus neun reichweitenstarken und in
ihrer Ausrichtung diversen journalistischen Medien zwischen Dezember 2022 und November
2023. Die Wissenssoziologische Diskursanalyse zeigt diskursive Problematisierungen von KI,
die sowohl eindimensionale Differenz- bzw. Ungleichheitskategorien adressieren als auch
mehrdimensionale Verwobenheiten thematisieren. Es zeigt sich allerdings eine starke Fokussie-
rung auf Gender- und Race-Diskriminierungen, zuweilen auch in ihrer Verwobenheit, jedoch
finden andere Ungleichheitsfolgen nicht oder nur marginal Beachtung.

Schliisselworter: Kiinstliche Intelligenz, soziale Ungleichheit, Diskriminierung, Diversitt,
Journalismus, Medien, Diskursanalyse

Diversity in Media Coverage and the Social Consequences of Artificial
Intelligence

An Intersectional Discourse Analysis

Amid the ongoing hype surrounding artificial intelligence (Al), this study investigates how journalistic
reporting following the launch of generative Al systems, particularly ChatGPT, addresses the social
implications of AL with a focus on social inequalities. The analysis draws on approximately 600 print and
online articles published between December 2022 and November 2023 across nine high-reach and diverse
media outlets. Using the Sociology of Knowledge Approach to Discourse (SKAD), the study identifies how
media discourse frames Al-related issues through both single-axis categories of difference and inequality,
as well as multidimensional, intersectional perspectives. While forms of gender- and race-based discrim-
ination—and their intersections—are frequently problematized, other dimensions of inequality receive
comparatively little attention.

Key words: artificial intelligence, social inequality, discrimination, diversity, journalism, media, dis-
course analysis

1. Einleitung

Mit dem zunehmenden Einzug von Kiinstlicher Intelligenz in vielen Berufen und den digi-
talen Alltag kann von einer neuen Stufe im Prozess der digitalen Transformation und Algo-
rithmisierung in vielen gesellschaftlichen Bereichen gesprochen werden (u. a. Wendt, 2024;
Jobin & Katzenbach, 2023, S. 43; Mau, 2018). Diese zeigt sich beispielsweise in der zuneh-
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menden Algorithmisierung von Entscheidungsprozessen (Kette, 2021) oder auch der umfas-
senden Algorithmisierung 6ffentlicher Kommunikation (Hepp et al., 2022). Aktuell sind es
insbesondere ,lernende® Algorithmen, auf denen die neue Generation generativer KI ba-
siert, deren gesellschaftlicher Einfluss — auch medial - breit diskutiert wird.

Generative KI kann Sprache (Audio), Text und Bilder/Videos als Input mittels Fragen
und Anweisungen, so genannten Prompts, verarbeiten und daraus schliissige Texte und wie-
derum andere Kommunikationsinhalte wie Bilder, Videos, Audio als Output generieren.
Damit imitiert sie komplexes menschliches Denken und Kommunizieren (Kelbert, Siebert
& Jockel, 2023). Die KI-Modelle ,erlernen® in einem spezifischen Verfahren Muster und Zu-
sammenhinge aus groflen Datenmengen. Die zunehmende gesellschaftliche Verbreitung
solcher algorithmenbasierter Technologien hat vielfache Auswirkungen auf das Soziale, sind
solche Technologien doch als ,,soziotechnische Systeme® zu verstehen, in denen Technologie
und Menschen in komplexen Gefiigen miteinander agieren (Draude et al., 2022, S. 38-39;
Horwarth, 2022). Auch fiir die neue Generation von KI haben wissenschaftliche Studien,
die sich mit Funktionsweise und sozialen Implikationen von KI, KI-Modellen und -Syste-
men befassen, inzwischen zahlreiche Befunde erbracht, dass die neue Technologie auf spezi-
fischen Machtverhéltnissen der KI-Branche basiert und im gesamten Entwicklungs-, Her-
stellungs- und Anwendungsprozess Ungleichheiten reproduziert und Ausschliisse erzeugen
kann (u. a. Adeoso et al., 2024; Gillespie, 2024; Glanz, 2024; Benjamin, 2019; Noble, 2018).

Mit Blick auf diese Herausforderungen und die zunehmende Verbreitung von KI in
Alltag und Arbeitswelt erscheint eine gesellschaftliche Debatte um die sozialen Implikatio-
nen von KI insbesondere hinsichtlich der Bedeutung in diversen Gesellschaften dringend
notwendig. Dem Journalismus kommt in einer demokratisch verfassten Gesellschaft die
Aufgabe zu, iiber grundlegende Entwicklungen, Problematisierungen, Argumentationen
und Lésungsansitze hinsichtlich der bereits sichtbaren wie méglichen Folgen durch KI zu
berichten und damit eine fundierte Grundlage fiir eine gesellschaftliche Debatte zu schaffen
(Brause et al., 2023).

Angesichts dieser Relevanz fragt dieser Beitrag danach, inwiefern Implikationen auf so-
ziale Ungleichheitsverhiltnisse in der Berichterstattung zu KI thematisiert und problemati-
siert werden. Der Beitrag nutzt die Wissenssoziologische Diskursanalyse, um die Berichter-
stattung auf Problematisierungen zu untersuchen. Aus theoretischer Perspektive der Diversi-
tatsforschung werden die problematisierten Diskriminierungs- und Benachteiligungsformen
analysiert und medial erzeugte In- und Exklusionen identifiziert. Dieses Konzept wird
um eine intersektionale Perspektive erweitert, denn Ungleichheitsverhaltnisse sind, wie die
Intersektionalitatsforschung theoretisch konstatiert und in zahlreichen Studien eindriicklich
erforscht hat, nicht als Addition eindimensionaler Differenzkategorien zu begreifen. Viel-
mehr sind Differenz-Kategorien miteinander verwoben. Inwiefern diese Komplexitat im
journalistischen Diskurs tiber soziale Ungleichheiten durch KI sichtbar wird, ist eine weitere
zentrale Frage der Analyse.

Die Studie kniipft dabei an die bisherige kritische Forschung zu sozialen Ungleichheiten
in Technologiediskursen in der Berichterstattung an. In Abschnitt 2 wird zunéchst die Be-
deutung und Spezifik journalistischer Berichterstattung fiir 6ffentliche Diskurse vorgestellt
und zweitens anhand des Forschungsstands aufgezeigt, dass mehrdimensionale Analysen
sozialer Ungleichheiten im journalistischen Diskurs erst ansatzweise entwickelt sind. Zur
Weiterentwicklung wird in Abschnitt 3 zunéchst ein theoretischer Rahmen vorgestellt, der
erstens die KI im Anschluss an die Science and Technology Studies und Techniksoziologie
als soziotechnisches System im Kontext fortschreitender Datafizierung und Algorithmisie-
rung von Gesellschaften konzeptionalisiert und im zweiten Schritt einen Diversitéts- und
Intersektionalitdtsansatz integriert. Davon ausgehend stellen wir die Methode (Abschnitt 4)
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und Ergebnisse (Abschnitt 5) einer Diskursanalyse der Berichterstattung von neun ausge-
wihlten journalistischen Medien vor, die herausarbeitet, welche Diskriminierungen und
Ungleichheiten in Produktion, Herstellung und Anwendung von KI problematisiert und
welche In- und Exklusionen hergestellt werden.

2. Diversitit und KI im journalistischen Diskurs

Trotz einer steigenden Bedeutung usergenerierten Contents ,sozialer Medien ist die jour-
nalistische Berichterstattung nach wie vor eine wichtige Quelle in gesellschaftlichen und
politischen Aushandlungsprozessen (Liinenborg & Sell, 2018: 3). So ist auch das Vertrauen
in journalistische Informationen nach wie vor sehr viel hoher als in Informationen aus
»sozialen“ Medien, Messengerdiensten etc. (Quiring et al., 2024). Die Représentation gesell-
schaftlicher Diversitit in der Berichterstattung stellt ein wesentliches Qualitatskriterium
journalistischer Berichterstattung dar (Dernbach, 2024: 645). Insbesondere kritische Studi-
en zu Reprisentationen marginalisierter Gruppen in der Berichterstattung belegen jedoch,
dass Journalismus Macht- und Ungleichheitsverhiltnisse nicht nur thematisiert, sondern
selbst (re-)produziert, insbesondere durch starke Ereignisorientierung gegeniiber struktu-
rellen Kontexten, eine starke Elitenzentrierung (Riedl, 2024: 61-67, 353-359), Ethnozentris-
mus, eine symbolische Marginalisierung, Diskriminierung und Exklusion marginalisierter
Gruppen (Thomas et al., 2017).

Die Relevanz gesellschaftlicher Debatten iiber Algorithmisierung und KI hat angesichts
des Hypes der neuen Technologie durch die KI-Branche, Wirtschaft und Politik, aber
auch durch die Medien selbst zu einer zunehmenden Forschung iiber die Beschaffenheit
und Qualitdt der Berichterstattung gefithrt. Die bisherigen Studien befassen sich aus ganz
unterschiedlichen Perspektiven mit dem KI-Diskurs, unter anderem werden mediale Auf-
merksamkeit, Thematisierungen, Framing, Anldsse, Chancen und Risiken, ethische Fragen
oder Akteur*innen und Sprecher*innen untersucht (vgl. den Uberblick von Brause et al.,
2023; Chuan, 2023).

Wie sich in den Studien zeigt, sind Ungleichheiten, Bias in den Daten und insbeson-
dere algorithmische Diskriminierungen als ein Thema in den Risikodebatten durchaus
prasent (Brantner & Saurwein, 2021: 5086; Fischer & Puschmann, 2021: 27; Nguyen &
Hekman, 2024: 445), wobei allerdings aus den Studien nicht hervorgeht, wer von den
Bias oder Diskriminierungen betroffen ist. Benannt werden vereinzelt Rassismus, Sexismus
und religiése Diskriminierung (Barn, 2020: 15; Ouchchy, Coin & Dubljevic, 2020) durch
KI sowie die Diskriminierung von Menschen in Stadtteilen mit niedrigem Einkommen
(Brennen, Howard & Nielsen, 2018). In Bezug auf Akteur:innen belegen bisherige Studien
eine Dominanz wirtschaftlich und politisch machtiger Akteure im Diskurs, insbesondere
der Tech-Industrie (Brennen, Howard & Nielsen, 2018: 7; Fischer & Puschmann, 2021).

Die Thematisierung sozialer Ungleichheiten im medialen Diskurs in Hinblick auf diver-
se Differenzkategorien durch KI ist selten als eigenstdndiges Forschungsthema behandelt
worden. Die Beitridge stammen im Wesentlichen aus der (feministischen) Diskurs- oder
Technologieforschung. Der Schwerpunkt liegt somit auf der Kategorie Geschlecht als Un-
gleichheitskategorie, und zwar nicht nur, weil die Studien selbst diesen Fokus wéhlen (vgl.
Carstensen & Ganz, 2025; Giir-Seker, 2021), sondern auch, weil die untersuchten Medien
den Schwerpunkt selbst darauf legen (Carstensen & Ganz, 2023; Giir-Seker, 2021: 24-25).
Karin Hutflotz konstatiert in ihrer qualitativen Analyse jedoch, die sexistischen, klassisti-
schen und rassistischen Exklusionen von KI-Akteur*innen wiirden im offentlichen Diskurs
(zu) wenig thematisiert (Hutflotz, 2024: 357).

Gleichzeitig konstruieren die Medien auch im KI-Diskurs Geschlechterungleichheiten
und Stereotypisierung selbst, beispielsweise zeigt sich das in der Vergeschlechtlichung oder
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der Whiteness von Robotern in Text und Bild (Dihal & Duarte, 2023; Cave & Dihal,
2020) oder der Darstellung und den Sprecher*innenpositionen von Expert*innen und KI-
Entwickler*innen (Carstensen & Ganz, 2025; Tajahuerce-Angel & Franco, 2019). Wie insbe-
sondere die Studie von Carstensen und Ganz (2023) gezeigt hat, sind die Akteur*innen-
und Sprechpositionen nicht nur durch Geschlechterungleichheiten geprigt, auch ,sozial-
6kologische, dekoloniale und indigene Positionen, die sich im Zusammenhang mit KI mit
der Ausbeutung von natiirlichen Ressourcen, menschlicher Arbeit und personenbezogener
Daten befassen®, finden ebenso wenig Eingang wie ,queere Ansitze, die sich etwa fiir die
Problemlagen von nichtbinéren Personen interessieren® (ebd.: 31).

Die wenigen qualitativen Studien haben als wesentliche Befunde erbracht, dass die
medialen Diskurse durch eine Fokussierung auf die Problematisierung sexistischer Diskri-
minierung, seltener rassistischer oder andere Ungleichheiten bis hin zu Exklusionen gepragt
sind. Diversitdt wird zuweilen als Losungsvorschlag thematisiert. Insgesamt ist in der
Forschung selbst zu beobachten, dass die verschiedenen Differenzkategorien iiberwiegend
einzeln bearbeitet und additiv behandelt werden. Die folgende theoretische Konzeptualisie-
rung ermdglicht iiber einen kritischen Diversity-Ansatz und intersektionalen Zugang eine
vielschichtigere Analyseperspektive.

3. Algorithmisierung, Diversitit und Intersektionalitit

Um den Diskurs tiber soziale Folgen insbesondere in Bezug auf Ungleichheitsverhiltnisse
und KI untersuchen zu konnen, ist zum einen ein Verstindnis dariiber notwendig, was
unter Kiinstlicher Intelligenz gefasst wird, und zum andern, wie Technik und soziale Un-
gleichheiten verwoben sind.

3.1 Algorithmisierung, KI und soziale Ungleichheiten

Wenn aktuell von Kinstlicher Intelligenz die Rede ist, dann ist damit héaufig die neue Gene-
ration generativer KI gemeint, zu der ChatGPT, aber auch Midjourney, Gemini/Bard, Grok,
LLama, Stable Diffusion oder Dall-E zdhlen. Generative KI-Technologien haben dabei
eine neue Entwicklungsphase im Prozess der Algorithmisierung und Automatisierung von
vielfaltigen Praktiken und Aufgaben eingeleitet. Kiinstliche Intelligenz bezeichnet jedoch zu-
nichst ein weites Gebiet im Rahmen der Informatik, dessen Ansatze bis in die 1950er Jahre
zuriickreichen (Dahm & Hagemann, 2024). Joyce und Cruz betonen, dass Kiinstliche Intel-
ligenz ein ,slippery term (Joyce & Cruz, 2024: 2) ist, der produktiv ist, weil er schwer zu
fassen und damit auch eine Quelle sozialer Macht ist. Aus Perspektive der Techniksoziologie
und den Science and Technology Studies sind Technologien als soziotechnische Systeme
zu verstehen, die in ,konkrete, intersektionale und soziohistorische Kontexte sowie soziale
Beziehungen eingebettet sind“ (Horwath, 2022: 72). Sie sind, im Anschluss an Horwath,
nicht nur in ihrer ,,co-construktiven Verwobenheit” (ebd.) von sozialen Praktiken und Tech-
nik zu erforschen, sondern auch im ,soziomateriellen Kontext“. So basieren beispielsweise
die Daten zum Training der KI-Modelle auf den Produkten kommunikativen Handelns, sie
sind gepragt von den kulturellen Ordnungen digitaler Kommunikation. Diese Produktion
wird durch gesellschaftliche Machtverhaltnisse bestimmt, maf3geblich durch die von ,glo-
bal aktiven, neoliberal-kapitalistischen® KI- und Tech-Unternehmen beherrschte Branche
(ebd.). Bestehende In- und Exklusionen werden so reproduziert, was zu zunehmenden
Debatten um Zusammenhange zwischen KI und gesellschaftlicher Diversitit fiihrt.
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3.2 Zugang: Diversitit und Intersektionalitdt

Das Konzept der Diversitit stellt einen theoretischen Zugang dar, um die als different und
benachteiligt thematisierten Gruppen und Diskriminierungsweisen in ihrer Verschiedenheit
zu erfassen (Liinenborg & Weif3, 2025). Die Bedeutung von und der Umgang mit Diversitat
in Medien und Journalismus ist bereits seit einiger Zeit Thema (vgl. Wischermann &
Thomas, 2008), haben aber in den letzten Jahren deutlich an Bedeutung gewonnen (Liinen-
borg & Weif3, 2025: 546; Liinenborg & Medeiros, 2021; Weif3, 2022). Die Debatte um KI
ist, wie die bisherige Forschung gezeigt hat, auch ein aktuelles Feld, in dem Diversitit und
der gesellschaftliche Umgang damit diskursiv verhandelt werden (Carstensen & Ganz, 2024:
32). Diversitat kann im Anschluss an soziologische Definitionen als ,,Einheit von merkmals-
reichen Sozialkategorien“ (Lautmann, 2024: 259) verstanden werden, als Verschiedenheit in
Bezug auf spezifische Differenzkriterien in einem abgegrenzten Rahmen, z. B. einer Gruppe,
einer Organisation oder der Gesellschaft insgesamt. Dabei geht es nicht ,um Vordergriin-
diges wie Hautfarbe oder Geschlechtszugehorigkeit, sondern um die damit verbundenen
Wissensbestinde und Handlungsorientierungen (Lautmann, 2024: 260). Die Konstruktion
von Differenzkategorien wie Geschlecht, Race, Ethnizitit, Klasse, Alter, Behinderung usw.
bilden kontingente, historisch und kulturell erzeugte Unterscheidungen (Leontiy & Schulz,
2020: 7). Diversitat oder Diversity wird sowohl in der Wissenschaft als auch in der Praxis
seit Jahren als normatives bzw. positiv besetztes Konzept eingesetzt, wobei zwei auch fiir
diese Studie relevante Ansétze zu unterscheiden sind: Zum einen handelt es sich nach
Kaufmann (2019) um einen (affirmativen) praxisorientierten Ansatz von Organisationen,
wie beispielsweise Hochschulen, Unternehmen und Verwaltung, der im Diversity Manage-
ment realisiert werden soll, zum andern um ein wissenschaftliches Konzept und eine
empirische Analyseperspektive der Critical Diversity Studies, um Ungleichheitsverhiltnisse
auf Organisationsebene zu konzeptualisieren und analysieren. Als ,spannungsgeladenes
Zeitgeistdispositiv (Kaufmann, 2019: 56) ist Diversity aufgrund der Fokussierung auf Or-
ganisationen und deren Interessen auch problematisch (vgl. Liinenborg & Weifs, 2025:
549). Diversitit reagiere auf zunehmende soziale Ungleichheiten ,,gerade durch die dariiber
scheinbar vereinten Antagonismen - insbesondere zwischen Antidiskriminierung und Pro-
fit - als Verharmlosungs- und Vertuschungsstrategie und soziales Korrektiv‘ (Kaufmann,
2019: 56). Auch aus postkolonialer und dekolonialer Perspektive steht Diversitdt als Konzept
schon lange in der Kritik, da es vielfach in Unternehmen aufgegriffen wurde, um den 6ko-
nomischen Erfolg zu erhohen. Das Konzept kann sich aber durchaus in anderen Kontexten
auch dadurch auszeichnen, dass es ,gewaltférmige Strukturen [...] unterlduft oder irritiert”
(Castro Varela, 2010: 250). Diese Irritationskraft zeigt sich auch aktuell in der reaktionéren
US-amerikanischen Politik der Trump-Regierung, die Diversity bekdmpfen will (Deutsche
Welle, 2025).

Debatten um Diversitdt und KI verweisen ebenfalls auf Problematiken des Diversitéts-
begriffes: So findet sich auch hier eine Kritik an Diversitit als Kategorie, die v. a. mit
6konomischem Profit in Verbindung gebracht wird, wenn bspw. durch Algorithmen spezifi-
sche, ethnisierte Zielgruppen konstruiert werden (Benjamin, 2019: 144-150). Gleichzeitig
wird die Relevanz einer Antidiskriminierungsperspektive auf KI angemahnt, da sie von
der Entwicklung bis zur Anwendung rassistische und sexistische Diskriminierungen ent-
lang bestehender Machtverhiltnisse reproduziert oder sogar verstirkt (Benjamin, 2019;
Noble, 2018). Fiir kaum eine technologische Entwicklung wurden so schnell spezifische,
Ungleichheiten re-produzierende und pragende Effekte auf allen Ebenen von den Daten,
dem Training, den Systemen und ihren Anwendungen wie auch den Produktionsstrukturen
aus den unterschiedlichsten Disziplinen, wie z. B. den Science and Technology Studies,
der Sozioinformatik, der Techniksoziologie oder Technikfolgenabschitzungen, festgestellt.
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Nachgewiesen sind z. B. diskriminierende Reprasentationen durch KI in Text und Bild ent-
lang sozialer Differenzierungskategorien wie Geschlecht und sexueller Identitit (bspw. Gil-
lespie, 2024; Glanz, 2024), Religion (u. a. Abid, Farooqi & Zou, 2021) sowie klassistische
(u. a. Eubanks, 2018) und rassistische (u. a. Benjamin, 2019) Diskriminierungen. Diskrimi-
nierung in KI-basierten Entscheidungs- und Bewertungssystemen wurde zum Beispiel beim
Zugang zu therapeutischen Angeboten (Friedrich et al., 2023), zu medizinischer Gesund-
heitsversorgung (Baumgartner & Ernst, 2023), im Predictive Policing bei der Polizei und
beim Zugang zum Sozialsystem (Eubanks, 2018) entdeckt.

Verstarkt wird dieses ,.technological redlining”, wie Noble diese algorithmenbasierte, dis-
kriminierende Einordnung von Menschen beschreibt, durch die Erzahlung einer vermeint-
lichen algorithmischen Progressivitdt und Objektivitat (Noble, 2018: 3). Ungleichheitsver-
héltnisse und Diskriminierungen wie Sexismus, Rassismus, Antisemitismus oder Ableismus
treten — das zeigt sich beispielsweise in bildgenerierender KI oder in automatisierten
Entscheidungssystemen - nicht einkategorial auf. Vielmehr konnen sie auch und gerade
verschrinkt zu spezifischen Diskriminierungsformen fithren. Zur Frage, wie Diskriminie-
rungsformen zusammenwirken und welche Effekte Wechselwirkungen hervorrufen konnen,
erdffnet die Intersektionalitdtsforschung einen theoretischen wie empirischen Zugang. Das
Konzept der Intersektionalitit wurde sowohl wissenschaftlich als auch im politischen Akti-
vismus Schwarzer Feministinnen in den USA vor rund 35 Jahren entwickelt (vgl. Crenshaw,
1989; hooks, 2009 [1981]). Wenngleich inzwischen eine Vielzahl intersektionaler Ansitze
und methodischer Analyseverfahren entwickelt wurde (vgl. z. B. Portal Intersektionalitat;
Biele Mefebeu, Bithrmann & Grenz, 2022), eint die Ansatze die Grundannahme, dass
Diskriminierungsformen miteinander verwoben sind. Eine intersektionale Perspektive er-
weitert somit den Diversitdtsansatz erheblich: Sie nimmt die Verwobenheiten von Ungleich-
heitsformen in den Blick und fokussiert auch stirker auf die Ebenen von Identitit und
struktureller Ungleichheit, also die Mikro- und Makroebene. Es stellt sich somit auch fiir
den journalistischen KI-Diskurs die Frage, inwiefern solche Verwobenheiten iiberhaupt
sichtbar und problematisiert werden.

4. Methode: Wissenssoziologische Diskursanalyse

Die Grundlage des vorliegenden Beitrags bildet ein umfassenderes Forschungsprojekt! zur
Berichterstattung tiber KI im Zeitraum von der Veréffentlichung von ChatGPT 3.5 Ende
November 2022 bis Ende November 2023. Den Gesamtkorpus der Untersuchung bildeten
2217 Beitrage zu Kiinstlicher Intelligenz aus den Print- und Onlineausgaben von neun
Leitmedien (Stiddeutsche Zeitung (SZ), Der Spiegel, DIE ZEIT, Frankfurter Allgemeine
Zeitung (FAZ), Die Welt, Focus, tagesschau.de, Frankfurter Rundschau (FR), die tageszei-
tung (taz)). Die Auswahl der Medien erfolgte mit dem Ziel, journalistische Erzeugnisse
mit hoher Reichweite und Relevanz zu untersuchen und zugleich ein moglichst breites
politisches Spektrum des Publikums und der redaktionellen Linie abzudecken.

Fiir den vorliegenden Beitrag wurde eine qualitative, diskursanalytische Untersuchung
durchgefiihrt, die einen Teilkorpus aus dem Gesamtmaterial nutzt. Aufgenommen wurden
lediglich solche Beitrége, in denen Fragen sozialer Gerechtigkeit und sozialer Ungleichheit
im Zusammenhang mit KI in irgendeiner Art und Weise problematisiert werden (vgl.
Grittmann, Brink & Kann, 2025). Aus den insgesamt 600 Artikeln wurden dann wiederum
mittels theoretischem Sampling und maximaler und minimaler Kontrastierung sukzessive
einzelne Beitrdge in Feinanalyse untersucht, bis eine theoretische Sattigung erreicht war.

1 Das Projekt wurde von der Otto Brenner Stiftung, Frankfurt a. M., geférdert.
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Die diskursanalytische Untersuchung der Artikel orientierte sich in der Erstellung des
Datenkorpus ebenso wie im Vorgehen der Auswertung an der Wissenssoziologischen Dis-
kursanalyse (WDA) nach Reiner Keller (2011).

Die WDA, wie sie von Keller (2011) beschrieben wird, verbindet die Wissenssoziologie
von Berger und Luckmann (1969, hier: 2021) mit Foucaults Diskursbegriff. Diese Kombi-
nation bietet eine methodische Orientierung fiir die Durchfithrung von Analysen. Diskur-
se werden in diesem Kontext als Orte der Produktion von Wirklichkeit verstanden, die
durch die gesellschaftliche und historische Strukturierung von Wissen geprégt sind. Neben
der grundlegenden Forschungsperspektive schligt die WDA eine Reihe von analytischen
Werkzeugen vor, die die Untersuchung strukturieren und die auch fiir den vorliegenden
Beitrag genutzt wurden. Besonders relevant fiir den spezifischen Fokus der vorliegenden
Untersuchung war in diesem Zusammenhang die Analyse von Klassifikationen, Problemati-
sierungen sowie Sprechpositionen im Material.

Diese Fokussierung ergibt sich durch die spezifische Ausrichtung der Fragestellung:

Erstens interessiert sich die Untersuchung besonders fiir die Thematisierung von Di-
versitdt und (intersektionale) Formen von Diskriminierung und damit dafiir, inwiefern
bestehende gesellschaftliche Ungleichheitskategorien in den untersuchten Beitrdgen im Zu-
sammenhang mit KI als bedeutsam verstanden werden. Keller versteht unter Klassifikatio-
nen ,mehr oder weniger ausgearbeitete, formalisierte und institutionell stabilisierte Formen
sozialer Typisierungsprozesse” (Keller, 2007: 54), die gesellschaftliches Wissen und damit
Wirklichkeit strukturieren. Gesellschaftliche Kategorisierungen von Menschen u. a. nach
Geschlecht, Alter oder sozialer Herkunft, auf die sich Diskriminierungen beziehen konnen,
spielen in diesem Zusammenhang eine zentrale Rolle.

Zweitens fokussiert die diskursanalytische Untersuchung weniger solche Deutungsmus-
ter, die das Potenzial von KI-Anwendungen fiir den Umgang mit Diversitit oder die
Einddmmung von Diskriminierungen diskutieren, sondern fokussiert vielmehr das Vorhan-
densein von Deutungen, die Problematisierungen der sozialen Implikationen von KI dar-
stellen. Foucault hat den Begriff der Problematisierung verwendet, um die Diskursivierung
von Sachverhalten zu beschreiben, durch die diese erst als ,,Problem®“ mobilisiert werden
(Diaz-Bone, 2018: 54). Problematisierungen konnen dabei sowohl emanzipatorisch als auch
disziplinierend wirken (Keller & Poferl, 2020: 149) - in Bezug auf die Sichtbarmachung
einer moglichen Verstdrkung diskriminierender Strukturen durch KI konnen sie jedoch
eher als emanzipatorisch verstanden werden.

Drittens werden mit der WDA Sprechpositionen in den Blick genommen und es wird
danach gefragt, welche Akteur*innen in den untersuchten Beitrdgen zu Wort kommen und
Gehor finden. Sowohl individuelle als auch kollektive Akteur*innen werden dabei als stets
in die spezifischen Regeln und Formationen von Diskursen eingebunden und damit als
soziale Akteur*innen verstanden (Keller, 2012: 97-99).

5. Ergebnisse

Bevor die im Diskurs prasenten Problematisierungsweisen und darin enthaltenen Klassifi-
kationen vorgestellt und diskutiert werden, bietet sich ein {ibergeordneter Blick auf die
Verhandlung der oben erdrterten Begriffe ,Diversitat und ,Diversity®, ,Diskriminierung®
und , Intersektionalitat” im untersuchten Diskurs selbst sowie auf zentrale Sprechpositionen
an.

»Diversitit“ und ,Diversity“ werden in lediglich zehn Artikeln genutzt und beziehen sich
dann vor allem auf die Zusammensetzung von Mitarbeitenden in Unternehmen (z. B. SZ,
14.09.2023) und der KI- bzw. Tech-Branche (ZEIT, 25.05.2023) oder auf KI-Trainingsdaten
(z. B. taz, 25.05.2023) und staatliche Regelungen (z. B. FAZ, 03.11.2023). Dabei ist der

448

https://dol.org/10.5771/1615-634X-2025-3-442 - am 20.01.2026, 03:13:56, https://wwwinlibra.com/de/agb - Open Access - (- EZmE.


https://doi.org/10.5771/1615-634X-2025-3-442
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Brink/Grittmann - Berichterstattung tber soziale Folgen von Kl

Gebrauch teilweise auch eher kritisch-distanzierend, etwa in einem Kommentar in der
ZEIT, in dem im Kontext von KI ein Feminismus vermisst wird, der sich ,wiitend gegen die
gesellschaftlichen Ausbeutungsverhaltnisse als solche richtete. Heute versucht man lieber,
die hassliche Fassade der Verhaltnisse aufzuhiibschen, mit Gender Mainstreaming, Diversi-
tatsstrategien und Inklusionsagenden® (ZEIT, 28.08.2023). In der journalistischen Debatte
wird somit auch die oben bereits thematisierte ,,Gefalligkeit“ des Begriffes angemahnt, was
die sehr seltene Erwihnung in den untersuchten Dokumenten, die soziale Implikationen
von KI problematisieren, begriinden kénnte. Zudem wird der Begriff gerade dann genutzt,
wenn es eher darum geht, die Potenziale von KI, etwa zur Absicherung von Diversitat
in Unternehmen, zu betonen (SZ, 19.12.2022). Diversitat taucht auch in diesem Zusammen-
hang also eher als unternehmerisches Ziel auf, denn als Begriff, der im Zusammenhang mit
einer Problematisierung sozialer Ungleichheiten steht. ,Diskriminierung® und verwandte
Formen werden hingegen in rund 150 Beitrdgen aus dem hier diskursanalytisch untersuch-
ten Teilkorpus benannt. Deutlich wird damit auch, dass ,Diskriminierung® auch in den
journalistischen Beitragen als kritischerer Begriff aufgefasst wird. Begriffsverwendungen
von Intersektionalitit kommen hingegen im untersuchten journalistischen Diskurs nicht
vor — was jedoch aufgrund seiner v. a. akademischen Verwendung nicht weiter verwundert.

Ein weiteres tibergreifendes Muster zeigt sich in den Sprechpositionen. Die Diskurs-
analyse hat ergeben, dass Aspekte von (Anti-)Diskriminierung in den journalistischen
Beitragen vor allem durch (oftmals weibliche) Wissenschaftler*innen, Philosoph*innen,
Aktivist*innen oder Kulturschaffende sowie zivilgesellschaftliche Akteur*innen, wie Ge-
werkschaften und Arbeitnehmendenverbande, Algorithmwatch, Human Rights Watch und
Antidiskriminierungsbeauftragte, formuliert wird, wenngleich auch im journalistischen KI-
Diskurs eine Elitenzentrierung des Journalismus festzustellen ist und Akteur*innen aus
Wirtschaft und Politik iberwiegen.

Im Folgenden gehen wir nun auf die zentralen Problematisierungen in den untersuchten
Medienbeitrégen ein, wobei wir die Ebenen der KI-Entwicklung (Produktionskontext, Pro-
duktion), Reprisentationen durch generative KI und Anwendung/Nutzung unterscheiden.

5.1 Problematisierungen auf der Ebene des Produktionskontextes

In Bezug auf die Produktion von Modellen und Systemen Kiinstlicher Intelligenz werden in
den untersuchten Medien die fehlende Diversitat der Mitarbeitenden in den sie entwickeln-
den Unternehmen, der KI-Trainingsdaten und schliellich die diesen zugrunde liegenden
diskriminierenden gesellschaftlichen Strukturen problematisiert. Zentrale Aspekte einer kri-
tischen sozialwissenschaftlichen Debatte (u. a. Neely, Sheehan and Williams, 2023) werden
damit journalistisch aufgegriffen.

Die fehlende Diversitit in Technologieunternehmen und auch in der wissenschaftlichen
Forschung zu KI-Anwendungen wird besonders hinsichtlich der dort vorhandenen Domi-
nanz von mannlichen Mitarbeitenden kritisiert (u. a. FAZ, 16.02.2023; SZ 03.05.2023).
Nicht nur die personelle Verteilung von Frauen und Midnnern — Mitarbeitende jenseits
einer solchen geschlechtlichen Binaritit werden medial als mégliche Option nicht benannt
- werden kritisiert, sondern auch die ,,mannliche Pragung“ von Unternehmenskulturen,
die Frauen wieder aus dem Beruf vertreibe (z. B. tagesschau.de, 05.01.2023). Dass sich
eine solche ungleiche Verteilung in der Besetzung von KI-Stellen auch auf eine ungleiche
Verteilung der enormen 6konomischen Profite, die die KI-Branche bereits jetzt und vor
allem zukiinftig mit den Technologien machen wird, auswirkt, wird in diesem Kontext
medial aber vergleichsweise selten expliziert (eine Ausnahme bildet z. B. taz 14.06.2023).

Intersektionale Perspektiven sind kaum zu finden. Wie in der tagesschau.de (05.01.2023)
wird zuweilen die Verwobenheit von race und gender in der Tech-Branche benannt: ,Denn
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es sind iiberdurchschnittlich viele weifle Manner, die kiinstliche Intelligenzen entwickeln.
Der Frauenanteil in der deutschen IT-Branche lag 2021 bei gerade mal 18 Prozent® (vgl.
auch ZEIT, 25.05.2023). Meist werden soziale Ungleichheiten additiv problematisiert: So
fehle in der Tech-Branche ein Verstindnis, ,warum rassistische Diskriminierung oder ge-
schlechtsspezifische Verzerrungen in einem Algorithmus ein Problem sein kénnten” (SZ,
11.08.2023, Herv. d. A., vgl. auch SZ, 03.05.2023). Hier wird also argumentiert, dass ausge-
hend von der Normalisierung und Hegemonialisierung von Mannlichkeit und Whiteness
mit der mangelnden Diversitdt der Mitarbeitenden in KI-Unternehmen auch ein mangeln-
des Bewusstsein fiir die individuellen und gesellschaftlichen Folgen sozialer Ungleichheits-
strukturen einhergeht (vgl. auch Benjamin, 2019: 111f.) bzw. kritische Stimmen teilweise
aktiv verdrangt werden (taz, 14.06.2023).

Beziiglich der Verteilung von Arbeit im KI-Sektor finden sich intersektionale Proble-
matisierungen, die globale Machtverhéltnisse und Geschlecht verschranken: Wéhrend die
profitablen Tatigkeiten in der KI-Entwicklung v. a. als von weiflen Ménnern ausgeiibt
dargestellt werden, wird im Falle der schlecht bezahlten und psychisch oft sehr belasten-
den ,Klickwork® vor allem iiber Frauen aus dem globalen Siiden berichtet (u. a. ZEIT
11.06.2023) und es werden deren Arbeitsbedingungen kritisiert. Dennoch bleibt auch hier
die intersektionale Perspektive auf diskriminierende Strukturen in der KI-Produktion auf
einzelne Individuen bezogen. Die Frage danach, wer auf struktureller Ebene von den grofien
Gewinnen der KI-Branche profitiert und wer von ihnen ausgeschlossen wird, wie sie u. a.
Neely, Sheehan und Williams (2023) stellen, bleibt aus.

Mangelnde Diversitit der Daten

Sehr présent ist in den untersuchten Artikeln hingegen eine Problematisierung, die vor
allem die mangelnde Diversitat der Daten kritisiert, mit denen Anwendungen Kiinstlicher
Intelligenz trainiert werden (vgl. zur Relevanz der Trainingsdaten fiir algorithmische Diskri-
minierung u. a. Orwat, 2019). Auch hier werden vor allem Rassismus und Sexismus in
den genutzten Daten hervorgehoben (u. a. ZEIT, 27.03.2023; Spiegel, 05.06.2023; Focus,
07.04.2023). Besonders problematisch sei eine ungefilterte Verwendung von Internetdaten,
denn, so die taz (20.12.2022): ,,Eine unmoderierte KI ,lernt’ neben Frauenverachtung auch
Rassismus.*

Neben dem Vorhandensein von Sexismus und Rassismus wird in den journalisti-
schen Beitrdgen vereinzelt auch auf das Vorhandensein von Heteronormativitit (Spiegel,
24.05.2023) und Antisemitismus (FR, 16.04.2023) in fiir das KI-Training genutzten Daten
eingegangen oder betont, dass in diesen ,altere Menschen unterreprisentiert sind“ (SZ,
02.04.2023). Ebenso finden sich Thematisierungen der geopolitisch, kulturell und sprach-
lich gepragten Datenbasis von KI-Anwendungen, in diesem Kontext wird medial explizit
»Diversitit“ eingefordert: ,KIs haben ein Problem: Sie werden vorwiegend mit westlichen
Quellen trainiert. Mehr Diversitat ist notig" (taz, 26.01.2023, vgl. auch ZEIT, 25.05.2023).

Eine intersektionale Perspektive im Zusammenhang mit dem Training von KI, wie im
folgenden Beispiel zu Rassismus und Armut, findet sich dufierst selten: ,, Armere US-Biirger,
die in der Mehrzahl schwarz, hispanisch oder indigen sind, - sie haben alle weniger
Zugang zu medizinischer Hilfe. Wenn du also deine Algorythmen (sic!) mit existierenden
Patienten-Daten fiitterst, riskierst du, dass sie die Voreingenommenheit unseres medizini-
schen Systems iibernehmen® (tagesschau.de, 23.08.2023). Hier zeigt sich bereits eine enge
Verbindung mit der dritten Problematisierung auf der Produktionsebene von KI, die unsere
Analyse erbracht hat: den Verweis auf diskriminierende gesellschaftliche Strukturen als
Ausgangspunkt fiir mangelnde Diversitit in KI-Unternehmen und Trainingsdaten.
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Reproduktion diskriminierender gesellschaftlicher Strukturen

Die Problematisierung gesellschaftlicher Strukturen taucht auch auf den anderen Ebenen,
der Reprisentationsebene KI-generierter Ergebnisse und der Ebene ihrer Nutzung, immer
wieder auf. Betont wird, dass KI bereits vorhandene Strukturen der Diskriminierung re-
produziere (FAZ, 18.11.2023; auch Spiegel, 24.05.2023). Dabei wird mangelnde Diversitét
auch als nicht ausreichende Problembeschreibung kritisiert: ,Das Problem dahinter ist weit
grofler als der Mangel an Diversitit. Wie weif3 ist ChatGPT? Wie viel Rassismus und
Diskriminierung sickert aus der analogen in die neue Welt der kiinstlichen Intelligenz?
Und wie sehr werden sich herrschende Machtverhiltnisse und Ungleichheit in der digitalen
Okonomie fortsetzen? (ZEIT, 25.05.2023) Diskriminierung wird so mit gesellschaftlichen
Machtstrukturen und der Verteilung materieller Ressourcen in Verbindung gebracht. Zu-
dem wird in diesem Zusammenhang eine Fokussierung auf spezifische gesellschaftliche
Kategorisierungen, etwa nach Geschlecht, hdufig eher vermieden, additiv begriffen, und es
wird eine iibergreifende Ubertragung von Macht- und Herrschaftsstrukturen in KI-Anwen-
dungen fokussiert: ,Denselben Gruppen, die schlecht behandelt oder ausgegrenzt werden,
wird das auch hinter dem Bildschirm passieren® (SZ, 11.08.2023).

Neben Forderungen nach mehr Diversitit von Personal und Trainingsdaten in der
KI-Entwicklung findet sich hier also auch eine Verlagerung der Debatte weg von eher unter-
nehmensbezogenen Vorwiirfen hin zu einer strukturellen Kritik an Diskriminierung, wie sie
auch zentrale techniksoziologische Publikationen zum Thema vornehmen (Benjamin, 2019;
Noble, 2018).

5.2 Problematisierungen auf Reprdsentationsebene

Ein weiterer Bereich der Problematisierungen befasst sich mit den erst seit Ende 2022
breiter diskutierten diskriminierenden Strukturen auf Ebene von Outputs der generativen
KI, die somit spezifische Représentationen erzeugen (vgl. zu generativer KI und Diskrimi-
nierung z. B. Gillespie, 2024; Glanz, 2024).

Auch auf dieser Ebene beziehen sich die journalistischen Beitrage vor allem auf eine
mangelnde Diversitét hinsichtlich gender und race in den Représentationen, wobei ebenfalls
eine Verkniipfung mit vorhandenen gesellschaftlichen Strukturen hergestellt wird: ,Ist un-
sere Realitat bereits mannlich und weif3 dominiert, so ist die der KI noch weifler, noch
mannlicher” (taz, 30.11.2023).

Bemerkenswert ist auch die Thematisierung ungleicher politischer Rechtezuschreibung:
ChatGPT bewerte eine Frage nach den Freiheitsrechten von Israelis und Paldstinensern je
nach Herkunft unterschiedlich (FAZ, 18.11.2023).

Wie auch auf der Produktionsebene werden auf der Reprisentationsebene vor allem
diskriminierende Darstellungen durch KI kritisiert, die sich auf die Kategorien gender und
race beziehen, vereinzelt auch auf Alter und Behinderung, wie u. a. im Spiegel: ,Es zeigte
sich, dass der Textgenerator, wenn wir Angst induzierten, in seinen Aussagen rassistisch
wird. Auch Vorurteile gegeniiber Alten oder Menschen mit Behinderung wurden verstarkt®
(Spiegel, 29.04.2023; vgl. auch Welt, 15.01.2023).

Sowohl in Bezug auf KI-generierte Bilder als auch in Bezug auf Texte werden explizit
diskriminierende sexistische Reprédsentationen in Verwobenheit mit racism und ageism
benannt, andere Verwobenheiten werden jedoch nur marginal behandelt. Bildgenerierende
KI erzeuge zum einen bei einer allgemein formulierten Eingabe vor allem Bilder von
weiffen Mannern (vgl. auch FAZ, 18.11.2023; FR, 26.11.2023). Frauen werden hier meist als
unter 35, in nicht-professionellen oder 6ffentlichen Kontexten und oftmals in sexualisierten
Haltungen dargestellt (taz, 30.11.2023). Eine dhnliche Problematisierung findet sich in den
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untersuchten Artikeln mit Blick auf die Anwendung Lensa, mit der Bilder generiert und
bearbeitet werden kénnen und die Nutzerinnen jiinger und ,weifler mache und sexualisie-
re. Die taz vermerkt, dass sich zu der Software Berichte ,haufen, in denen von hypersexua-
lisierten Frauenbildern die Rede ist. Das geht bis hin zu Pornoposen fiir offensichtlich
minderjahrige Madchen und Schlimmerem. Dazu berichten viele BPoC-Nutzer*innen, dass
ihre dueren Merkmale ,aufgehellt’ wiirden® (taz. 20.12.2022, vgl. auch Spiegel, 09.06.2023;
FAZ, 10.12.2022; SZ, 12.12.2022). Die intersektionale Verwobenheit von gender, race und
class wird in einem Beispiel, das eine Studie zum Bildgenerator Stable Diffusion zitiert,
behandelt: ,,Hier waren Frauen insgesamt nicht nur in gut bezahlten Berufen unterreprasen-
tiert, sondern auch in schlecht bezahlten Berufen tiberreprasentiert. Ergebnis: Als schwarze
Frau brat man Burger oder macht sauber® (taz, 30.11.2023).

5.3 Problematisierungen auf der Ebene der Nutzung / Auswirkungen von KI

Auf der Ebene der Nutzung von KI bzw. (diskriminierender) Auswirkungen von KI werden
in den untersuchten Beitrigen zum einen Kl-basierte Entscheidungssysteme (automated
decision-making systems, ADMs) problematisiert, zum anderen wird tibergreifend vor einer
Verstarkung bestehender 6konomischer Ungleichheiten und Machtstrukturen innerhalb der
Gesellschaft gewarnt.

Diskriminierende Entscheidungen durch Kl-basierte Systeme entlang gesellschaftlicher
Kategorisierungen sind in den journalistischen Beitragen wiederum insbesondere in Bezug
auf (als bindr konstituierte) Geschlechterunterschiede ein Thema. Dies betriftt beispielswei-
se Systeme, die Vorentscheidungen im Bewerbungsprozess treffen: ,Weil es bislang wenige
Frauen in technischen Berufen gibt, denkt eine KI leicht, dass Frauen einfach nichts von
Technik verstehen, und sortiert sie als Bewerberinnen aus“ (SZ, 07.07.2023, auch ZEIT,
13.05.2023). In dem Artikel wird zudem die diskriminierende Bewertung von KI hervorge-
hoben, wenn die Kategorie Geschlecht mit Religion verwoben wird, etwa wenn Bewerbe-
rinnen ein Kopftuch tragen. Ahnliche Beispiele werden fiir die Kreditpriifung durch KI
angefiihrt (taz, 09.01.2023) oder bei der automatisierten Verteilung von Sozialleistungen,
bei der Frauen ebenfalls benachteiligt werden (ZEIT, 23.06.2023). Im Gesundheitsbereich
wird auf rassistische Diskriminierung verwiesen, wenn etwa ein Algorithmus Menschen fiir
Transplantationen priorisiert: ,Er schob schwarze Patienten in der Dringlichkeit nach un-
ten — weil er ihnen auf dinner wissenschaftlicher Grundlage hohere Widerstandsfahigkeit
unterstellte® (SZ, 11.08.2023, vgl. auch Welt, 18.10.2023).

Diskriminierung wird zudem medial héufig als Problem KI-basierter Entscheidungssys-
teme sichtbar, ohne dass dabei auf spezifische (als solche konstituierte) Gruppen Bezug
genommen wird. Dies ist etwa in der Berichterstattung iiber Stellungnahmen der Anti-
diskriminierungsbeauftragten der Bundesregierung, Ferda Ataman, der Fall (u. a. Focus,
30.08.2023; taz, 30.08.2023; Welt, 30.08.2023; ZEIT, 30.08.2023; Spiegel, 30.08.2023).

Als ein grundlegendes Problem wird in diesem Zusammenhang betont, dass datenba-
sierte Systeme die spezifischen Lebensbedingungen von Individuen und deren Diversitat
nicht beriicksichtigen: ,Diese kleinen Maschinen verwandeln unsere komplexen Erfahrun-
gen und korperlichen Regungen in eindimensionales Verhalten, das sich in Form von
Daten sortieren, aggregieren und verkniipfen ldsst. Daraus lassen sich Wahrscheinlichkeiten
tber zukiinftiges Verhalten errechnen® (ZEIT, 28.08.2023, vgl. auch ZEIT, 23.06.2023). Als
verstirkend fiir die diskriminierenden Effekte von Entscheidungssystemen wird zudem der
auch von Benjamin (2019) und Noble (2018) kritisierte ,automation bias“ benannt, durch
den Kl-basierte Entscheidungen als objektiver als menschliche eingeordnet wiirden (Welt,
28.09.2023).
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Hinsichtlich der Verstairkung bestehender dkonomischer Ungleichheiten findet sich
im untersuchten Diskurs eine Problematisierung, die zum einen von einer schlechteren
Bezahlung von bereits prekiren Arbeitsplatzen, etwa in der Kreativwirtschaft, ausgeht,
wenn Teile der Arbeit durch KI automatisiert werden (Spiegel, 05.05.2023). Dies gehe mit
einer ,weiteren Konzentration von Reichtum und politischer Macht® einher, die bestehen-
de Ungleichheiten noch verschirfe (FAZ, 11.04.2023). Zum anderen findet sich in dieser
Problematisierung die Argumentation, dass das Risiko der Substitution von Arbeitsplatzen
durch KI derzeit insbesondere Frauen treffe: ,Denn wahrend KI besonders mannerdomi-
nierten Berufen wie Managern, Technikern oder Fachleuten Arbeit abnimmt, wird mehr
als die Halfte der ersetzbaren Biirojobs von Frauen ausgeiibt.“ (taz, 22.08.2023, auch
ZEIT, 01.03.2023) Dabei berufen sich mehrere Beitrdge auf eine entsprechende Studie der
International Labour Organization und sprechen in diesem Kontext auch die Verstirkung
6konomischer Ungleichheiten an (SZ, 17.09.2023). In Bezug auf KI-generierte Deepfake-Bil-
der wird ebenfalls darauf eingegangen, dass KI besonders Frauen trifft, etwa durch die
Erzeugung pornografischer Nacktbilder (ZEIT, 15.05.2023). Ein weiteres Thema bildet die
Objektifizierung von Frauen und eine Normalisierung, ,sich iiber den Willen weiblicher
Menschen® (SZ, 07.08.2023) hinwegzusetzen durch eine Zunahme weiblicher Sexroboter.
Eine Fokussierung der KI-Berichterstattung auf Geschlechteraspekte, wie sie bestehende
Studien bereits aufgezeigt haben (Carstensen & Ganz, 2023, 2025) wird auch in aktuellen
Debatten fortgefiihrt.

Sehr selten werden andere Ungleichheitskategorien thematisiert, eine Ausnahme bil-
det zum Beispiel die Auseinandersetzung mit KI-basierter Videouberwachung im offentli-
chen Raum, die insbesondere wohnungslose Menschen treffe und diese verdrange (Welt,
01.07.2023; taz, 17.7.2023). Intersektionale Perspektiven sind kaum vorhanden.

6. Fazit

Angesichts des enormen, von Markt- und Diskursmacht geprigten positiven Framings
generativer Kinstlicher Intelligenz bei gleichzeitiger wissenschaftlich breiter Evidenz, wie
stark KI Ungleichheiten und Diskriminierung erzeugen oder verstirken kann, ist auch
eine Debatte iiber die méglichen problematischen Folgen fiir die Gesellschaft in der Einfiih-
rungsphase von immenser Bedeutung, um die neuen Technologien gestalten zu konnen.

Eine Analyse aus kritischer Diversity- und aus intersektionaler Perspektive kann da-
bei die Schwerpunktsetzungen und Inklusionen, aber auch die (Re-)produktionen und
ExKklusionen im Diskurs aufzeigen. Die Wissenssoziologische Diskursanalyse des journa-
listischen KI-Diskurses hat ergeben, dass die Medien soziale Implikationen in Hinblick
auf Ungleichheitsverhaltnisse zwar durchaus problematisieren; das lasst sich schon am
héufigen Gebrauch von Wortvarianten der Diskriminierung ablesen, wéhrend der Begrift
»Diversitit“ im untersuchten KI-Diskurs kaum eine Rolle spielt und medial teils auch als
affirmativer Begriff problematisiert wird. Aus Diversitéts-Perspektive zeigt sich, dass die
Berichterstattung iiberwiegend ein eindimensionales Verstandnis mit Blick auf (mogliche)
soziale Ungleichheitsverhaltnisse und Diskriminierungen durch KI aufweist.

Auch Verwobenheiten von Diskriminierungsformen sind in der Debatte durchaus an
einigen Stellen présent, was erst durch die Einnahme einer intersektionalen Perspektive
in der Analyse verdeutlicht werden konnte. Sowohl in den Beitridgen iiber den Produktions-
kontext bzw. die Produktion von KI als auch in der Behandlung von Reprisentationen
generativer KI werden jedoch vor allem einzelne Ungleichheitskategorien, primér gender
und race, in den Blick genommen. Zwar spielt hier die intersektionale Verwobenheit beider
Kategorien teilweise eine Rolle, eine komplexere Betrachtung (intersektionaler) Strukturen
der Diskriminierung bleibt jedoch aus. Auch andere bedeutsame gesellschaftliche Kategori-
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sierungen und Diskriminierungsformen sowie deren Verwobenheiten werden nur selten
benannt. In den Problematisierungen der Nutzung von KI und ihrer Folgen zeigt sich eine
starkere Thematisierung 6konomischer Ungleichheiten als in den anderen beiden Ebenen.
Zudem wird hier im Zusammenhang mit KI auch generell die Beachtung der Komplexitat
von Lebensbedingungen und -erfahrungen angemahnt, auch wenn ebenfalls intersektionale
Formen von Diskriminierung nur vereinzelt problematisiert werden.

Gleichzeitig werden jedoch von den Medien selbst Ungleichheiten hergestellt, indem
sich bei den Akteur:innen eine deutliche Elitenzentrierung und Dominanz der Tech-Bran-
che zeigt. Auffillig ist, dass gerade im Ungleichheitsdiskurs auch Wissenschaftler:innen und
zivilgesellschaftliche Akteur:innen zu Wort kommen.

Der KI-Diskurs kann also durchaus als Feld verstanden werden, in dem zunehmend
auch Fragen nach (intersektionalen) diskriminierenden gesellschaftlichen Strukturen und
deren Verstarkung im Zuge der Algorithmisierung der Gesellschaft verhandelt werden. Eine
breitere Auseinandersetzung der Berichterstattung mit sozialen Kategorisierungen auch
iiber gender und race hinaus im Kontext von KI sowie eine tiefergehende Auseinander-
setzung mit deren Verflechtungen wiirde allerdings zu einer differenzierteren Debatte {iber
Ungleichheiten durch KI beitragen.
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