Democratic Autonomy vs. Algorithms? Limits and
opportunities for public reasoning

Sophie Jérg

1. Autonomy and Technology: A glance at a long tradition

Thanks to the ever-growing availability of data and the increasing power of al-
gorithms, political practices and processes are changing. But what are the im-
plications of the increasing use of algorithms for people’s political or demo-
cratic autonomy? Do algorithms have an empowering or disempowering eftect on
us citizens? Drawing on references from the philosophy of technology as well as
the theory of democracy, this paper makes the case for a differentiated, func-
tionality-based approach towards the impact of algorithms for public reason-
ing. By shedding light on the curation, moderation and verification of infor-
mation by algorithms, it is argued that democratic autonomy - i.e., individu-
als’jointly reasoned self-rule or public reasoning — is empowered by algorithms
if they improve the quality of discourse and utilize the process conditions of
public reasoning as benchmarks for moderating content. Whereas algorithms
disempower citizens if they are used as automated shortcuts to the presuppo-
sitional process of jointly reasoned self-rule of citizens.

The public debate about the social and political impact of aritifical intel-
ligence (AI), machine learning- (ML), and deep learning- (DL) technologies in
liberal democracies seems to be overtaking the earlier concern about the re-
placement of humans by machines. In this context, amongst others, it is dis-
cussed how digital infrastructure alters the process of democratic elections
and public opinion-forming, the voter turnout as well as the voter behavior,
or how DL can affect political communication in general. Against this back-
drop, new theories of democracy — such as E-Democracy (e.g., Kneuer 2019),
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Data Democracy (e.g., Batarseh/Yang 2020), or Liquid Democracy (e.g., Paulin
2020) — emerged.

Yet, all these issues — raised in political philosophy as well as political sci-
ence — resonate with the fundamental question of both the humans’ and the
technology’s agency and their respective autonomy: Do digital technologies in
fact expand the scope of human action or do they restrict it? How does this af-
fect democratic practices and their political legitimacy? By contrast, what kind
of agency is ascribed to DL-technology, for example?

Although the debate about human autonomy has experienced a renais-
sance in the wake of technical automation, exploring the relation between
technology and autonomy has a long tradition as it has always been a key focus
of machine ethics and philosophy of technology (Hefller 2019). Autonomy,
here, is essentially negotiated on both levels: The autonomy of humans on the
one hand and the autonomy of technology on the other; resulting in a twofold
meaning of the concept: human autonomy and technological autonomy or
»autonomous systems« (cf. Chiodo 2022).

However, with the recent advances in DL and ML algorithms and their
ubiquitous use, the long-standing research on the correlation between tech-
nology, autonomy, and automation has gained new momentum. The improve-
ment of complex algorithms inscribed — or rather coded - technology with a
higher degree of agency resembling in a decisive caesura regarding human-
computer-interaction (HCI). To date, the effects of this caesura on human
autonomy have been studied primarily at the individual level, along the lines
of the enlightenment concept of self-determination (individual or personal
autonomy) (cf. Laitinen/Sahlgren 2021; Sankaran et al. 2020). Whereas the sys-
temic dimension of autonomy in the political sense of self-legislation (political
or public autonomy), as coined especially by liberal theorists of democracy,
is comparatively omitted — despite the prominent references to the potential
threats Tech might pose for democracy (cf. Setra 2021).

The aim of the paper is to further differentiate the analysis of human au-
tonomy in the context of algorithm-based technology with regard to the demo-
cratic theoretical implications of the algorithm-driven shift in HCI. In doing
so, the reflexive consideration of individual’s personal autonomy shall be ex-
tended to the notion of autonomy as self-rule on group level, as Max Weber
might say (Weber 2006 [1948]). To this end, human autonomy will be consid-
ered not only as an (intrinsic) end in itself, but as a necessary and functional
element in the fabric of democratic practice. Against this background, the pa-
per discusses both the drawbacks and merits of algorithms and algorithmic
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decision-making in the public sphere for citizens realizing their democratic
autonomy.

2. Autonomy and Algorithms: Conceptual references
for an analysis

Everyday life is permeated by digital, algorithm-based search engines (e.g.,
Google, Bing), translation programs (e.g., Google Translator, DeepL), or rec-
ommendation systems (e.g., AboutYou, Netflix, Spotify) that serve as decision
filters for various purposes. Algorithms thus not only influence our taste in
clothes, movies, or music (Goldschmitt and Seaver 2019), what information we
receive in our social media news feed (Pentenrieder 2021, 53), they might also
determine our credit score or political attitude (Cho et al. 2020). »Algorithms«,
according to Verstindig et al. (2022, 8), »are invisible and yet ubiquitous and
tangible«'. So, in some respect they might actually determine our thoughts
and actions. But does this »algorithmization« or >platformization« of the pub-
lic sphere and communication, as recently postulated by Habermas (2022) or
Eisenegger (2021), also amount to a dilution of the legitimacy of political deci-
sion-making in liberal democracies as it infringes people’s democratic auton-
omy? To further address this question, we will first review the conceptual roots
of the two main concepts — Autonomy (2.1) and Algorithms (2.2) — inlight of the
aforementioned triad of automation, autonomy and democracy.

2.1 Democratic Autonomy as jointly reasoned self-rule

During the European Enlightment the philosophical concept of autonomy
found its way into Western societies and has been regarded as a core concept
of modernity ever since (Thimm/Bachle 2019, 75). As an antonym to external
determination, it originates in Greek (auto< = self ; >nomos< = law) and refers
to an individual’s self-determination or self-rule through which people can
participate as subjects on their own authority (Quante 2013, 47). With Kant, the
term was linked in the 18th century to the use of human reason, which affected
the discourse about supposedly >autonomous technology« to this day (Hef3ler
2019, 249). With the prominent saying ssapere audel< (engl. sHave courage
to seize your own reason!<), Kant’s philosophy paved the way out of mankind

1 Translated by the author.
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fromself-inflicted immaturity«. By means of the reason bestowed upon them,
humanity could free itself from paternalism and foreign domination. Personal
(or individual) autonomy in this context means the self-determination of the
human subject through reason. Consequently, autonomous subjects are those
who have their own freedom of will and decision by utilizing their ability to
think critically and revise their stances respectively (Pohlmann 2010).

In the 20th century, theorists, such as Habermas (1992) and Rawls (1996),
further differentiated the notion of autonomy in terms of its political dimen-
sion (cf. Thimm/Bichle 2019, 76). Rawls, for example, conceptualized auton-
omy — similar to ancient Greece — as a political category for the preservation
of citizens’ freedom. Unlike personal autonomy, this type of autonomy first
appears in the political sphere or the political activity of citizens (Weithmann
2011, 327). According to Rawls, it would be realized by citizens »[...] participat-
ing in society’s public affairs and sharing in its collective self-determination
over time« (Ibid.). Habermas, however, argues that this shade of civic or public
autonomy should not be considered separately from the private or personal au-
tonomy described at the outset. On the contrary, both concepts are co-original
(gleichurspriinglich), mutually dependent and equally fundamental (Habermas,
2019, pp. 134, 163; Jorg 2023, 4): Public autonomy, in a nutshell, presupposes
private autonomy, because it requires a legal system that is legitimate only if
it guarantees equal freedoms to its subjects. Private autonomy, on the other
hand, requires public autonomy, as the legal regulation of private autonomy is
legitimate only if it emerges from a discursive process that guarantees political
rights.

In regard to the emphasis on civic self-legislation, Habermas’s under-
standing of autonomy is described in the literature as an »attempt to rethink
the Kantian (and Rousseauian) idea of individual freedom through self-gov-
ernance« (Anderson 2019, 22). The concrete exercise of self-governance, then,
takes place within the framework of the public, discursive formation of opin-
ion and will (Habermas 2019, 161). Accordingly, political autonomy can only be
achieved by »equal opportunities to participate in processes of opinion- and
will-forming«* (Habermas 2019, 156). In this respect, the entangled concepts
of public and private autonomy are essential for a functioning democracy,
as they pinpoint the necessary capacity of humans to (self-)reflect, critically
assess, and soundly evaluate solutions regarding complex political, social, or
individual conflicts (cf. Richardson 2002).

2 Translated by the author.
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These philosophical references, however, inform the conception of the
so-called democratic autonomy, which in essence describes the principle of
people’s jointly reasoned self-rule. In this notion of human autonomy one of
the most central - if not the most central - democratic maxim culminates: the
primal demand that »we [the citizens] must reason together in order to rule
ourselves« (Richardson 2002, 18). Realizing citizens’ democratic autonomy,
hence, is constitutive for the democratic constitution of political order and
its legitimacy. Drawing on the co-originality of public and private autonomy,
then, the idea of being »the author of my private life« (personal autonomy)
is closely tied to the idea of »joint authorship of our common political life«
(public autonomy) (Lovett/Zuehl 2022, 469). With this merger of individual self-
determination and systematic self-rule or self-governance both influential
manifestations of autonomy are conceived together and united in the ternrs
core as >public reasoning about the ends of policy« (Richardson 2002). Drawing
on Habermas’ influential theory of democracy, this public reasoning, in turn,
is closely linked to four crucial — albeit demanding — preconditions: The (i)
inclusivity of all possible topics and participants, (ii) equal distribution of par-
ticipation opportunities, the (iii) sincerity of all participants, and finally the (iv)
absence of a coercive communication structure (Habermas 2009, 89). Accordingly,
democratic autonomy or jointly reasoned self-rule manifests itself in the pro-
cess of public reasoning; meaning the democratic process of public opinion-
forming and the public decision-making based on it.

2.2 Algorithms as mechanism of technical automation

Algorithms are often recognized as the technical underpinning for technol-
ogy’s alleged »agency< and »autonomyx. In the following, however, it is argued
that they equal mechanisms of pure technical automation, which are often
misinterpreted as autonomous, i.e., self-determined, action of technology.
What may initially appear to be autonomous action in the course of technical
processes actually turns out to be nothing more than a complex automation
of various computing steps programmed by algorithms in order to perform
specifically defined tasks. While exploring the automation of technology by
algorithms, possible limits of a >technological autonomy« are briefly pointed
out.

However, to understand why exploring algorithms is crucial to be aware
of the implications of digital technologies for democratic legitimacy of polit-
ical decision-making, it is worth taking a glance at the technical aspects of
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algorithms: In computer science an algorithm is acknowledged to be a »list
set of instructions, used to solve problems or perform tasks, based on the un-
derstanding of available alternatives« (IIG 2023). Algorithms are systematic
and mechanical methods for solving a well-defined problem, such as efficiently
searching or sorting vast amounts of data (Belford/Tucker 2023). Due to de-
tailed »specifications for performing calculations, data processing, automated
reasoning or decision making« algorithms in fact automate technology’s com-
puting (IIG 2023). To summarize, computerized algorithms are »structured
decision-making processes that automate computational procedures to gener-
ate decisional outcomes on the basis of data inputs« (Gal 2018, 64; emphasis by
author). They are the technical foundation for many modern technologies that
we use every day. Digital platforms, such as Google, Netflix or Instagram, are
just a few examples of this.

In this sense, digital, algorithm-based technologies, such as Al, could ini-
tially be ascribed a certain degree of agency as these systems can partly per-
form the task assigned to them independently or without further human in-
put. However, a glance at the interrelation of agency and autonomy reveals that
those processes which prima facie may appear to be a kind of autonomous ac-
tion of the technology turn out to be merely a form of precise — albeit by now
highly complex — automation. Within the philosophical discourse it is widely
acknowledged that an entity’s agency< manifests its capacity to act or exert
power on its own (Schlosser 2019). Akin to the concept of »autonomys, it de-
notes a comparative state of mind - i.e., a state that can be gradually increased
ordecreased. Depending on a person’s or systeny’s agency — meaning their abil-
ity »to act on the beliefs and values they hold« (Prunkl 2022, 3) — these agents
can be considered more or less autonomous or self-determined. Hence, both
philosophical concepts agency as well as autonomy are intertwined. Yet, their
relation indicates that a sufficient degree of agency enables autonomy in the
first place. Against this background, it can therefore be presumed that algo-
rithm-based technologies — to a certain extent — operate as actors. Yet, this
does not inevitably imply that they are autonomous, since the computational
processes or actions of Al, for example, are based on previously defined de-
cision paths and not on the rationality or free will of the technology in ques-
tion. In this sense, the technology lacks its very own impetus and reasoned de-
liberation to perform an action in question. Hence, algorithm-based systems
do not operate out of intrinsic or extrinsic motivations, but because they have
been created by humans to process these tasks by means of specialized algo-
rithms. Although algorithms can ultimately provide certain recommendations
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- e.g., which movie might be of interest to us or whether a melanoma is good
or malignant - such >decisions« or »actions« are, hence, not based on the free
will or the rationally guided deliberation of the processing technical system.
Rather, the machine merely executes a sequence of programmed, previously
well-defined computational steps that have been inscribed into the technol-
ogy by computer scientists. The »decisional parameters and rules for weighing
them«, however, are originally »set by the algorithm’s designer« (Gal 2018, 64f.).
So, algorithm-based technology can never be fully autonomous. Or as Russell,
a leading AI researcher and professor of computer science at the University
of California (Berkeley), stated: »[...] machines, unlike humans, have no objec-
tives of their own, we give them objectives to achieve. In other words, we build
machines, feed objectives into them, and off they go. The more intelligent the
machine, the more likely it is to complete that objective« (Russell 2019).

So concludingly, computer scientists create the functional spectrum of me-
chanical autonomization by programming tailored algorithms, which in turn
have enormous effects or backlashes on us. Regarding the rapid developments
in the field of algorithm-based technology, it is therefore imperative to further
question how algorithm-driven automation affects us citizens in our demo-
cratic autonomy.

3. »Algorithmization« of Political Communication: Implications for
public opinion-forming and decision-making

In the following, these backlashes will be systematically assessed regarding
the above-mentioned conditions of joint public reasoning according to Haber-
mas. Central to this, however, are less the informatics underlying algorithms
than their political effects and objectives: What functions, for example, do al-
gorithms fulfill in the context of political communication? Do they serve as a
decision guidance for human action, as they are often portrayed (e.g., Liang et
al. 2022), or do they gradually disenfranchise humans in the context of their
political decision-making?

The subtle salgorithmization< of political communication can be witnessed
in various settings: Political actors — such as elected officials or representa-
tives of interest groups and NGOs - for example, use technological proxies
in the form algorithmically (semi-)automated chat bots to disseminate their
messages in the most cost- and time-efficient way (Woolley/Howard 2016).
Moreover, algorithms are utilized to provide people with different messages.
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By means of so-called micro-targeting strategies, people are given different
information depending on their algorithmically calculated political interests,
demographic and social profiles (Zarouali et al. 2022). Further, DL-algorithms
are used to create or replace the image of one person in videos and other dig-
ital media, for example a high-ranking member of parliament or a military.
So-called deep fakes are generated thanks to advanced algorithms. So, algo-
rithms can be utilized for strategically controlling political communication
and thereby political opinion making by the distortion of the supposed public
opinion in various ways. Acting as a digital, stochastic calculating spin doctor,
they deeply interfere in the process of shaping political opinion. Capable of
shattering trust in politics and the overall facticity of information, they ought
not to be underestimated (Whyte 2020). Algorithms do not only (pre-)select
»what information is considered most relevant to us« (Gillespie 2014, 167) and
then decide with whom which information shall be shared, they also generate
and curate information by themselves. Mostly neither with our knowledge nor
consent, algorithms manage our interactions on social networking platforms,
our personal preferences, and whether we participate in a political discourse
or not. In other words, algorithms do not just alter political communication
but create the digital public sphere around us, in which we can exchange ideas
with others. The ampbhitheater-like structure of the public sphere, in which
politically relevant issues are debated and solutions sought together, however,
is giving way to algorithmically computed filter bubbles and echo chambers —
i.e., parallel >public spheres< in which people no longer exchange views with
dissidents but with like-minded people. This algorithm-driven fragmentation
of the public sphere and the resulting impediment to public deliberation are
only some — yet the most prominent — destructive consequences Habermas
analyzes in his latest work A New Structural Transformation of the Public Sphere
and Deliberative Politics (2022).

With this power of governing the flows of information, algorithms change
political communication drastically. By shaping communication channels and
their respective content, algorithms deeply intervene in the process of public
opinion- and decision-making. In this sense, the algorithmization of politi-
cal communication equates to a radical intrusion into democratic processes in
general and citizens’ ability to truly exercise their democratic autonomy in par-
ticular; as the state of information and the algorithmically induced fragmenta-
tion of the public sphere have a very significant influence on how and whether
people can and want to engage in discourse: algorithms inevitably impact the
accessibility and inclusivity of discourse, the equality of contributions and oppor-
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tunities for participation, the sincerity of all participants, and the informality
of exchange. Due to algorithms, the supposedly invisible becomes visible and
the supposedly visible becomes invisible. What may feed new, rather minority
voices and ideas into the discourse, may also cancel out opinions or deliberately
bring them into focus.

To conduct a more nuanced analysis of the algorithm-driven expansion or
restriction of democratic autonomy and action, it seems useful to first take a
more nuanced look at algorithms’ various functions in dealing with informa-
tion. Drawing on Sauerwein et al. (2022) research, three key functions can be
distinguished: the (I) curation and filtering of existing content, the (II) moder-
ation of specific content, and finally the (III) verification of this content. In the
following, the effects of all these categories on people’s democratic autonomy
or their jointly reasoned self-rule will be considered.

3.1 Curation and filtering of content

The curation and filtering of information - i.e., finding, compiling and orga-
nizing relevant content — is one of the most discussed functions of algorithms
in the context of political communication (cf. Berman/Katona 2020). Accord-
ing to Berman and Katona (2020, 298f.), the literature on curation algorithms
initially focused on the economic design and the impact of algorithmic cura-
tion and filtering on consumers. Other researchers examined the impact on
user consumption behavior and any change in terms of the streamed infor-
mation’s quality (Athey et al. 2017). The citizen perspective, on the other hand,
lately received attention with studies on trends of polarization of discourse
triggered by curating algorithms, increasing authorship by users or more ac-
tive participation in online discussions, and the spread of political ideologies
through pre-filtering algorithms (Cho et al. 2020).

However, the observed and expected effects of this seem to be ambivalent.
At first, the potential of algorithmic curation gives rise to hopes of a sub-
stantial expansion of democratic autonomy: By reliably processing the large
amount of information and data available today according to appropriate
criteria, information that is relevant for discourse or common reasoning
can be identified, filtered, and prepared for further reflection. By means of
their advanced and robust pattern recognition, algorithms could not only
distinguish valid contributions from illegitimate ones — for example, hate
speech and other defamation and thus, according to Habermas, illegitimate
content in political discourse — but contributions could also be pre-structured
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into specific argumentation patterns or core statements. In this way, factual
arguments could be filtered out of vast piles of data and fed into the discourse
in a way that is prepared for further discussion. In addition to possible strands
of argumentation, it would also be possible to cluster interest groups and
the premises or demands underlying the contributions, which could be hi-
erarchized in a further step by means of algorithms according to their logic
and stochastically mapped according to their agreement in the discourse.
Such possibilities would not only make it easier for citizens to obtain relevant
information more quickly, but also provide them with an already sensibly
prefabricated basis for the further reflection process. Curating and filtering
information through algorithms can not only simplify and optimize access to
content relevant for legitimate, public opinion and decision-making, it also
facilitates linking and confronting the participants and their ideas within
discourse — regardless of their intellectual capabilities, individual language
skills or eloquence etc. Advanced algorithms in natural language models,
for example, are already capable of reading out written text, transforming
spoken words into text and/or translating it into a desired language. Such
accessibility, in turn, would allow more people — especially minorities, such
as blind or illiterate people — to participate equally in political discourse and
make their voices heard. Citizen's jointly reasoned self-rule and the public
reasoning as such, it could be argued, would be simplified by the algorithm-
based automation of these curations; the exercise of the democratic autonomy
of citizens would thus be facilitated.

And yet, automating the curation of information by delegating it to al-
gorithms does not necessarily lead to greater inclusion, participation, and
a higher quality of political discourse. After all, the curation of information
is always necessarily connected with the evaluation, selection or filtering of
information, from which some pitfalls for democratic autonomy can be de-
rived: Saurwein et al. (2022), for example, identify several risks associated with
technically automated filtering and curation. For example, the emergence of
errors and unwanted selections by algorithms. If, for example, admissible
contributions were filtered in advance and excluded from the discourse based
onincorrectly placed markers or keywords, this would not only violate the pro-
cess condition of inclusion and accessibility, but also the participation rights
of citizens. In this respect, their autonomy would be unjustifiably restricted by
automation via algorithms. The targeted manipulation of citizens during the
public opinion and decision-making process can also be seen as a significant
restriction of democratic autonomy. This is because the parameters according
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to which the responsible algorithms classify content as relevant or irrelevant
are usually unknown to us. This intransparency or opacity of algorithm-based
filtering and preselection of information ultimately leads to a downright
distortion of public opinion formation — resulting in cutting citizens’ self-
determination. Citizens could no longer reason together, on an equal footing,
when they have such a variety of information at their disposal. According
to the current logic of algorithms, information flows are strongly tailored
to individual needs and preferences. This logic is inevitably followed by in-
formation asymmetry, which makes reasoning on an equal footing, without
constraints almost impossible. The emergence of such information and power
asymmetries, on the other hand, can be additionally reinforced by strategies
such as micro-targeting already mentioned.

By consciously and specifically controlling the flow of information through
micro-targeting — i.e., addressing tailor-made messages, which is geared to-
ward addressing pursuable or mobilizable citizens (Kruschinski/Haller 2017, 3)
- information can be disseminated without passing through the public space
and made accessible to all. This unequal or imbalanced exchange of informa-
tion, in turn, can lead to a distortion of reality and thus of perceived public
opinion. So political microtargeting by means of algorithms, however, does
not necessarily lead exclusively to a reduction of democratic autonomy. Cit-
izens can also be encouraged to participate in discourse when information is
curated and filtered accurately and correctly. Tailored messages might be more
relevant for users, helping them to better keep up with central political issues
and arguments, which might amplify the effects of better voter turnouts and
a more active citizenry exercising their democratic autonomy. In addition to
this potential for mobilizing citizens, their political knowledge and general
informedness could also be improved through algorithm-driven subject-ori-
ented curation, which in turn could improve the fundamental quality of shared
reasoning.

3.2 Moderation of specific content

As Gorwa et al. (2020, 1) state »[aJutomated hash-matching and predictive ma-
chine learning tools — what we define [...] as algorithmic moderation systems
— are increasingly being deployed to conduct content moderation at scale [...]
for user-generated content«. By means of these algorithmic moderation tools,
problematic, toxic, or hostile statements such as hate speech can effectively
be identified, deleted and prevented. With the increased use of algorithms for
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content moderation, a growing body of research examines the political, social,
and economic impact of this function of algorithms (cf. Kaye 2019).

Drawing on Gorwa et al. (2020, 3), we can distinguish between two mod-
erating systems: Those, who decide about the visibility of accounts and their
content (hard moderation) and systems utilizing rather soft moderation-tech-
niques, such as recommendation systems or nudging by design. The political
power of algorithms, however, becomes particularly evident in its function of
hard content moderation: through the moderation of content —i.e., the techni-
cally automated decision-making as to which information is permitted in the
discourse and which statements must be deleted or censored — a wide-reach-
ing power but also responsibility is transferred from the people to the technol-
ogy they design. Similar to curating, this second function of algorithms de-
cides how and what information we perceive and what will be included into
the political discourse. Against this background, algorithms also function as
a new mechanism of gatekeeping. What traditionally has been performed by
humans now is taken over by algorithms. Accordingly, algorithms are in charge
of the content that is »visible and therefore noticeable to users, and influence
the diversity of content that is consumed« (Stark et al. 2020, 10).

The use of these algorithm-based, automated techniques for hard and
soft content moderation, on one hand, can potentially improve the level of
discourse and in this way to support the legitimacy of political opinion and
decision-making. Because algorithms can effectively contribute to supporting
the processes of the jointly reasoned self-rule by allowing or excluding content
according to the discourse-ethical conditions of these processes. Thereby,
they create a democratic or >safe space< in which everyone can freely express
their respectful and legitimate opinion. In this way, it might be possible to
mobilize citizens to join the discourse or public reasoning which feared the
hostilities and hatred within unmoderated communication. In principle, they
undermine the authorship of the people who have written hate comments
and other illegitimate contributions, but in terms of democratic theory, those
statements were not permitted in political discourse or were part of demo-
cratic autonomy anyways. On the other hand, gatekeeping by algorithms also
restricts us in our autonomy, ability to act and freedom of decision, as they re-
strict the information and options through their moderation and gatekeeping
and thus define the framework for our actions.

However, if the criteria according to which algorithms moderate content
correspond to the commercial logic of the platform economy (clickbaiting) — in-
stead of the above-mentioned discourse ethical premises — algorithms will not
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remove fake news and hate speech etc., but rather spread it throughout society
and political dispute. Thereby, incorrectly coded moderation algorithms might
undermine the »epistemic potential« of political discourse.

3.3 Verification of content

In the context of political communication, algorithms are also used to verify
content. For this purpose, algorithms are developed for reviewing claims
»with reference information in the form of facts in a knowledge base« (Huynh/
Papotti 2019, 689). Hence, the ability, applicability, and performance of fact-
checking algorithms of course is limited to the set of knowledge with which
humans trained them and the pool of information which is available to them
— without any human supervision or reinforcement.

In their function of verifying the objective accuracy, truth or factuality of
information, algorithms again fulfill the role of a modern, digital gatekeeper
that seems to be successively replacing the former control mechanisms, such
as journalists and mass media. While algorithm-based platforms and search
engines, such as Google or Bing, facilitate access to content and therefore ex-
pand human agency, algorithms specially trained to identify fake news, deep
fakes and other false statements additionally ensure human access to verified
information and knowledge. This, in turn, not only enables free accessibility
to objective facts or information, but it also increases people’s informed self-
determination.

How dangerous disinformation and the targeted dissemination of false
statements can be for the integrity and legitimacy of political processes has
become something of a commonplace in discourse (Morgan 2018). Yet, disin-
formation campaigns not only polarize and radicalize political discourse, they
affect personal autonomy per se. As Witzleb and Paterson (2020, 227) note, mis-
as well as disinformation in its various forms is »harmful as it has the potential
to disrupt our individual capacity for self-authorship and, as a consequence,
our communal capacity for self-government«. False information can interfere
with democratic autonomy, as both the sincerity and the honest solution ori-
entation of the agents involved in political debates can no longer be ensured.

The implementation of algorithms to contain the spread of misinformation
and disinformation and its threat for democratic society and citizens’ demo-
cratic self-determination can therefore rather be seen as an autonomy sup-
porting than a diminishing function.
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4. Democratic Autonomy vs. Algorithms: Modelling the limitation
and expansion of democratic autonomy

Based on the previous discussion of the algorithmization of political commu-
nication, finally, an attempt will be made to model the potential limitation and
expansion of democratic autonomy by algorithms. To this end, the developed
theses on the political implications of the (I) curation and filtering, the (II)
moderation and (III) verification of content by algorithms will be systematized
and summarized.

Considering the process conditions of joint deliberation and democratic
autonomy, the elaborated merits and drawbacks can be presented as follows.
The table is divided into the preconditions of democratic autonomy and the
discourse conditions of joint reasoning, on one hand, as well as the functions of
algorithms in the context of political communication, on the other. The mark-
ings indicate which conditions are endangered by which function:

Table 1: Synthesis of limits and opportunities for democratic autonomy due to algo-
rithms

Condition Accessibility & | Equality of Sincerity Informality of
Inclusivity Contributions & of all Exchange

Function Participation Participants

Curation & X

Filtering

Verification

Moderation X X
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In conclusion, it became evident that the individual functions of algo-
rithms point to their power as new control mechanisms of the information
flow and gatekeepers of discourse. The algorithmically controlled automa-
tion of information and communication, it was shown, creates the danger of
»shortcuts«. The arduous process of jointly public reasoning - i.e., the active
exercise of democratic autonomy, which is tied to rather demanding condi-
tions — could possibly be circumvented or, in some aspects, even replaced by
algorithms. Like many democratic theorists, Lafont — a former student of
Habermas — warns of such cutbacks, as they have occurred throughout history
(Lafont 2020). The participation of citizens and the free exercise of their self-
determination should under no circumstances be undermined by supposedly
efficient shortcuts. The »ideal of self-government« as vital, »participatory
aspect of democracy« (Lafont 2020, 7), threatens to be undermined by taking
supposedly easier or more efficient paths.

By contrast, the technical autonomization of fundamental, democratic
processes, such as one’s own walk to the ballot box or the struggle to find
solutions to political issues, can be seen as such a shortcut. The algorithm-
based processing of information necessary for reflective participation in
public decision-making and opinion-forming could already be interpreted
as the preliminary stage of such a development. Political alienation and the
impediment of true democratic autonomy are the consequences of such shifts.
Or as Lafont claims: »Democratic participation in decision-making is essential
to prevent an alienating disconnect between the political decision to which
citizens are subject and their political opinions and will« (Lafont 2020, 22f.).
Algorithms, it had been shown, appear in both forms: On the one hand, they
serve us as decision-making aids by facilitating access to objective facts and
consensus-oriented input. They promote the inclusion of the other and in par-
ticular of those who think differently. Whereas, on the other hand, algorithms
also force the exclusion of the other and of those who think differently by
creating deep fakes or by moderating content in discourse in a click-oriented
rather than a consensus-oriented manner. In this way, they no longer function
as a decision-making aid in political interaction, but as a distorting mirror of
public opinion and perception, which makes discussion at eye level and the
free exercise of democratic self-determination by all almost impossible. The
danger of manipulation and thus, to a certain extent, the »disenfranchisement«
of citizens grows with every use of algorithms and bots to deliberately change
the climate of opinion. Citizens, with their individual opinions, rights and
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political views, are increasingly relegated to the background. They are reduced
to a number to be recorded statistically.

Algorithms, on the other hand, are to be commended if they improve the
quality of public reasoning. For example, through the targeted verification of
content, the identification and subsequent filtering of toxic statements and the
clustering of certain strands of argument. Algorithms should therefore be used
to improve the level of political debate and thus also protect the ideal of demo-
cratic self-determination. On the other hand, they should not be used to subtly
and implicitly as well as explicitly force citizens to forego their right of politi-
cal self-determination or even to no longer be able to exercise it. Rather, they
should be used »to force the political system to take >the long road< of properly involving
citizenry« (Lafont 2020, 159).

5. Concluding Remarks

Thanks to the ever-growing availability of data and the increasing power of
algorithms, political practices and processes are changing. But what are the
implications of the increasing use of algorithms for people’s political or demo-
cratic autonomy? Do algorithms have an empowering or disempowering effect
on us citizens?

The paper aimed to address this question by drawing on references from
the philosophy of technology as well as from the theory of democracy. In course
of this, the philosophical concept of autonomy was extended to the political
idea of so-called democratic autonomy, as elaborated by Habermas. The paper,
further, offered a short note on the importance of algorithms as key mecha-
nisms for technical autonomation. It became clear that algorithms have a pro-
found impact on the way people discuss current affairs and engage with each
other as well as politics.

In conclusion, the paper argues that algorithms can be a threat to citizens’
autonomy and their right to informational self-determination at the individ-
ual level, but they can also be challenging to the discursive process of opinion-
and will-forming at the structural level. In both cases, however, algorithms de-
cisively determine the basis on which humans’ political decisions are made or
an action is taken. Regarding the systematization of algorithms’ functions and
their impact on the preconditions of jointly public reasoning, the paper found
that the (3.1) curation and filtering by algorithms infringes the necessary infor-
mality of exchange. Whereas algorithms (3.2) verifying content are empower-
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ing humans in their ability to participate in discourse or the joint public rea-
soning, as it contributes to the improvement of the discourse’s quality and thus
counteracts the chilling effects and the radicalization and polarization of the
discourse. The (3.2) content moderation by algorithms, in contrast, might di-
minish both the informality of exchange as well as the equality of contributions
and participation in discourse.

As the paper noted, human autonomy has become a theme across vari-
ous guidelines and principles on the responsible use and design of algorithms.
However, according to Setra, Borgebund and Coeckelbergh (2022, 804), there
is a tendency within Al research to adopt the concept of democracy and its as-
sociated norms merely as buzzwords — without referring to their further po-
litical and historical significance. The paper’s objective has been to shed light
on the political dimension of the various effects the growing power of algo-
rithms hold for humans’ political or democratic autonomy. Against this back-
ground, fundamental questions remain untouched, such as whether political
discourse will be obsolete one day because the better argument or the better
solution for political conflicts could be found algorithmically. Are algorithm-
based automations, such as finding political solutions through mathematical
calculations instead of the deliberative ideal of communicative negotiation, be
permissible in terms of democratic theory or should they be rejected as de-
structive shortcuts? These and many other questions remain to be researched
in the future.
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