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Einleitung

Die Jahrestagung des Forum Privatheit im November 2019 hat das Thema
„Aufwachsen in überwachten Umgebungen“ in Deutschland erstmals in-
terdisziplinär aufgegriffen. Dabei zeigte sich eine Diskrepanz zwischen
dem gesellschaftlichen und politischen Orientierungs- und Steuerungsbe-
darf einerseits und der wissenschaftlichen Forschung an der Schnittstelle
von Theorie und Praxis andererseits.

Mit dem Aufkommen überwachungsbasierter Medientechnologien von
Smart Toys, Babysitter-Kameras im Teddybär bis hin zu Sprachassistenzsys-
temen wie Alexa, individualisierte Lernsoftware, Tracking-Apps oder Vi-
deoüberwachung in der Kita, stellt sich die Frage, was Privatheit von Kin-
dern heute ausmacht: Bedarf es bei Kindern anderer Konzepte als bei Er-
wachsenen? Wie können sie den Schutz ihrer Daten im Altersverlauf steu-
ern? Und wer trägt die Verantwortung?

Dieser Beitrag analysiert das Recht von Kindern auf Privatheit mit Blick
auf digitale Umwelten, bezieht sich auf aktuelle empirische Daten und lei-
tet daraus Forderungen an Politik und Medienregulierung, den Bildungs-
bereich sowie mediale Anbieter ab. Ziel des Beitrags ist es außerdem, einen
gesellschaftlich-politischen Diskurs anzustoßen, Anforderungen für die
Praxis zu formulieren sowie weiteren Forschungsbedarf aufzuzeigen. Unse-
re Kernthese ist: Die Rechte von Kindern in digitalen Handlungswelten müssen
stärker durchgesetzt und berücksichtigt werden. Dazu gehören explizit das Recht
auf informationelle Selbstbestimmung, der Datenschutz, die freie Entfaltung der
Persönlichkeit und ein geschützter Privatbereich.

Demokratische Freiheits- und Gleichheitsrechte sollen Kindern eine of-
fene Zukunft ermöglichen. Da Kindheit eine besonders verletzliche Ent-
wicklungsphase ist und sich wichtige Fähigkeiten erst noch ausbilden, be-
dürfen Kinder eines umfassenden Schutzes durch Fürsorgetragende und
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den Staat. Sie sollen gleichzeitig aber auch als handelnde Subjekte ihre
Selbstbestimmung erproben können. Hierzu werden Befähigungsmaßnah-
men wesentlich, welche die Mündigkeit von Kindern in der Demokratie
(und im „digitalen Gemeinwesen“) zum Ziel haben. Das Thema Privatheit
von Kindern wird hierbei von einem Spannungsfeld geprägt: auf der einen
Seite steht der fürsorgliche Schutz im Interesse des Kindes, auf der anderen
jedoch paternalistische Überwachungspraktiken, die kindliche Selbstbe-
stimmungsansprüche in Frage stellen.

Aus der fortschreitenden „Mediatisierung von Kindheit“ resultiert
Handlungsbedarf mit Blick auf damit verbundene Risiken. Denn Kinder
und Jugendliche bis 18 Jahren machen rund ein Drittel der weltweiten In-
ternetznutzer*innen aus. Dieser Beitrag füllt eine Lücke, da das Zusam-
menspiel von Privatheit und Kinderrechten bislang noch kaum wissen-
schaftlich differenziert untersucht wurde.

Kinderrechte wurden – ergänzend zu den allgemeinen Menschenrech-
ten – 1989 völkerrechtlich in der UN-Kinderrechtskonvention (UN-KRK)
verankert und gelten seit 1992 als einfaches Recht in Deutschland. Die
Rechte von Kindern werden zudem in Artikel 24 der EU-Grundrechtechar-
ta verbrieft. Die UN-KRK betont die Rolle von Kindern als subjektive
Handlungsträger mit eigenen Rechten und etabliert in 54 Artikeln das bes-
te Interesse von Kindern als leitendes Prinzip im Zusammenspiel von
Schutz-, Förderungs- und Beteiligungsrechten. In Artikel 16 UN-KRK ist
das Recht auf „Schutz der Privatsphäre und Ehre“ formuliert.

Aktuelle Entwicklungen zur Aufnahme von Kinderrechten ins Grund-
gesetz bedürfen einer rechtzeitigen Auseinandersetzung mit der Bedeu-
tung der spezifischen Problemlagen rund um ein Recht auf Privatheit von
Kindern in digitalen Kontexten. Diese Auseinandersetzung möchte das Pa-
per anstoßen.

Privatheit im Kontext der Digitalisierung

Kindheit ist nicht nur eine biologische Lebensphase, sondern wird auch
gesellschaftlich-kulturell konstruiert. In Deutschland herrscht ein stark
schutzbetonter Blick auf Kinder vor, der im Recht zur Redensart vom
Kind als der „Heiligen Kuh des BGB“ geführt hat. Dahinter steht die Idee,
dass Kinder geschützte Räume brauchen, um ihre Persönlichkeit und auch
ihre Selbstbestimmung erproben und erlernen zu können. Das Kinderzim-
mer galt lange als Raum des Rückzugs, in dem sich der im Kindheitsver-
lauf wachsende Wunsch von Kindern nach eigenen Bereichen, Erfahrun-
gen und Beziehungen entwickelt.
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Im Zuge der zunehmenden Digitalisierung haben Kinder und Jugendli-
che heute jedoch im Internet nicht nur einen umfassenden Zugriff auf me-
diale Inhalte, globale Plattformen und eine Vielfalt an Informationen, son-
dern geben dabei gleichzeitig viele ihrer persönlichen Daten preis. Das ge-
schieht einerseits im Rahmen einer aktiven, selbst-initiierten Weitergabe,
beispielsweise, wenn ein Social-Media-Profil mit persönlichen Daten ge-
füllt wird und in Interaktionen mit anderen Nutzer*innen Fotos, Daten
und Informationen ausgetauscht werden. Diese aktive Preisgabe von Da-
ten und persönlichen Informationen birgt die Gefahr, dass Gleichaltrige
diese zum Beispiel für Cybermobbing-Angriffe nutzen (horizontale Privat-
heitsbedrohung). Andererseits stellt auch die passive Sammlung, Analyse
und der Verkauf von Daten durch Unternehmen eine Gefahr dar, der sich
Kinder und Jugendliche nicht vollständig bewusst sind (vertikale Privat-
heitsbedrohung).

Der Begriff Privatheit in digitalen Kontexten

Privatheit ist eine wesentliche Bedingung für Demokratie und Rechtsstaat-
lichkeit. Als Sammelbegriff ist Privatheit jedoch keine rein rechtliche Kate-
gorie, denn der Begriff der Privatheit umfasst zahlreiche Teilaspekte. Dazu
gehören auch Rechte wie das auf informationelle Selbstbestimmung, das
Recht auf Schutz des Privaten und das Recht auf Datenschutz sowie das
Persönlichkeitsrecht, das Post- und Fernmeldegeheimnis, die Unverletz-
lichkeit der Wohnung und das sogenannte IT-Grundrecht, das den Schutz
der Vertraulichkeit und Integrität informationstechnischer Systeme zum
Ziel hat.

Für den digitalen Bereich ist das Recht auf informationelle Selbstbe-
stimmung zentral. Es unterscheidet sich jedoch strukturell stark vom pa-
ternalistischen Ansatz der Bestimmung eines schützenswerten Bereiches
von außen („Privatsphäre“), indem die Selbstbestimmung des Einzelnen
zum Maßstab erhoben wird (Geminn/Roßnagel 2015, Nebel 2015). Bei
einem schutzbetonten Ansatz legen Dritte, nämlich staatliche Behörden,
die Justiz und auch die Rechtswissenschaften fest, was „privat“ und damit
geschützt ist. Diese fremdbestimmte Vorstellung wird dem Einzelnen
gleichsam auferlegt, meist durch staatliche Akteure, die die Grenzen der
Privatheit festlegen. Demgegenüber steht hinter der informationellen
Selbstbestimmung ein freiheitsorientierter Ansatz, welcher die autonome
Entscheidungsfähigkeit der Akteure in den Vordergrund stellt. Erwachse-
nen traut man diese Selbstbestimmung grundsätzlich voll zu, wohingegen
bei Kindern die Grenzen individuell ausgelotet werden müssen.
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Aktuelle Herausforderungen mit Blick auf Medien und Kinder

Die aktuellen Nutzungszahlen belegen nicht nur, dass bereits sehr junge
Kinder über ein eigenes Smartphone verfügen und Zugang zum Internet
haben, sondern auch, dass sie täglich Apps wie WhatsApp und YouTube
sowie digitale Spiele nutzen (Hajok 2019, Rathgeb/Behrens 2018b). Wei-
terhin steigt die Nutzung mit dem Alter stark an, sodass unter den 12-
bis 19-Jährigen bereits 97% ein eigenes Smartphone besitzen und 89% täg-
lich online sind (Engels 2018, Rathgeb/Behrens 2018a).

Die beliebtesten Apps von Kindern und Jugendlichen sind momentan
US-amerikanische Apps wie WhatsApp, Instagram, YouTube und Snap-
chat (Rathgeb/Behrens 2018a). Auch die chinesische App TikTok gewinnt
zunehmend an Popularität (Monllos 2019). Laut einer Studie lehnen 67%
der befragten Jugendlichen die Speicherung ihrer persönlichen Daten
durch diese Apps ab (Engels 2018). Das hat jedoch überwiegend keinen
Einfluss auf ihr Nutzungsverhalten – ein bekanntes Phänomen, das unter
dem Namen „privacy paradox“ (Barnes 2006, Norberg/Horne/Horne 2007)
erforscht und diskutiert wird (Baruh/Secinti/Cemalcilar 2017). Livingsto-
ne, Stoilova und Nandagiri (2019) beobachten, dass Kinder im Internet ei-
nerseits freiwillig persönliche Informationen online teilen und dabei Risi-
ken für ihre Sicherheit und ihre Privatheit in Kauf nehmen, obwohl sie an-
dererseits ihre Privatheit schützen wollen. Der Widerspruch besteht darin,
dass soziale Teilhabe nur bei Aufgabe herkömmlicher Privatheitsvorstel-
lungen zu haben ist. Studien mit Erwachsenen betonen darüber hinaus,
dass ein Gefühl von Machtlosigkeit und Resignation sowie mangelnde
Wahlmöglichkeiten ein Grund für das privacy paradox sind (Matzner et al.
2016, Stoycheff 2016). Andere wiederum betonen, dass es in Bezug auf das
scheinbar widersprüchliche Nutzungsverhalten um eine Abwägung ver-
schiedener Wertvorstellungen geht, die eher mit Konzepten zur Risikoana-
lyse statt mit Paradoxien treffend beschrieben werden können. Dienlin
und Trepte (2015) wiesen nach, dass es sich tatsächlich nur scheinbar um
eine Paradoxie handelt, da eine genauere Analyse auf Basis der psychologi-
schen „Theory of Planned Behavior“ sehr wohl eine Deckungsgleichheit
von Einstellungen und privatheitsbezogenem Verhalten zeigt, wenn man
nach spezifischen Einstellungen und Intentionen fragt. Gerade bei jünge-
ren Kindern kommt das Problem hinzu, wieviel Wissen und Erfahrungen
schon vorausgesetzt werden können, um derartige Abwägungen über-
haupt treffen zu können.

Die gängigen Anwendungen wie Facebook, Instagram, TikTok und
Snapchat haben eine Altersbeschränkung von 13 Jahren, bei WhatsApp
beispielsweise wurde diese im Zuge des Geltungsbeginns der EU-Daten-
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schutzgrundverordnung im Mai 2018 auf 16 Jahre angehoben. Allerdings
handelt es sich dabei um eine Formalität ohne praktische Bedeutung, da
sich die Apps ohne Altersüberprüfung herunterladen und nutzen lassen.
Dies wirft insgesamt die Frage auf, ob eine solche Form der Selbstkontrol-
le ein valides Instrument ist, um Kinder und Jugendliche von der Nutzung
datenschutzkritischer Anwendungen abzuhalten. Vor dem Hintergrund
des hohen Belohnungswertes dieser Anwendungen erscheint es zudem we-
der erwartbar noch vertretbar, Heranwachsende mit dem Ziel einer Gefah-
renreduktion von einer Nutzung abhalten zu wollen.

Mit der zunehmenden Mediatisierung von Kindheit (Kutscher 2012,
Tillmann/Hugger 2014) nutzen Kinder also schon sehr früh eigene digitale
Geräte. Damit erhalten sie Zugang zu Inhalten, Netzwerken und Plattfor-
me. Diese ermöglichen nicht nur neuartig und umfassend die Wahrneh-
mung ihrer Rechte auf Information, medialen Zugang und Teilhabe, son-
dern beeinträchtigen gleichzeitig auch ihre Persönlichkeitsrechte. Da digi-
tal vernetzte Medien mobil und abseits elterlicher Kontrolle genutzt wer-
den und der rechtliche Jugendmedienschutz durch den digitalen Wandel
grundlegend herausgefordert ist, sind schon jüngere Kinder erhöhten Risi-
ken – von Cybergrooming oder Cybermobbing, extremistischen Inhalte
bis hin zu Pornografie oder extremen Gewaltdarstellungen – ausgesetzt,
die sich auf ihre Entwicklung auswirken können (Brüggen et al. 2019).

Der Prozess intensiver Datensammlung, Beobachtung und Überwa-
chung wird als Bestandteil der „Datafizierung“ bezeichnet (Lupton/
Williamson 2017). Auch Daten von Kindern werden hier zu „Gütern“, die
mit Vermarktungsinteressen verbunden sind. Viele Angebote einer media-
tisierten Kindheit beschneiden die Rechte von Kindern auf eine offene Zu-
kunft und das Erproben von Selbstbestimmung in einem für Kinder oft
nicht einschätzbaren öffentlichen und kommerziell durchdrungenen
Raum (Fahlquist 2015, Friedewald et al. 2020). Hierzu gehören Spiele-
Apps mit Captology-Technik, einer Computertechnologie, welche das Be-
urteilungs- und Entscheidungsverhalten von Menschen zu beeinflussen
versucht (z.B. Pokémon-Go, Candy-Crush Saga), personalisierte Werbung
mit Aufforderungscharakter bis hin zu rein kommerziellen Zwecken (z.B.
Instagram, TikTok), im kindlichen Spiel eingesetzte Smart Toys, die syste-
matisch Daten auswerten und speichern (z.B. der Roboter i-Que, Cloud
Pets, Hello Barbie), die Verwendung von Klassenchats, welche Daten syste-
matisch sammeln und auswerten (z.B. WhatsApp), das Preisgeben des
Standorts von Kindern in sozialen Medien (z.B. TikTok) oder die von Für-
sorgetragenden gewollte Überwachung im familiären oder schulischen
Umfeld durch Tracking-Apps (z.B. Little Nanny GPS Tracker) sowie indi-
vidualisierte und Profile erstellende Lernsoftware (z.B. Quizlet). Um be-
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stimmte Apps und Dienste kostenlos nutzen zu können, sind Kinder und
Jugendliche häufig bereit, persönliche Daten preiszugeben – ohne dabei
die volle Tragweite der vermeintlichen harmlosen Informationsweitergabe
überschauen zu können (Engels 2018).

In digitalen Kontexten werden die Entscheidungen und Praktiken von
Kindern und Jugendlichen durch die soziale Umgebung, allem voran
durch das vorgelebte Verhalten ihrer Eltern und der Peer-Group beein-
flusst (vgl. Kapitel 4: Einfluss- und Schutzfaktoren bei der Internetnutzung
durch Kinder und Jugendliche). Ob Kinder persönliche Daten teilen oder
zurückhalten, verhandeln sie in einem Kontext vernetzter Kommunikation
und damit verknüpfter Praktiken. Livingstone et al. (2019) differenzieren
hierbei zwischen einer relationalen Privatheit (das Daten-Ich, das über das
eigene Sozialverhalten online geschaffen wird), einer institutionellen Pri-
vatheit (durch das Sammeln und Auswerten persönlicher Daten durch
staatliche Stellen, Bildungs- oder Gesundheitseinrichtungen) und einer
kommerziellen Privatheit (persönliche Daten, die von Unternehmen wirt-
schaftlich verwendet werden). Hinsichtlich letzterer fühlen sich Kinder am
ohnmächtigsten.

Kinder als besonders vulnerable Gruppe

Kinder und Jugendliche werden immer wieder als besonders vulnerabel
bezeichnet, weil sich Kinder und Jugendliche hinsichtlich ihrer kognitiven
Voraussetzungen von Erwachsenen unterscheiden. Sie haben weniger Vor-
wissen und Erfahrungen zu bestimmten gesellschaftlichen Prozessen und
pflegen eine für ihre Altersgruppe spezifische Herangehensweise an Medi-
en.

Kognitive Voraussetzungen

Kinder unter elf Jahren sind typischerweise in ihrer Entwicklung noch
nicht weit genug vorangeschritten, um Konzepte wie „Privatheit“ vollum-
fänglich zu begreifen; auch sind Kinder weniger in der Lage, das monetäre
Potenzial von Daten und deren Nutzung für Profiling einzuschätzen (Li-
vingstone et al. 2019). Erst beginnend im Jugendalter wird die Fähigkeit
zum abstrakteren Denken ausgebildet, was auch das Erkennen von (in-
transparenten) Zusammenhängen umfasst, dem sogenannten formal-ope-
rationalen Denken (vgl. Piaget 1972). Insbesondere bei Kindern in der Pu-
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bertät wurde nachgewiesen, dass verschiedene neuronale Verschaltungen
temporär eingeschränkter funktionieren im Vergleich zur Kindheit oder
dem Erwachsenenalter (Powell 2006). Dies kann das Verständnis – zum
Beispiel der potenziellen Konsequenzen der Online-Selbstoffenbarung –
zusätzlich erschweren.

Vor dem Hintergrund ihrer noch nicht vollständig abgeschlossenen
Entwicklung sind Kinder und Jugendliche somit auch besonders anfällig
für Online-Dienste, die auf kurzfristige Erfolgserlebnisse, Belohnungsan-
reize und soziale Honorierung setzen und im Gegenzug Datenprofile der
Nutzenden sammeln – sowohl aus aktiv veröffentlichten Daten als auch
durch die passive und intransparente Speicherung von Klicks, Nutzungs-
verhalten, Webseitenbesuchen und Likes. Prominente Beispiele dafür sind
– neben WhatsApp, Instagram, Facebook, Reddit und Snapchat, die über
soziale Belohnungssysteme arbeiten – digitale Spiele-Apps wie Pokémon-
Go oder die Video- und Musik-App TikTok. Die Mechanismen dieser Ap-
plikationen basieren auf einer Bindung der Nutzenden durch wiederholte
Push-Nachrichten, Belohnungen für erreichte Ziele, soziale Vernetzung
mit anderen Nutzenden oder Spieler*innen und der Möglichkeit einer
Bühne zur Selbstdarstellung. Diese sind für die jüngeren Nutzer*innen
schwer zu durchschauen oder gar – sofern die Nutzungsdynamik einmal
begonnen hat – zu durchbrechen.

Fehlender Erfahrungshintergrund

Zahlreiche Publikationen weisen darauf hin, dass Kinder und Jugendliche
sich der Gefahren für Privatheit und Datenschutz und den potenziellen
Folgen eher wenig bewusst sind (Heeg et al. 2018, Naplavova et al. 2014).
Werden Kinder konkreter befragt, welche Gefahren sie im Internet vermu-
ten, lässt sich ein deutlicher Effekt der Medienberichterstattung der ver-
gangenen Jahre feststellen: Befürchtungen von Kindern und Jugendlichen
in Bezug auf eine Verletzung ihrer Online-Privatheit beziehen sich vor al-
lem auf andere Nutzer*innen und somit vertikale Privatheitsbedrohungen.
Eine häufig artikulierte Gefahr ist zum Beispiel Online-Mobbing bzw. Cy-
berbullying, welches durch die Beschränkung der Sichtbarkeit einzelner
Fotos oder Beiträge oder des gesamten Profils zu verhindern versucht wird
(Borgstedt et al. 2014). Ebenso sind die Gefahren des Cybergroomings eher
präsent, die in einer qualitativen Studie in neun europäischen Ländern als
Gefahr der Kontaktanbahnung durch Fremde detailliert beschrieben wird
(Mascheroni/Jorge/Farrugia 2014). Über die Hintergründe und potenziel-
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len Gefahren der Datenökonomie besteht dagegen kaum Bewusstsein (Li-
vingstone et al. 2019).

Altersgruppenspezifische Herangehensweise an Medien

Kinder und Jugendliche gelten oft als „Digital Natives“, da sie von frühes-
ter Kindheit an mit den Möglichkeiten des Internets aufgewachsen sind.
Auch wenn sie mit digitalen Medien aufwachsen, heißt dies aber nicht,
dass eine kritische Reflexion der Effekte und Nebenfolgen der Nutzung
von Informations- und Medientechniken nicht gelernt werden müsste (vgl.
kritisch zum Begriff „Digital Natives“ Genner/Süss 2017, Prinzing 2019).
Neben positiven Konsequenzen wie einer hohen technischen Affinität
führt die quasi selbstverständliche Nutzung auch dazu, dass bestimmte
Persuasionsmechanismen (wie die Aufforderung Inhalte zu abonnieren)
und die Existenz personalisierter Werbung nicht (mehr) hinterfragt und
als selbstverständliche Bestandteile der Funktionsweise des modernen In-
ternets empfunden werden (Wang et al. 2019).

Auf der anderen Seite nähern sich Kinder den neuen digitalen Angebo-
ten vor allem aus ihrer Erfahrungswelt heraus: Hier kann besonders die
Tatsache problematisch sein, dass sich Kinder neue Spiele durch einfaches
Ausprobieren aneignen – ohne vorab Informationen oder Warnungen zu
beachten. Gefahren können dadurch erst retrospektiv überhaupt erkannt
werden (Borgstedt et al. 2014). Generell zeigt sich dabei, dass der Grad der
Sichtbarkeit der eigenen Aktivitäten in Online-Applikationen nur schwer
eingeschätzt werden kann. Das geht sogar so weit, dass die „Öffentlichkeit“
einer Interaktion an den jeweils beteiligten Akteur*innen festgemacht
wird, wodurch ein WhatsApp-Chat zwischen zwei Personen als vollkom-
men privat empfunden wird (Borgstedt et al. 2014), obwohl trotz der En-
de-zu-Ende-Verschlüsselung private Inhalte von teilnehmenden Nutzer*in-
nen weitergeteilt werden können, Metadaten transparent sind oder Sicher-
heitsrisiken durch die Speicherung von Fotos bestehen. Ein Verständnis
der Datenverarbeitung wird dadurch erschwert, dass sich die Nutzungsbe-
dingungen primär an Eltern als Sorgeberechtigte wenden. Diese sind aber
nicht notwendigerweise an der Nutzung beteiligt und zusätzlich sind die
Bedingungen oftmals sowohl für Kinder als auch deren Eltern kaum ver-
ständlich. Folglich kann nicht von einer informierten Entscheidung ausge-
gangen werden.

Dies ist aus datenschutzrechtlicher Sicht problematisch, da eine ausrei-
chende Informationsgrundlage eine zentrale Voraussetzung einer wirksa-
men Einwilligung in die Datenverarbeitung nach Artikel 7 Abs. 1 DSGVO
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– bei Kindern in Verbindung mit Artikel 8 DSGVO – ist. Nur bei Kenntnis
aller entscheidungsrelevanten Informationen können die Nutzer*innen Ri-
siken und Vorteile abschätzen und dann sachgerecht über die Einwilli-
gung entscheiden. In der Praxis zeichnet sich jedoch ein gegenteiliges Bild
ab, da Nutzer*innen in den seltensten Fällen über alle nötigen Informatio-
nen verfügen, um die Risiken und Nachteile einer Einwilligung in ein an-
gemessenes Verhältnis zu setzen. Häufig überwiegt aufgrund dieser Infor-
mationsasymmetrie für die Nutzenden der mit „kostenlosen“ Spielen und
Apps verbundene Vorteil gegenüber den potenziellen und vom Anbieter
nicht transparent dargestellten Risiken der Datenverarbeitung (ausführlich
zur Einwilligung vgl. Roßnagel et al. 2020).

Kinder wollen in ihrem medialen Handeln häufig einfach bestimmte
Angebote nutzen und pflegen ihre Freundschaften ohne zwischen „ana-
log“ und „digital“ zu unterscheiden. Damit ist Privatheit von Kindern –
noch stärker als bei Erwachsenen – als kontextbezogen und relational zu
sehen. Je jünger und unerfahrener sie sind, desto schwieriger ist es folglich
für Kinder, ihre Daten und ihre Privatsphäre selbst zu schützen und dies
auch im Wissen um mögliche Folgen für sie und andere informiert und
selbstbestimmt zu tun.

Einfluss- und Schutzfaktoren bei der Internetnutzung durch Kinder und
Jugendliche

Der (soziale) Kontext beeinflusst die Art und Weise, wie Kinder und Ju-
gendliche das Internet und Soziale Medien nutzen. Hervorzuheben sind
dabei Fürsorgetragende wie die Eltern (oder auch andere Erwachsene wie
Lehrer*innen und Erzieher*innen) sowie gleichaltrige Bezugspersonen.
Ein weiterer bestimmender Kontext sind die so genannten Affordances,
d.h. der Angebotscharakter der Anwendungen selbst. Im Folgenden wird
für jeden Bereich diskutiert, inwieweit die einzelnen Aspekte den Privat-
heitsschutz verstärken oder auch hemmen können.

Fürsorgetragende als Einflussfaktoren

Ein starker Treiber für die generelle Internetnutzung, aber auch die Ver-
wendung bestimmter Apps ist die Orientierung an Anderen. Im jüngeren
Alter richten sich Kinder besonders an ihren Eltern und älteren Geschwis-
tern aus. Das bedeutet, dass nicht nur das eigene Internetverhalten am Mo-
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dell der Eltern und deren Umgang mit Apps wie zum Beispiel Instagram
und der unbeschränkten Veröffentlichung von Familienfotos (Sharenting)
ausgerichtet wird, sondern auch, dass darüber hinaus eine Habitualisie-
rung der Anwesenheit und Nutzung von Technologien stattfindet, die not-
wendigerweise die Weitergabe von Daten erfordern. Das kann sich auf die
Nutzung von Smart-Home-Steuerungs-Apps, den Einsatz von virtuellen
Assistenten wie Alexa oder Siri sowie die Verwendung von Online-Diens-
ten zur Strukturierung des Familienalltags (z.B. die Aufräum-App Highs-
core House) beziehen.

Besonders bei konkreten Verhaltensweisen haben Eltern einen hohen
Einfluss: Im Sinne des Modelllernens übernehmen Kinder und Jugendli-
che das Verhalten der Eltern, die oft über ein umfangreicheres Wissen
über Zusammenhänge und potenzielle Gefahren verfügen, das sie an die
Kinder und Jugendliche vermitteln können. Allerdings ist auch von Seiten
der Eltern eine Überforderung zu beobachten und eine adäquate Risiko-
einschätzung der Nutzung von Apps oder Spielen und der damit verbun-
denen Datenverarbeitung wird durch die hohe Komplexität oftmals er-
schwert (Kutscher/Bouillon 2018, Manske/Knobloch 2017). Hinzu kommt,
dass auch Unterschiede im Wissensstand und Umgang der Eltern mit dem
Schutz persönlicher Daten (z.B. basierend auf sozioökonomischen Unter-
schieden) bedacht werden müssen, die sich dann nachfolgend auch nach-
teilig auf die Kompetenz der Kinder und Jugendlichen auswirken und zur
Verschärfung sozialer Ungleichheiten im Rahmen einer Wissenskluft bei-
tragen können (Paus-Hasebrink et al. 2018). Generell zeigt sich, dass zum
Beispiel Altersnutzungsbeschränkungen von Online-Apps und digitalen
Spielen lediglich als „pädagogische Empfehlung“ verstanden werden (vgl.
Hajok 2019). Das betrifft weiterführend auch die Ausdifferenzierung von
Kommunikationsräumen als privat oder öffentlich; so wird beispielsweise
WhatsApp im Vergleich zu Facebook häufig als stärker geschützter priva-
ter Raum wahrgenommen, was aufgrund der Ende-zu-Ende-Verschlüsse-
lung auch berechtigt ist. Dennoch werden auch hier Metadaten und Kon-
taktinformationen gesammelt und ausgewertet.

Insgesamt sind Kinder und Jugendliche heute mit omnipräsenten und
vielschichtigen Medienangeboten und Technologien konfrontiert. Um die-
se chancenorientiert und selbstbestimmt nutzen zu können, müssen sie
mit Kompetenzen und Wissen (z.B. über komplexe Trackingverfahren von
Webseiten und Apps) sowie kritischer Urteilskraft zu einem reflektierten
Umgang mit einhergehenden Risiken für Datensicherheit und den Schutz
von persönlichen Informationen befähigt werden. Da dieses Wissen auch
über Erfahrungen vertieft wird, sind Maßnahmen der Befähigung mög-
lichst auf konkrete Kontexte ihrer Lebenswelt zu beziehen und sollten
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über Selbstbefähigung das Ziel selbstbestimmten Handelns verfolgen
(Stapf 2019, 2021). Ein solches Wissen sollte – auf Basis der beschriebenen
Überforderung vieler Eltern – vorrangig in den Bildungsinstitutionen, also
durch Schule und Lehrer*innen, vermittelt und im familiären Kontext ver-
tieft werden. Für diesen Bildungsauftrag sind ausreichende Ressourcen
vorzusehen und die Implementierung entsprechender Kompetenzen im
Bereich von Lehrerbildung und Fortbildungen sowie eine Anpassung der
schulischen Curricula zu ermöglichen.

Peers als Einflussfaktoren

Weiterhin orientieren sich Kinder und vor allem Jugendliche an Gleichalt-
rigen. Teil der Gruppe zu sein wird dabei als wichtiger wahrgenommen,
als der Schutz der eigenen Daten. Die Vorteile mit anderen online zu kom-
munizieren (und daraus resultierend eigene Daten zu teilen) werden direk-
ter wahrgenommen, wohingegen Risiken wie z.B. die Vorfilterung von In-
formationen und Produkten, Cybermobbing oder auch ein Identitätsdieb-
stahl oftmals erst verspätet wahrgenommen werden (können).

Ein zentrales Motiv jugendlicher Mediennutzung liegt im Folgen von
Gruppendynamiken, um Teil der Gemeinschaft als auch der online statt-
findenden Interaktionen und Dialoge zu sein und deshalb in der Nutzung
bestimmter Apps (über die durch vernetzte Profile auch Verbindungen un-
tereinander bestehen, z.B. Instagram, TikTok), die von Gleichaltrigen ge-
nutzt werden. Es ist zum Beispiel gemeinhin üblich, WhatsApp-Gruppen
für die Kommunikation im Klassenverband zu nutzen (Rathgeb/Behrens
2018a). Datenschutzkritischen Applikationen stehen Kinder und Jugendli-
che demnach machtlos gegenüber, da eine Nichtnutzung für sie aufgrund
impliziter Kommunikationsnormen im Klassenverband, Freundeskreis
oder Sportverein nicht in Frage kommt und mit einer sozialen und kom-
munikativen Abgeschnittenheit einhergehen würde (Engels 2018).

Da sich Kinder und Jugendliche noch in der Phase der Identitätsbil-
dung befinden, hat sowohl der Einfluss anderer als auch die Relevanz so-
zialer Interaktionsprozesse eine höhere Wichtigkeit. Gerade die noch nicht
abgeschlossene Persönlichkeitsentwicklung, einhergehend mit der Festi-
gung des Selbstkonzepts, die individuell unterschiedlich und nicht an feste
Altersschritte geknüpft stattfindet, macht Kinder und Jugendliche sehr be-
einflussbar. Hierdurch können sie leicht, auf impulsive Weise und ohne
kritische Reflexion von dem Nutzungsverhalten ihrer Peergroups ange-
steckt werden.
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In Kombination mit der alters- und erfahrungsbedingten Unwissenheit
der Heranwachsenden (z.B. in Bezug auf mögliche zukünftige Konsequen-
zen ihrer heutigen Handlungen als auch der Langfristigkeit einiger Nut-
zungsentscheidungen) ist es wichtig, dass Kinder und Jugendliche in be-
sonderer Weise geschützt werden (Dreyer 2018, 2020). In diesem Kontext
kommt den Prinzipen der datenschutzgerechten Gestaltung (Datenschutz
by Design) und der Auswahl datenschutzfreundlicher Voreinstellungen
(Datenschutz by Default) eine besondere Bedeutung zu (Bieker/Hansen
2017). Datenschutz muss bei Anwendungen, die sich an Kinder und Ju-
gendliche richten, von Entwicklungsbeginn an umgesetzt werden. Zudem
müssen Apps in einer Art und Weise vorkonfiguriert sein, dass nicht mehr
Daten als die, die zur Erreichung des Zwecks erforderlich sind, verarbeitet
werden und nur Grundfunktionen aktiviert sind. Für jede Erweiterung
sollte dann eine eigene informierte Einwilligung der Nutzenden oder ihrer
gesetzlichen Vertreter*innen erforderlich werden.

„Affordances“ der Anwendungen als Einflussfaktor

Der Angebotscharakter der medialen Anwendungen führt dazu, dass Kin-
der und Jugendliche geradezu zu einer ungeschützten Nutzung aufgefor-
dert werden. So stellen die Anwendungen die Vorteile und den Beloh-
nungswert im Sinne einer Teilhabe am sozialen Leben und der Verfügbar-
keit von Information über gesellschaftlich relevante Themen durch die Art
und Weise ihrer Gestaltung klar in den Vordergrund, während potenzielle
Risiken der Nutzung in den Hintergrund treten. Dies erhöht die Bereit-
schaft der Kinder und Jugendlichen, private Informationen zu teilen. So
sind Kinder und Jugendliche gerade im Austausch gegen eine kostenlose
Nutzung bestimmter Apps und Dienste bereit, persönliche Daten preiszu-
geben – oftmals ohne die volle Tragweite der vermeintlich harmlosen In-
formationsweitergabe übersehen zu können (Engels 2018). Dies entspricht
dem empirisch gut belegten Ansatz des „privacy calculus“ (Culnan/
Armstrong 1999), der zeigt, dass ein kurzfristiger Nutzen häufig über lang-
fristige (weniger überblickbare) Folgen gestellt wird. Die entsprechenden
Studien beziehen sich allerdings ausschließlich auf Erwachsene und fokus-
sieren dabei stark auf rationale Überlegungen, was für Kritik am Ansatz
sorgt. So gilt es bislang als ungeklärt und muss hinterfragt werden, ob und
in welcher Weise diese rationalen Überlegungen bei Kindern überhaupt
stattfinden. Hinzu kommt, dass die Anwendungen nahelegen, dass sie ei-
gentlich privat sind (etwa ein Austausch mit Freunden auf Instagram).
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Um diesen Einflussfaktor zu einem Schutzfaktor machen zu können,
müssten die Anwendungen folglich so verändert werden, dass die Gefah-
ren unmittelbar sichtbarer und damit für die Nutzer*innen einschätzbarer
werden – was nicht im Sinne von Anbietern sein dürfte, deren Geschäfts-
modell auf dem Sammeln und Auswerten von Daten beruht. Bereits nach
der DSGVO müssen Anbieter von Anwendungen, die personenbezogene
Daten verarbeiten, ohnehin über die Weitergabe von Daten transparent
und in einer für die Nutzenden verständlichen Weise etwa auf die Weiter-
gabe von Daten hinweisen. Dies kann durch so genannte Privacy Icons
(Holtz/Nocun/Hansen 2011) erreicht werden, die mit Symbolen einen
Überblick über die Datenverarbeitung bieten können (Artikel 12 Abs. 7
DSGVO). In jedem Fall müssen die Anbieter im Sinne des Datenschutzes
durch datenschutzfreundliche Voreinstellungen, d.h. by default (Artikel 25
Abs. 2 DSGVO), auch sicherstellen, dass Daten der Nutzenden nicht stan-
dardmäßig mit Dritten geteilt werden oder gar öffentlich einsehbar sind.
Diese Datenschutzanforderungen werden häufig ignoriert, was exempla-
risch in der Studie „Deceived by Design“ (Kaldestad 2018) herausgearbeitet
wurde. Auf der einen Seite müssen daher die Sanktionierungsmöglichkei-
ten verbessert werden, auf der anderen Seite sollten die Politik und diejeni-
gen Akteure, bei denen Anwendungen zum Einsatz kommen, auch positi-
ve Anreize dafür schaffen, dass Hersteller und Anbieter von Beginn an in
ihren Systemen die Datenschutz-Grundsätze, und damit auch die Transpa-
renz über die Verarbeitung und die Risiken, einbauen (Bieker/Hansen
2017, Datenethikkommission 2019).

Der kinderrechtliche Ansatz mit Blick auf Privatheit

Selbst bestimmen zu können, welche persönlichen Räume andere betreten
oder welche Informationen sie einsehen oder verwenden dürfen, ist ein
zentrales Menschenrecht. So ist in Artikel 16 der UN-Kinderrechtskonven-
tion (UN-KRK) verbrieft, dass „kein Kind (…) willkürlichen oder rechts-
widrigen Eingriffen in sein Privatleben, seine Familie, seine Wohnung
oder seinen Schriftverkehr oder rechtswidrigen Beeinträchtigungen seiner
Ehre und seines Rufes ausgesetzt werden“ darf. Die UN-KRK verbrieft Kin-
dern seit 1989 ausdrücklich grundlegende Rechte als Subjekte. Seit dieser
völkerrechtliche Vertrag 1992 von Deutschland ratifiziert und umgesetzt
wurde, gilt er als einfaches Recht. Die UN-KRK hat damit den Rang eines
Bundesgesetzes und ist von allen staatlichen Stellen zu beachten. Kommt
es zu einer Kollision mit einer anderen gesetzlichen Vorschrift, kommt der
UN-KRK, anders als etwa den Grundrechten des Grundgesetzes, kein Vor-
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rang zu. Allerdings können die relevanten Grundrechte – wie das Recht
auf informationelle Selbstbestimmung – völkerrechtsfreundlich dahinge-
hend ausgelegt werden, dass das kollidierende nationale Recht im Sinne
der UN-KRK ausgelegt wird. Damit kommt völkerrechtlichen Verträgen,
obwohl sie „nur“ gleichrangig mit anderen Gesetzen gelten und keinen
Vorrang genießen, in der Praxis eine erhöhte Bedeutung zu.

Im Zuge der aktuellen Diskussion einer Aufnahme von Kinderrechten
ins Grundgesetz ist die Frage nach Privatheit auch in digitalen Kontexten
ein zentrales politisches Thema, das Auswirkungen in unterschiedliche Le-
bensbereiche (von Schule bis Familie und die mediale Regulierung) haben
könnte.

Daher erscheint eine kinderrechtliche Perspektive für die informationel-
le Selbstbestimmung von Kindern und Jugendlichen weiterführend. Ent-
scheidend ist hierbei der Blick auf Heranwachsende als handelnde Subjek-
te und nicht nur Objekte des Schutzes von Fürsorgetragenden. Dies wird
über die vier Grundprinzipien Recht auf Gleichbehandlung bzw. Nicht-
Diskriminierung, Vorrang des Kindeswohls, Recht auf Leben und Ent-
wicklung und Achtung vor der Meinung des Kindes angestrebt (Maywald
2012). Den 54 Artikeln der UN-KRK ist das Kindeswohl in Artikel 3 über-
geordnet:

„Bei allen Maßnahmen, die Kinder betreffen, gleichviel ob sie von öf-
fentlichen oder privaten Einrichtungen der sozialen Fürsorge, Gerich-
ten, Verwaltungsbehörden oder Gesetzgebungsorganen getroffen wer-
den, ist das Wohl des Kindes ein Gesichtspunkt, der vorrangig zu be-
rücksichtigen ist.“

Rechte gleichen Gehalts enthält auch das Grundgesetz, dort jedoch impli-
zit. Sie aktivieren umfangreiche Schutzpflichten. Explizite Rechte des Kin-
des enthält auch die EU-Grundrechtecharta (GRCh), zwar nicht in dem
Umfang der UN-KRK, dafür aber auf verfassungsrechtlicher Ebene und
nicht bloß im Rang eines einfachen Gesetzes. Nach Artikel 24 Abs. 1 Satz 1
GRCh haben Kinder „Anspruch auf den Schutz und die Fürsorge, die für
ihr Wohlergehen notwendig sind“. Außerdem gelten für Kinder auch alle
anderen Grundrechte, wie das Recht auf Privatleben nach Artikel 7 GRCh
und auf Datenschutz nach Artikel 8 GRCh.

Aus Sicht der Kinderrechte sind auch Fragen der Privatheit auf das
Wohlergehen von Kindern ausgelegt. Kindern soll eine gute und gelingen-
de Kindheit sowie gute Chancen und wichtige Fähigkeiten mit Blick auf
ihr Erwachsenenleben eröffnet werden. Hierzu braucht es ein auf die kind-
lichen Fähigkeiten zugeschnittenes Zusammenspiel von Schutz-, Förde-
rungs- und Beteiligungsrechten (Stapf 2021).
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Woran ist dieses Wohl dann auszurichten, wenn man bedenkt, dass
Kindheit eine Entwicklungsphase ist? Mit Blick auf Kinder geht es darum,
ihr Wohlergehen sowohl in ihrer Gegenwart, aber immer auch mit Blick
auf die Entwicklungsdimension ihrer „evolving capacities“ (Lansdown
2005), auf ihre überhaupt mögliche Zukunft auszurichten. Joel Feinberg
(1980) spricht hierbei von „the child’s right to an open future“.

Eine offene Zukunft mit Blick auf Privatheit impliziert beispielsweise
eine besondere Sorgfalt im Umgang mit kindlichen Daten, ein Recht Her-
anwachsender auf Vergessenwerden im Netz sowie auf Datensparsamkeit
mit Blick auf Datenspuren, die Kinder im Netz hinterlassen. Denn die auf
Verhaltensvorhersage und -formung (predictive analytics, nudging usw.)
angelegten Geschäftsmodelle der meisten kommerziell erfolgreichen Inter-
net-Plattformen stehen dem Prinzip der offenen Zukunft diametral entge-
gen (van Dijck/Poell/de Waal 2018, Roßnagel et al. 2020, Zuboff 2019).
Dies bedeutet ein erhöhtes Schutzbedürfnis von Kindern im Netz. Und es
erfordert, zusammen mit den kindlichen Rechten auf Informations- und
Meinungsfreiheit (Artikel 13 UN-KRK), dass Kinder aufgrund für sie ver-
ständlicher Informationen eigene Entscheidungen zum Schutz ihrer Pri-
vatheit treffen lernen können. Um dies zu ermöglichen sind Bildungsrech-
te für Kinder verbrieft (Artikel 28/29 UN-KRK). Hierzu erforderlich wer-
den Befähigungsmaßnahmen im Elternhaus sowie systematisch in der
Schule und in schulischen Einrichtungen. Dazu wird ein ebenfalls ver-
briefter Kinder- und Jugendschutz (Artikel 17 UN-KRK) auch in digitalen
Kontexten notwendig, der den heutigen Nutzungsbedingungen wie Mobi-
lität und Medienkonvergenz entspricht. All dies erfordert ein Spektrum
positiver Angebote für Kinder im Netz. Denn Kinder sind nicht nur im-
mer jünger, wenn sie im Netz unterwegs sind, man kann sie aufgrund der
Bedingungen „mediatisierter Welten“ (Krotz/Hepp 2012) auch weder prak-
tisch noch sinnvoll von allen digitalen Angeboten ausschließen, bis sie
selbst rechtlich einwilligen können.

Ein weiteres Querschnittsrecht von Kindern ist ihr Recht auf Beteili-
gung (Artikel 12 UN-KRK). Die Aufgabe der Eltern ist es, das Wohl des
Kindes als Treuhänder seiner Interessen zu vertreten (vgl. auch Artikel 24
Abs. 3 GRCh). Dem Wohl des Kindes entspricht es auch, seine Persönlich-
keit zu entwickeln und zu entfalten. Dieses erfordert eine angemessene Be-
teiligung bezogen auf den kindlichen Entwicklungsstand: „Die Vertrags-
staaten sichern dem Kind, das fähig ist, sich eine eigene Meinung zu bil-
den, das Recht zu, diese Meinung in allen das Kind berührenden Angele-
genheiten frei zu äußern, und berücksichtigen die Meinung des Kindes an-
gemessen und entsprechend seinem Alter und seiner Reife“ (vgl. auch Arti-
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kel 24 Abs. 1 Satz 2 und 3 GRCh, dazu mit weiteren Nachweisen Roßnagel
2020).

Dieses Recht im Kontext des Digitalen ernst zu nehmen, umfasst Anfor-
derungen an die Medienbildung, die Medienregulierung sowie die univer-
sitäre Forschung. Evidenzbasierte Medienforschung über Kinder, aber
auch mit Kindern, kann Maßnahmen ermöglichen, welche Entscheidungs-
kompetenzen von Kindern und ihr sicheres Erlernen von Selbstschutzme-
chanismen fördern. Angesichts aktueller Diskussionen zur Aufnahme von
Kinderrechten ins Grundgesetz besteht ein dringender gesellschaftlicher
Reflexions- und Diskussionsbedarf.

Spannungsfelder: Privatheit von Kindern in digitalen Kontexten

Die Privatheit von Kindern in digitalen Umwelten zu stärken und optima-
le Bedingungen für ihren Schutz, ihre Befähigung und ihre Teilhabe zu er-
möglichen, bedarf einer Berücksichtigung der damit verbundenen Span-
nungsfelder und Herausforderungen in Abwägung mit möglichen Poten-
zialen. Über die gesetzlichen Regelungen und die unverzichtbaren Maß-
nahmen zur Medienbildung hinaus sollten weitere technische Vorausset-
zungen zum Schutz von Kindern getroffen werden. Hier werden neben
neuen theoretischen Konzepten technische Innovationen ebenso notwen-
dig wie interdisziplinäre Forschung als Grundlage von Politikgestaltung.
Darüber hinaus sollten dringend auch rechtliche und technische Schutz-
maßnahmen vorangetrieben werden, die insbesondere die intransparente
Speicherung und Weiterverbreitung von Nutzungsdaten im nationalen
wie internationalen Rahmen adressieren.
• Damit eine Einwilligung wirksam ist, müssen die relevanten Informationen

verständlich dargestellt werden, es bedarf daher einer Anpassung an die Fä-
higkeiten und Interessen von Kindern: Wie ist beispielsweise damit umzu-
gehen, dass sich in der frühen Kindheit wichtige Fähigkeiten, die Vor-
aussetzung für das Treffen selbstbestimmter Entscheidungen sind, erst
entwickeln? Wie müssten Informationen zum Schutz von Daten für
Kinder formuliert und visualisiert sein, um sicherzustellen, dass Kinder
eine Einwilligung geben können? Wie verhält sich dies im Altersver-
lauf, z.B. bei noch sehr kleinen Kindern im Vergleich zu Jugendlichen
kurz vor dem Erwachsenenalter?

• Eltern- und Kinderrechte sollten im Zusammenspiel gedacht werden: Kinder-
rechte umfassen auch die Pflicht zur Fürsorge durch die Eltern. Sorge-
berechtigte haben die erzieherische Vermittlung zentraler Kompeten-

6.

I. Stapf, J. Meinert, J.Heesen, N. Krämer, R. Ammicht Quinn, F. Bieker et al.

366

https://doi.org/10.5771/9783748921639-351 - am 17.01.2026, 19:35:47. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/9783748921639-351
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/


zen zu übernehmen und dabei gleichzeitig das Kind zur Wahrneh-
mung seiner Freiheitsrechte im digitalen Raum zu befähigen (Croll
2019). Welche Befähigungsmaßnahmen werden dann auch für Eltern,
Erziehende und Lehrende notwendig? Inwieweit können Institutionen
wie z.B. Schulen, die Fürsorgepflichten wahrnehmen, datenschutz-
freundliche Infrastrukturen zur Verfügung stellen? Wie lässt sich die
Pflicht zur Fürsorge der Eltern mit der wachsenden Selbstbestimmung
von Kindern vereinbaren mit Blick auf den dafür notwendigen Erwerb
von Kompetenzen und Fähigkeiten? Inwieweit wirkt sich dies auf schu-
lische Aufgaben und Lehrpläne oder auf die Umsetzung der Anforde-
rungen von Datenschutz insgesamt und speziell von Datenschutz by
Design und by Default aus?

• Schutz-, Beteiligungs- und Befähigungsrechte greifen ineinander, können
aber auch zu Spannungsfeldern führen: Alle Kinderrechte gelten grund-
sätzlich gleichwertig. In der Regel könnten anzustrebende Schutzmaß-
nahmen sinnvoll mit Befähigungs-, aber auch mit Beteiligungsmaßnah-
men verbunden werden, da dies vor allem für ältere Kinder zu Selbst-
schutzmaßnahmen führen kann und Kinder dies auch als Wunsch arti-
kulieren (Frense 2020). Verschiedene Kinderrechte stehen aber oft auch
im Widerspruch zueinander. So führen erhöhte Beteiligung (Artikel 12
UN-KRK) oder Meinungsäußerung (Artikel 13 UN-KRK) auch zu er-
höhten Gefahren mit Blick auf kindliche Schutzrechte, wie bei Hate
Speech, Cybermobbing oder der Preisgabe von Daten. Im rechtlichen
Konfliktfall kommen hier auf grundrechtlicher Ebene Verfahren der
praktischen Konkordanz zum Tragen. Wie können solche Konfliktlini-
en jedoch schon präventiv im Jugendmedienschutz sinnvoll aufgegrif-
fen werden? Wie lässt sich dies in der Regulierungspraxis ausgestalten
und in der Medienbildung zugrunde legen?

• Spannungsfelder zwischen den Generationen: Kinder, die aktuell in media-
tisierten Lebenswelten aufwachsen, entwickeln in ihrer gelebten Praxis
ein anderes und sich wandelndes Verständnis von Privatheit. Wie kann
Privatheit als wichtiger Wert für die freiheitliche Demokratie an die
jetzt aufwachsende Generation vermittelt werden? Wie ist damit umzu-
gehen, dass Kinder oft kompetenter in der Techniknutzung und nicht
selten auch bezogen auf das Technikverständnis sind als ihre Eltern?
Wie sind beispielsweise Klassenchats mittels Messenger-Diensten in der
Schule zu bewerten, die unter der DSGVO-Altersgrenze von 16 liegen
und der Einwilligung der Eltern bedürften? Und was folgt daraus für
die Verantwortungsübernahme hinsichtlich der Beurteilung möglicher
Konsequenzen der Techniknutzung und des Handelns im digitalen
Umfeld?
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• Herausforderungen im Kontext der Kommerzialisierung von Kindheit: Wie
lassen sich Forderungen an positive Angebote stellen und Anreizsyste-
me auf einem zunehmend kommerziell durchdrungenen globalen
Markt etablieren? Die Nichtnutzung digitalisierter Technologien ist
keine wirkliche Alternative, vielmehr sollten Ansätze zur Befähigung
von Kindern, Jugendlichen und den für sie verantwortlichen Personen
dazu führen, dass informierte Entscheidungen zur Wahrung der infor-
mationellen Selbstbestimmung getroffen werden können. Um eine
Überforderung zu vermeiden und Schutzansprüche nicht zu individua-
lisieren (Karaboga et al. 2014), ist es gleichzeitig ebenso wichtig, Kin-
dern ein sicheres digitales Kommunikationsumfeld zu bieten. In die-
sem sollten Einschränkungen – bis hin zum Verbot – der kommerziel-
len Verwertung der Daten von Kindern und restriktive Löschungsvor-
gaben Standard sein. Und wie könnte eine auf der Analyse von Nut-
zungsdaten von Kindern basierende Produktentwicklung so reguliert
werden, dass der Schutz vor wirtschaftlicher Ausbeutung (Artikel 32
der UN-KRK) gewährleistet wird, solange gezielte auf die kindlichen
Bedürfnisse ausgerichtete Kauf- und Nutzungsanreize bestehen?

Fazit und Empfehlungen

Die folgenden Empfehlungen verstehen sich als ein erster Impuls, um die
politische und gesellschaftliche Diskussion zum Thema Privatheit und
Kinder voranzutreiben:

Die Privatheit von Kindern ist auch im Digitalen ein verbrieftes Kinderrecht

Selbst bestimmen zu dürfen, welche Räume andere betreten oder welche
Informationen sie einsehen oder verwenden dürfen, ist ein Menschen-
recht. So ist auch in Artikel 16 der UN-KRK verbrieft, dass „kein Kind (…)
willkürlichen oder rechtswidrigen Eingriffen in sein Privatleben, seine Fa-
milie, seine Wohnung oder seinen Schriftverkehr oder rechtswidrigen Be-
einträchtigungen seiner Ehre und seines Rufes ausgesetzt werden“ darf.
Die UN-Kinderrechtskonvention als völkerrechtlicher Vertrag garantiert
Kindern seit 1989 grundlegende Rechte als Subjekte. Seit sie 1992 von
Deutschland ratifiziert und umgesetzt wurde, muss sie auch hier bei der
Auslegung nationalen Rechts Berücksichtigung finden. Den durch das
Grundgesetz, die EU-Grundrechtecharta und die Europäische Menschen-
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rechtskonvention verbrieften Rechten von Kindern muss zu stärkerer
Durchsetzung und praktischer Relevanz im Bereich der Nutzung digitaler
Technik verholfen werden. Auch im Zuge der aktuellen Diskussion über
eine Aufnahme von Kinderrechten ins Grundgesetz ist dies ein zentrales
politisches Thema. Dem Grundgesetz fehlt in seiner derzeitigen Fassung
die explizite Aussage, dass der Schutz der in seinen Katalog von Grund-
rechten aufgenommenen Rechte bei Kindern andere Dimensionen haben
kann, als dies bei Erwachsenen der Fall ist, wenngleich dies allgemein ak-
zeptiert ist. Dem stehen aktuelle Durchsetzungsdefizite bezogen auf
grundrechtlich geforderten Schutz im Rahmen der Digitalisierung gegen-
über, die zwar allgemein auch für Erwachsene gelten, für Kinder aufgrund
erhöhter Vulnerabilität allerdings stärker wirksam werden könnten.

Mit der Sicherung kindlicher Privatheit ist das Recht des Kindes auf eine
offene Zukunft verbunden

Aus Sicht der Kinderrechte sind Fragen der informationellen Selbstbestim-
mung und Privatheit auf das Wohlergehen von Kindern ausgelegt. Es geht
darum, Kindern eine gute und gelingende Kindheit und gute Chancen
und wichtige Fähigkeiten mit Blick auf ihr Erwachsenenleben zu eröffnen.
Darunter fällt es auch, Kindern ein Recht auf eine offene Zukunft zu ge-
währleisten. Anbieter sollten verpflichten werden, neu zu schaffende recht-
liche und technische Standards einzuhalten. Dazu könnten Vorschriften
gehören, dass Kinder grundsätzlich von personalisierter Werbung und
Tracking ausgenommen werden müssen; oder ein Verbot von Profilbil-
dung bei Kindern. Ein weiterer Vorschlag ist die Auflage, in sensiblen
Kontexten gewonnene Daten über Kinder regelmäßig zu löschen, sofern
dem nicht Kindeswohlinteressen entgegenstehen. Damit verbunden wären
verschärfte Anforderungen an die Datenminimierung und ein deutlich
über Artikel 17 DSGVO hinausgehendes, echtes Recht Heranwachsender
auf Vergessenwerden im Netz, so auch z.B. alle im Rahmen einer Bil-
dungs-App gewonnenen Daten, sobald das Kind die Schule verlässt, kom-
biniert mit einem Weitergabeverbot während der Nutzungsdauer. Entge-
genstehende Kindeswohlinteressen, die für eine andauernde Speicherung
auch sensibler Daten von Kindern sprechen, können etwa am Erhalt von
Untersuchungsergebnissen bestehen, die Missbrauch dokumentieren.

Die Berücksichtigung der besonderen Schutzinteressen im Umgang mit
kindlichen Daten impliziert außerdem, den grundsätzlichen Ausschluss
der Einwilligung durch Kinder in die Verarbeitung besonderer Kategorien
personenbezogener Daten. Ausnahmen sind nur in solchen Fällen denk-
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bar, in denen es um höchstpersönliche Sachverhalte, etwa die Intim- und
Geheimsphäre des Kindes, geht, die auch gegenüber den Sorgeberechtig-
ten geschützt ist. Dies gilt etwa im Rahmen der Beratung in einer Not-
oder Konfliktlage gemäß § 8 Abs. 3 SGB VIII, bei der sensible Daten ohne
Kenntnis der Personensorgeberechtigten erhoben, sowie überdies die Auf-
nahme einer Verpflichtung zur Berücksichtigung des Verständnisvermö-
gens und der Hilfsbedürftigkeit von Kindern bezogen auf Form und Inhalt
der Benachrichtigung nach einer Schutzverletzung und auch die Berück-
sichtigung der Grundrechte und Interessen von Kindern bei der Risikoana-
lyse und bei der Festlegung von Schutzmaßnahmen in der Datenschutz-
Folgenabschätzung (ausführlich Roßnagel 2020, s. zu konkreten Vorschlä-
gen Roßnagel/Geminn 2020).

Maßnahmen zum Schutz von Kindern müssen stets von
Befähigungsmaßnahmen begleitet werden

Sowohl Staat, Schule als auch Eltern sollten Medienerziehung und Medi-
enbildung vorantreiben, indem sie Kinder über ihre Privatheitsrechte in-
formieren. Dazu sollten Kinder zunächst die verschiedenen Formen von
Privatheit in digitalen Kontexten kennen und auch lernen, diese selbst an-
zupassen. Bereits in jungen Jahren brauchen Kinder Eltern, Erziehende
und Lehrende, die im Bereich Medienbildung kompetent sind. Der Digi-
talpakt der Bundesregierung sollte daher neben der Anschaffung daten-
schutzkonformer Hard- und Software (Datenschutz by Design und De-
fault) und der Bereitstellung entsprechender Infrastrukturen auch die di-
daktische und pädagogische Förderung digitaler Kompetenzen in Erzie-
hungs- und Bildungseinrichtungen im Blick haben. Ziel dabei wäre es,
dass Kinder selbst informierte Entscheidungen treffen können und für sie
verständliche, transparente Informationen erhalten.

Anreizsysteme für Datenschutz by Design und by Default bei
Plattformbetreibern, Unternehmen und Bildungseinrichtungen sollten
staatlich gefördert werden

Selbstbestimmung im Digitalen sollte der Standard sein – und nicht erst
von Seiten der Nutzenden aktiv über Privacy-Einstellungen aktiviert wer-
den müssen. Dies ist besonders wichtig, wenn sich Angebote auch an Kin-
der richten oder von Kindern genutzt werden. Es muss für Kinder selbst
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zumindest verständlich und anpassbar sein, in welchem Kontext von Pri-
vatheit und Öffentlichkeit sie sich jeweils befinden und dies muss für sie
einfach während der Benutzung einfach erkennbar sein, z.B. über auditive
Mitteilungen oder Rückmeldungen („Wenn Du das abschickst, können es
alle Menschen sehen, die das gleiche Angebot nutzen.“) oder über visuelle
Gestaltung. Bei den Inhalten und der Art und Weise der Hinweise ist aber
darauf zu achten, dass sie nicht verstörend wirken oder zu anderen negati-
ven Effekten führen, etwa, weil die Kinder davon ausgehen, dass in jeder
Risikosituation eine Mitteilung erscheint. Die Selbstbestimmung von Kin-
dern im Digitalen sollte bereits bei der Konzeption digitaler Angebote be-
rücksichtigt werden. Unternehmen sollten staatliche Anreizsysteme vorfin-
den, sodass für sie der Einbau von Datenschutz by Design und by Default
am Ende Wettbewerbsvorteil und nicht -nachteil ist.

Die Digitalisierung entwickelt sich rasant. Privatheit und Datenschutz als die
Demokratie sichernde Menschenrechte zu gewährleisten, bedarf
gesamtgesellschaftlicher, interdisziplinärer und kontextsensibler Ansätze

Die Möglichkeit zu entscheiden, welche Informationen in bestimmten
Kontexten oder mit bestimmten Personen geteilt werden und welche
nicht, ist mit weiteren kindlichen Grundrechten verknüpft. Sie ist grundle-
gend für persönliche Autonomie und Menschenwürde. Damit ermöglicht
Privatheit erst viele Aktivitäten und Strukturen einer demokratischen Ge-
sellschaft. Sie ist ein Kernthema freiheitlicher Demokratien im Zuge der
Digitalisierung. Zu erkennen, wie Heranwachsende Privatheit heute im
Digitalen erleben, verstehen und wie sich dies im Altersverlauf entwickelt
ist ein Desiderat aktueller und zukünftiger Forschung.

Notwendig hierzu ist ein „holistic child-rights-oriented approach“ (Mil-
kaite/Lievens 2019), in dem beispielsweise neue rechtliche oder Regulie-
rungsmaßnahmen mit Blick auf ihre Auswirkung auf das gesamte Spek-
trum von Kinderrechten beurteilt und diese systematisch mitgedacht wer-
den. Um dies voranzubringen, braucht es interdisziplinär ansetzende
Langzeitstudien, auch unter Beteiligung von Kindern und Jugendlichen,
inklusive Partizipationsformen für Kinder auch bei der Gestaltung von
Maßnahmen, innovative technische Ansätze, gesellschaftliche Diskurse
und einen zukunftsfähigen und flexiblen Kinder- und Jugendmedien-
schutz.
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Exemplarische Ressourcen und Initiativen

Im deutschsprachigen Raum

• Dokumentation der Jahrestagung des Forum Privatheit 2019: https://w
ww.forum-privatheit.de/jahreskonferenz-2019/

• https://www.klicksafe.de/ speziell zur Privatheit: https://www.klicksafe.
de/themen/datenschutz/privatsphaere/ und Datenschutz: https://www.k
licksafe.de/themen/datenschutz/

Im internationalen Raum

• Richtlinien des Europarats zu Kinderrechten in digitalen Umwelten:
http://rm.coe.int/guidelines-to-respect-protect-and-fulfil-the-rights-of-th
e-child-in-th/16808d881a

• Aktuelle Studien zu Privatheit von Kindern: http://www.lse.ac.uk/medi
a-and-communications/research/research-projects/childprivacyonline

• Ein Toolkit für Kinder, Erziehende, Eltern und Policy Maker: http://w
ww.lse.ac.uk/my-privacy-uk

• Plattform für ein besseres Internet für Kinder zum Austausch von Wis-
sen, Expertise und Best Practice: https://www.betterinternetforkids.eu/

• Non-Profit-Organisation zur Stärkung der Sicherheit von Kindern im
Internet: https://www.childnet.com/

• Industry Toolkit von UNICEF (2018): https://www.unicef.org/csr/files/
UNICEF_Childrens_Online_Privacy_and_Freedom_of_Expressio
n(1).pdf
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