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Kapitel I. Grundlagen

»Daten sind Macht1

A. Einfithrung

In einer Welt, die taglich mit Informationen iberflutet wird, sind nicht
Daten Macht, sondern die Fahigkeit, sie zu verarbeiten. Allein Smartphones
und Uberwachungskameras erstellen, speichern und teilen in kiirzester Zeit
Milliarden Fotos, Videos und Livestreams; an Daten herrscht kein Mangel.
Aber niemand kann sie alle durchforsten und Zusammenhange herstellen -
jedenfalls kein Mensch. Automatisierte Gesichtserkennung macht es jedoch
mittlerweile moglich, aus den Datenmassen heimlich einen einzelnen Men-
schen herauszugreifen, ihn zu identifizieren, zu beobachten und zu orten.
Die Technologie kann aus Milliarden Fotos und Videos all diejenigen her-
ausfiltern und zusammenfiihren, in denen die gesuchte Person auftaucht.
Dadurch lasst sich eine Menge iiber diese Person herausfinden: was sie
gerade unternimmt und wo sie sich aufhdlt, was sie letzte Woche getan hat
und ob sie vor einem Parteibiiro, in einer Moschee oder bei Protesten war.
Automatisierte Gesichtserkennung macht es aber auch méglich, Straftiter
durch Uberwachungsvideos oder Handyfotos zu identifizieren und Gewalt-
tater auf der Flucht aufzuspiiren und festzunehmen.

Der Einsatz automatisierter Gesichtserkennung in der Strafverfolgung
steht nicht in einer dystopischen Zukunft bevor, sondern ist weltweit be-
reits in vollem Gange. Vor allem in China und Russland ist die Technologie
verbreitet.? In den USA setzt mindestens jede vierte Polizeibehorde Ge-
sichtserkennung ein;® die Halfte der erwachsenen US-Amerikaner — iber

1 Haufige Abwandlung des Ausspruchs ,Wissen ist Macht“ (,nam scientia potestas est“)
von Francis Bacon, Bacon, in: Spedding/Ellis/Heath, The Works of Francis Bacon Vol.
XIV, Bd. X1V, 1863, 59, 79.

2 Hierzu Kapitel I. G. II. 1. a) und b).

3 Garvie/Bedoya/Frankle, The Perpetual Line-Up: Unregulated Police Face Recognition
in America, Center on Privacy & Technology, Georgetown Law, 2016, https://perm
a.cc/BSF9-9A9C; seit diesem Report aus 2016 diirften die Zahlen noch erheblich
gestiegen sein. Alle in dieser Arbeit zitierten Perma-Links sowie die ihnen zugrunde
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117 Millionen Menschen - sind in Gesichtserkennungsdatenbanken gespei-
chert.* Zahlreiche Strafverfolgungsbehorden in EU-Staaten verwenden die
Technologie ebenfalls, etwa in Frankreich, Osterreich, den Niederlanden,
Italien, Ungarn und Griechenland;> weitere Staaten wie Estland, Ruménien
und Spanien sind dabei, sie zu implementieren.®

Auch in Deutschland setzen die Strafverfolgungsbehorden bereits auf
Gesichtserkennung. Im Gesichtserkennungssystem (GES) des Bundeskri-
minalamts (BKA) werden jahrlich zehntausende Suchldufe durchgefiihrt;
allein die Bundespolizei hat 2022 auf diese Weise rund 2.800 unbekann-
te Personen identifiziert.” Mit Gesichtserkennung kann nach einem Dieb-
stahl, einer Schldgerei oder einem Drogendeal die Identitit eines unbe-
kannten Verdédchtigen ermittelt werden; ein einziges Foto kann ausreichen.
6,7 Millionen Portrataufnahmen zu rund 4,6 Millionen Personen (Stand:
2023) konnen mit dem Gesichtserkennungssystem des BKA durchleuchtet
werden.8

Dabei ist die Verwendung der Technologie noch weitgehend unreguliert.
Auf EU-Ebene war bei der Aushandlung der KI-Verordnung die biome-
trische Fernidentifizierung — diese umfasst die Gesichtserkennung - ein
wesentlicher Streitpunkt.® Diese Verordnung des Unionsgesetzgebers ist
weltweit der erste Versuch, Anwendungen Kiinstlicher Intelligenz (KI)
umfassend zu regeln; risikoreiche KI-Systeme sollen streng reguliert, be-
sonders risikoreiche Anwendungen verboten werden. Im Dezember 2023
einigten sich Kommission, Rat und Parlament auf eine Regelung; der finale
Verordnungstext wurde im Juli 2024 im Amtsblatt der Europdischen Uni-

liegenden Webseiten wurden, sofern nichts anderes angegeben ist, zuletzt abgerufen
am 20.1.2024.

4 Garvie/Bedoya/Frankle, The Perpetual Line-Up: Unregulated Police Face Recognition
in America, Center on Privacy & Technology, Georgetown Law, 2016, https://perma.cc
/BSF9-9A9C.

5 Summary report of the project ,Towards the European Level Exchange of Facial Im-
ages“ (TELEFI) 2021, 39 ff,, https://perma.cc/T6NE-GTRV.

6 Summary report of the project ,Towards the European Level Exchange of Facial Im-
ages“ (TELEFI) 2021, 60, 116, 126, https://perma.cc/TONE-GTRV.

7 BT-Drs. 20/5781, 8. Ausfiihrlich zum Ablauf bei der Verwendung des GES Kapitel I. F.
L; zu den technologischen Hintergriinden und der Funktionsweise von Gesichtserken-
nung Kapitel I. E.

8 BT-Drs. 20/7864, 24; BT-Drs. 20/5781, 7.

9 Siehe hierzu nur Leisegang, Netzpolitik.org v. 12.6.2023, https://perma.cc/4PNV-A
MZ6.
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B. Ziel und Gang der Untersuchung

on verdffentlicht.'® Am 1. August 2024 trat die KI-Verordnung in Kraft.!
Die Vorschriften der KI-Verordnung zu biometrischer Fernidentifizierung
enthalten aber keine Rechtsgrundlage zum Einsatz biometrischer Ferniden-
tifizierung, sondern setzen eine nationale Regelung voraus. In Deutschland
existiert jedoch keine spezielle Rechtsgrundlage fiir den Einsatz automati-
sierter Gesichtserkennung in der Strafverfolgung. Deren Ausgestaltung ist
eine zentrale Herausforderung der Sicherheitsgesetzgebung!? in der heuti-
gen Zeit.

B. Ziel und Gang der Untersuchung

Diese Arbeit hat das Ziel, in der Rechtswissenschaft eine Debatte tiber die
Regulierung des Einsatzes automatisierter Gesichtserkennung in der Straf-
verfolgung anzustoflen. Zudem will sie einen ersten Beitrag zu der Frage
leisten, wie die Ausgestaltung einer strafprozessualen Regelung aussehen
konnte.

In Kapitel I. wird zunéchst dargelegt, wie Gesichtserkennung in techni-
scher Hinsicht funktioniert und wie sie in der Strafverfolgung eingesetzt
werden kann. Die Arbeit konzentriert sich auf den Einsatz zur Ermittlung
der Identitdt unbekannter Verddchtiger und zeigt, wie BKA, Bundespoli-
zei, Landeskriminaldimter und Landespolizeibehdrden zu diesem Zweck
Gesichtserkennung bereits gegenwirtig verwenden. Zudem werden Chan-
cen und Risiken der Technologie beleuchtet: Thematisiert werden dabei
insbesondere die Gefahr von Fehlidentifizierungen und anschlieffenden Er-
mittlungen gegen Unbeteiligte sowie die Auswirkungen auf die Gesellschaft
insgesamt. Um diesen Risiken zu begegnen, ist ein Blick {iber die einzelne
Mafinahme hinaus auf das System Gesichtserkennung als Ganzes erforder-
lich.

10 Verordnung (EU) 2024/1689 des Europdischen Parlaments und des Rates vom
13. Juni 2024 zur Festlegung harmonisierter Vorschriften fiir kiinstliche Intelligenz
und zur Anderung der Verordnungen (EG) Nr.300/2008, (EU) Nr.167/2013, (EU)
Nr. 168/2013, (EU) 2018/858, (EU) 2018/1139 und (EU) 2019/2144 sowie der Richtlini-
en 2014/90/EU, (EU) 2016/797 und (EU) 2020/1828 (Verordnung iiber kiinstliche
Intelligenz), ABL. L 2024/1689 v. 12.07.2024; im Folgenden: KI-VO. Naher zum KI-
Verordnungsentwurf der EU-Kommission mit Blick auf die Regulierung der Verwen-
dung biometrischer Fernidentifizierung in der Strafverfolgung Hahn, ZfDR 2023,
142.

11 Zum Geltungsbeginn der einzelnen Vorgaben siehe Art. 113 KI-VO.

12 Zum Begriff Gusy, KritV 2012, 247.
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In Kapitel II. wird herausgearbeitet, welche Anforderungen das Verfas-
sungsrecht an den Einsatz von Gesichtserkennung stellt. Im Zentrum steht
das verfassungsrichterlich entwickelte Recht auf informationelle Selbstbe-
stimmung (Art.2 Abs.1i. V. m. Art.1 Abs.1 GG). Dabei wird insbesondere
untersucht, welche technischen Vorginge beim Einsatz von Gesichtserken-
nung zu Grundrechtseingriffen fithren und welche Intensitit diese Eingrif-
fe haben. Auch wird auf Vorgaben des Primér- und Sekundérrechts der
Europédischen Union sowie auf die Européische Menschenrechtskonvention
(EMRK) als regionales Volkerrecht eingegangen. Bei der anschlieflenden
Untersuchung moglicher Rechtsgrundlagen wird tiberpriift, inwieweit diese
den verfassungs- und europarechtlichen Anforderungen gentigen.

Kapitel ITI. analysiert aus kriminologischer Sicht mégliche unbeabsich-
tigte Folgen und die Darstellung des Einsatzes automatisierter Gesichtser-
kennung in den Medien. Zunichst wird untersucht, ob und auf welche
Weise sich die Verwendung dieser Technologie auf die Selektivitdt der
Strafverfolgung auswirkt. Dabei wird der Frage nachgegangen, welche De-
likte und welche Personen in Zukunft stirker verfolgt werden. Anschlie-
Bend werden mogliche Folgen fiir Unbeteiligte durch den Einsatz von
Gesichtserkennung beleuchtet. Hierfiir werden die Fille der Festnahmen
Unschuldiger in den USA nach falschen Gesichtserkennungstreffern ausge-
wertet und die Ursachen herausgearbeitet. Es wird sowohl auf Fehler der
Technologie als auch der Menschen, einschliefSlich eines Automation bias,
eingegangen. Dadurch werden Erkenntnisse dariiber gewonnen, wie solche
Folgen fiir Unbeteiligte verhindert werden konnen. SchliefSlich wird die
Debatte und Wahrnehmung von Gesichtserkennung in den deutschen Me-
dien analysiert. Dabei wird anhand einer qualitativen Inhaltsanalyse von
Medienbeitragen untersucht, welches Bild von der Technologie gezeichnet
wird, welche Annahmen dem zugrunde liegen und welche Themen hiu-
fig aufgegriffen werden. Dabei wird zum einen herausgearbeitet, welche
Bedenken in der medialen Debatte im Vordergrund stehen. Zum anderen
wird gezeigt, dass die menschliche Verantwortung fiir Fehler im Zusam-
menhang mit Festnahmen nach Gesichtserkennungstreffern regelmaflig
verkannt wird. Fur das Phanomen, dass der Automation bias in einem
zweiten Schritt von den Medien tibersehen wird, schlagt diese Arbeit den
Begriff des sekunddren Automation bias vor.

In Kapitel IV. werden ein Vorschlag fiir die Ausgestaltung der Rechts-
grundlage und weitere konkrete Empfehlungen fiir eine Regulierung erar-
beitet. Hierfiir werden die Anforderungen des Verfassungsrechts und des
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europdischen Rechts zugrunde gelegt und die Erkenntnisse aus der krimi-
nologischen Untersuchung herangezogen.

C. Gesichtserkennung in der Strafverfolgung: Abgrenzung und
Einsatzszenarien

Die automatisierte Gesichtserkennung ist eine Technologie zum Abgleich
von Bildern, um Ubereinstimmungen zu finden.3 Sie vergleicht zwei oder
mehr Bilder, um zu bestimmen, ob hierauf dieselbe Person gezeigt wird.
Vorab wird eine Gesichtserkennungssoftware in der Regel an Fotos von
Millionen von Menschen trainiert, bis sie lernt, worauf sie in einem Bild
achten muss, um ein Gesicht einem anderen zuzuordnen.

I. Abgrenzung
1. Andere Methoden der biometrischen Erkennung

Neben der automatisierten Gesichtserkennung gibt es noch andere Metho-
den der biometrischen Erkennung. Biometrische Erkennung ist die auto-
matisierte Erkennung von Menschen anhand biologischer oder verhaltens-
bezogener Merkmale,'* etwa anhand von Gesicht, Iris, Retina, Stimme, Fin-
gerabdruck oder Gang. Fiir die Strafverfolgung besonders interessant sind
Methoden, die es ermdglichen, Menschen aus der Ferne zu identifizieren
(biometrische Fernidentifizierung), wie etwa die Gesichtserkennung, aber
auch die Gangerkennung. Diese Arbeit konzentriert sich auf die automati-
sierte Gesichtserkennung; andere Methoden der biometrischen Erkennung
werden ausgeklammert. Eine gemeinsame Betrachtung aller Methoden der
Fernidentifizierung, wie sie etwa die KI-Verordnung® auf EU-Ebene vor-
nimmt, erscheint wenig sinnvoll. Zum einen stellen sich bei der Gesichtser-
kennung andere Probleme als etwa bei der Gangerkennung; insbesondere

13 Ausfiihrlich zum technologischen Hintergrund Kapitel I. E.

14 Ross/Jain, in: Jain/Flynn/Ross, Handbook of Biometrics, 2008, 1: ,Biometrics is
the science of establishing identity of individuals based on their biological and
behavioural characteristics. Zu verschiedenen Begriffsbestimmungen, die im Ergeb-
nis aber auf dasselbe hinauslaufen, siehe auch Schindler, Biometrische Videoiiberwa-
chung, 2021, 123 Fn. 519.

15 Vgl. Art. 3 Nr. 41 KI-VO.
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sind Gesichtsbilder — anders als Gangprofile — deutlich leichter zu erfassen
und zudem bereits jetzt in groflem Umfang in staatlichen Datenbanken
gespeichert. Zum anderen ist es kaum moglich, klar abzugrenzen, welche
Methoden solche der Fernidentifizierung sind und welche nicht. Wenig
eindeutig ist etwa bei einer Erkennung anhand der Iris, ob und wann
diese ,aus der Ferne“ erfolgt. Iriserkennungen waren urspriinglich nur aus
einer Entfernung von weniger als einem Meter und mit Kooperation des
Betroffenen zuverléssig technisch mdoglich; in den letzten Jahren wird aber
vermehrt daran geforscht, eine hohere Genauigkeit auch fiir die Erkennung
aus mehreren Metern Entfernung und/oder in nicht kontrollierten Settings
(unconstrained environments) zu erreichen, bei denen die Betroffenen sich
bewegen oder nicht direkt in die Kamera blicken.!® Wire Iriserkennung
dann derzeit (iiberwiegend) keine Fernidentifizierung im Sinne der KI-Ver-
ordnung, sobald dann eine Erkennung aus grof3erer Entfernung zuverléssig
moglich ist, aber auf einmal doch?"” Die Methoden der Fernidentifizierung
sollten deshalb jeweils separat untersucht werden, sodass sich diese Arbeit
auf die Gesichtserkennung konzentriert.

2. Andere Formen der Gesichtsanalyse

Gesichtserkennung ist abzugrenzen von anderen Formen der Gesichtsana-
lyse wie etwa der automatisierten Erkennung von Emotionen (Emotion re-
cognition),'® Geschlecht (Gender recognition) und Alter (Age recognition).
Diese analysieren zwar auch das Gesicht, haben jedoch, anders als die
Gesichtserkennung, nicht das Ziel, die Identitét einer Person zu identifizie-

16 Siehe nur Nguyen/Fookes/Jillela/Sridharan/Ross, Pattern Recognition 2017, 123;
Tistarelli/Champod in: Tistarelli/Champod, Handbook of Biometrics for Forensic
Science, 2017, 1, 4.

17 Unklar wire aber, ab welcher Entfernung man von ,Fernidentifizierung® per Iriser-
kennung sprechen konnte, wer diese festlegen soll, wie zuverldssig die Erkennung
sein muss und ob es nur auf die Entfernung ankommt oder auch darauf, ob das
System zuverlassig erkennt, selbst wenn die betroffenen Personen sich bewegen oder
nicht direkt in die Kamera schauen. Zum Ganzen bereits Hahn, ZfDR 2023, 142, 153 f.

18 Biiro fiir Technikfolgenabschitzung beim Deutschen Bundestag, Emotionserken-
nung mittels kiinstlicher Intelligenz — Perspektiven und Grenzen von Technologien
zur Analyse von Gesichtsbewegungen, Themenkurzprofil Nr. 48, https://perma.cc/47
GA-RJN2.
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ren oder zu verifizieren. Die KI-Verordnung auf EU-Ebene enthélt auch
Regelungen fiir Emotionserkennungssysteme.!”

3. Andere Einsatzbereiche

Automatisierte Gesichtserkennung kann in der Strafverfolgung eingesetzt
werden, hat aber auch eine Reihe anderer Anwendungsbereiche. In der
Gefahrenabwehr konnen per Gesichtserkennung beispielsweise gefahrliche
Personen aufgespiirt und von der Begehung einer Straftat abgehalten wer-
den.?0 Im Strafvollzug kann Gesichtserkennung verwendet werden, um
die Wege von Inhaftierten innerhalb der Justizvollzugsanstalt zu tracken.?!
An den meisten deutschen Flughdfen koénnen Reisende mit einem Scan
ihres elektronischen Reisepasses und einem kurzen Blick in die Kamera
die Grenzkontrolle passieren.?? Auch Private setzen weltweit Gesichtser-
kennung ein. Supermirkte verwenden automatisierte Gesichtserkennung,
um frithere Ladendiebe vom Zutritt abzuhalten.?*> Unternehmen installie-
ren Gesichtserkennung als Zutrittskontrolle fiir gesicherte Firmengebéude,
Stadionbetreiber verwenden die Technologie, um Fans mit einem Stadion-
verbot zu identifizieren,?* und viele Smartphone-Besitzer entsperren ihr
Gerit mit einem kurzen Blick in die Kamera.

II. Einsatzszenarien in der Strafverfolgung

Zur Strafverfolgung kann automatisierte Gesichtserkennung auf unter-
schiedliche Weise verwendet werden. In der offentlichen Debatte wird
~Gesichtserkennung® jedoch haufig als Auffangbegriff fiir unterschiedliche
Anwendungen verwendet, deren Ausgangslage, Moglichkeiten und Risiken
jeweils ganz andere sind. Es macht einen Unterschied, ob Gesichtserken-

19 Siehe die Definition in Art. 3 Nr. 39 KI-VO; vgl. auch ErwG 18.

20 In Sachsen wurde Gesichtserkennung etwa zur Verhinderung von Grenzkriminalitat
eingesetzt, siche hierzu nur Martini, NVwZ-Extra 1-2/2022, 1, 11.

21 Mohapatra, The Times of India v. 7.4.2023, https://perma.cc/2724-HEG]J.

22 Bundespolizei, Teilautomatisierte Grenzkontrolle (EasyPASS), https://perma.cc/5QW
X-9MEM.

23 Satariano/Hill, The New York Times v. 28.6.2023, https://perma.cc/9BZB-AZL9; bei
ihrem Betreten wird ein Security-Mitarbeiter benachrichtigt.

24 Poppe, Deutschlandfunk v. 18.8.2019, https://perma.cc/ZQ9X-CE8D.
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nung verwendet wird, um den Namen einer Mordverdéachtigen anhand
einer {iberschaubaren erkennungsdienstlichen Datenbank zu ermitteln oder
um alle Videoaufnahmen einer groflen Stadt nach einem Taschendieb zu
scannen. Abstrakt tiber ,die Gesichtserkennung® zu diskutieren ist dabei
wenig hilfreich; jeder Anwendungsfall muss eigenstdndig betrachtet wer-
den?. Diese unterscheiden sich nicht durch die verwendete Technologie,
sondern durch den Anlass und den Zweck, fiir den Gesichtserkennung
eingesetzt wird.?6 Im Folgenden werden einige Einsatzszenarien niher er-
lautert.?

1. Identitdtsermittlung

Automatisierte Gesichtserkennung kann insbesondere dazu verwendet wer-
den, um die Identitdt von unbekannten Verdachtigen zu ermitteln.?® Durch
die steigende Anzahl an Uberwachungskameras und Smartphones werden
immer mehr Straftaten auf Video oder Fotos aufgezeichnet — mit dem
Gesicht des Titers.?? In vielen Fallen wird er zumindest beim Betreten oder
Verlassen des Tatorts von einer Kamera gefilmt oder von Zeugen oder dem
Geschadigten fotografiert. Der unbekannte Verdéchtige kann dann identi-
fiziert werden, indem sein Gesicht mit den Bildern in einer Datenbank
abgeglichen wird. Dabei konnten die Behorden etwa Fiihrerscheinfotos,
Fahndungsbilder oder Lichtbilder in einer erkennungsdienstlichen Daten-
bank durchsuchen, aber auch die Datenbanken privater Dienstleister wie

25 So zu Recht bereits 2019 die franzosische Datenschutzbehorde CNIL, Reconnaissance
faciale: pour un débat a la hauteur des enjeux, 2019, 5, https://perma.cc/37CZ-M
5SB (,Dans ce contexte, un raisonnement cas d’'usage par cas d’'usage s'impose.*). Zur
CNIL umfassend Gerhold, DuD 2018, 368.

26 Zu verschiedenen Szenarien auch bereits Hahn, ZfDR 2023, 142, 147 ff.; zu ande-
ren Klassifizierungen siehe etwa Schindler, Biometrische Videotiberwachung, 2021,
189 ff.; Ferguson, Minnesota Law Review 2021, 1105, 1114; Galterio/Shavit/Hayajneh, A
Review of Facial Biometrics Security for Smart Devices, Computers 2018, 37.

27 Weitere Anwendungsfille sind ebenfalls denkbar, siehe etwa zur Verwendung von
Softbiometrie Schindler, Biometrische Videotiberwachung, 216 ff.

28 Zu diesem Szenario auch bereits etwa Klontz/Jain, A case study on unconstrained
facial recognition using the Boston marathon bombings suspects, Technical Report
MSU-CSE-13-4, 2013; siehe auch Ferguson, Minnesota Law Review 2021, 1105, 1119 ff;;
Schindler, Biometrische Videotiberwachung, 2021, 201ft.; Hornung/Schindler, ZD
2017, 203, 207; kurz erwahnt auch bei Petri, GSZ 2018, 144, 148.

29 Siehe nur Webseite des Bundeskriminalamts, Gesichtserkennung, https://perma.cc/
NZ3K-B555.
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Clearview AI. Das Unternehmen Clearview AI hat von 6ffentlichen Websei-
ten wie Facebook, Instagram, Twitter und YouTube Milliarden von Fotos
mit Gesichtern zusammengetragen und in einer per Gesichtserkennung
durchsuchbaren Datenbank gespeichert.? Die Polizei und andere Behor-
den konnen kostenpflichtig Zugang zu der App von Clearview Al erlangen.
Der zum Abgleich herangezogenen Datenbank kommt eine entscheiden-
de Rolle zu: Thr Umfang und Inhalt entscheidet dariiber, wie viele Gesichter
durchleuchtet und wie viele Personen der Gefahr einer falschlichen Iden-
tifizierung ausgesetzt werden.! Wenn etwa so grofle Datenbestinde wie
die von Clearview AI oder eine Datenbank mit Fiihrerscheinfotos gescannt
werden, konnte potenziell jede Person identifiziert, aber auch falschlicher-
weise als Tatverdéchtiger fehlidentifiziert werden. Das Einsatzszenario der
Identitatsermittlung ist das weltweit am meisten verbreitete’? und auch in
Deutschland bereits Realitét (hierzu noch ausfithrlich Kapitel L. F.).

2. Auswertung von umfangreichem Datenmaterial

Gesichtserkennung kann die Polizei auch bei der Auswertung von um-
fangreichem Datenmaterial unterstiitzen. Nach den Ausschreitungen im
Zusammenhang mit dem G20-Gipfel in Hamburg 2017 stellte die Polizei
beispielsweise eine umfangreiche Bilddatei zusammen, um diese mittels
Gesichtserkennung auszuwerten.®® Das Material umfasste eigene Aufnah-
men der Polizei, Bild- und Videomaterial Privater sowie Aufnahmen der
Videoiiberwachung von acht verschiedenen S-Bahn-Stationen iiber einen
Zeitraum von fiinf Tagen rund um den G20-Gipfel.3* Aus dieser Grundda-
tei gewann die Polizei per Gesichtserkennungssoftware eine Referenzdaten-
bank mit digitalen Darstellungen (sog. Templates*) der auf diesen Aufnah-
men befindlichen Gesichter. Die Gesichtsbilder Tatverdéchtiger wurden

30 Hill, The New York Times v. 18.1.2020, https://perma.cc/C4H9-NC6H.

31 Vgl. auch Schindler, Biometrische Videotiberwachung, 2021, 191.

32 Siche etwa fiir die EU-Staaten Summary report of the project ,Towards the European
Level Exchange of Facial Images“ (TELEFI), 2021, 10 ff., https://perma.cc/T6NE-G
TRV.

33 Naher beschrieben bei VG Hamburg Urt. v. 23.10.2019, 17 K 203/19, BeckRS 2019,
40195 Rn. 1 ff; kritisch zu der Entscheidung Mysegades, NVwZ 2020, 852.

34 VG Hamburg, Urt. v. 23.10.2019, 17 K 203/19, BeckRS 2019, 40195 Rn. 3.

35 So noch die Formulierung in VG Hamburg, Urt. v. 23.10.2019, 17 K 203/19, BeckRS
2019, 40195 Rn. 4; mittlerweile ist in der computerwissenschaftlichen Literatur der
Begriff ,Embedding” geldufiger.
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Kapitel I. Grundlagen

dann mit diesen Dateien abgeglichen, um herauszufinden, wo diese Per-
sonen erneut auftauchten. Hierdurch konnten weitere Erkenntnisse iiber
diese Verdéchtigen gewonnen werden, etwa zu ihrem Vor- und Nachtat-
verhalten oder weiteren Straftaten. Die Referenzdatenbank vernetzte die
Polizei nicht mit anderen Dateien oder Erkenntnisquellen, sodass die Un-
beteiligten nicht namentlich identifiziert werden konnten.

3. Digitale Beobachtung

Gesichtserkennung ermdglicht es der Polizei auch, einen Verdachtigen auf
Videoaufnahmen zu beobachten, anstatt ihm physisch zu folgen.*¢ In Stad-
ten, die mit einem Netzwerk an Uberwachungskameras ausgestattet sind,
kann eine Person so auf Schritt und Tritt aus der Ferne digital verfolgt
werden. Die Beobachtung ist in Echtzeit mdglich, Gesichtserkennungssoft-
ware kann aber auch Video- und Fotomaterial aus der Vergangenheit
durchsuchen und dabei das Gesicht des Verdichtigen aus einer Reihe von
gespeicherten Aufzeichnungen aus der Vergangenheit herausfiltern und da-
rin tracken. Als Datenmaterial kommen etwa Aufnahmen von offentlichen
Plitzen, Flughdfen und Bahnhofen in Betracht, aber ebenso Fotos und
Videos, die Private zur Verfiigung stellen. Die Beobachtung erfolgt mit
dem Ziel, mehr Informationen zu gewinnen, also zum Beispiel herauszu-
finden, welche Orte der Verdéchtige®” hiufig aufsucht’® oder mit wem er
regelmafiig interagiert. Dadurch konnen Mittéter aufgespiirt oder weitere
Ermittlungsansitze generiert werden. Dieses Einsatzszenario dhnelt dem
soeben besprochenen; bei der Auswertung von umfangreichem Datenma-
terial steht jedoch ein konkretes komplexes Deliktsgeschehen mit vielen
unterschiedlichen Szenen und Beteiligten im Vordergrund; die zahlreichen
Videoaufnahmen und Fotos sollen durch Gesichtserkennung bewiltigbar
gemacht werden. Bei der digitalen Beobachtung ist Ausgangspunkt dagegen
der Verdacht gegen eine Person. In Deutschland wird Gesichtserkennung
auf diese Weise jedoch noch nicht eingesetzt.

36 Ferguson, Minnesota Law Review 2021, 1105, 1122f.; Garvie/Moy, America Under
Watch: Face Surveillance in the United States, Center on Privacy & Technology,
Georgetown Law, 2019, https://perma.cc/5A5T-DHY].

37 Auch konnen Nichtverdachtige beobachtet werden, beispielsweise um den Aufent-
haltsort eines Verdéchtigen zu ermitteln.

38 Dies gilt nicht nur fiir Bilder, bei denen der Ort sichtbar ist, sondern grundsitzlich
fur alle digitalen Fotos, da sie zusitzliche Informationen enthalten (sog. Exif-Daten),
z. B. tiber den Ort und die Zeit ihrer Aufnahme.
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C. Gesichtserkennung in der Strafverfolgung: Abgrenzung und Einsatzszenarien

4. Echtzeit-Fahndung

Mit automatisierter Gesichtserkennung kann auch der aktuelle Aufenthalts-
ort einer Person ermittelt werden. Insbesondere kann das Gesicht einer
Person in Echtzeit lokalisiert werden, um sie festzunehmen, etwa wenn sie
eines Gewaltverbrechens verdachtig ist oder sich auf der Flucht befindet.?
Hierzu scannt Gesichtserkennungssoftware in Echtzeit Videomaterial von
offentlichen Plitzen, Flughifen und Bahnhéfen und gleicht die Gesichter
der Passanten mit denen von gesuchten Personen auf einer Fahndungsliste
(,Watchlist“) ab.% Sobald das Gesicht eines Gesuchten erkannt wird, 10st
das System einen Alarm aus. Die dariiber informierten Polizisten entschei-
den dann, ob sie den Betroffenen anhalten, seinen Ausweis verlangen oder
ihn festnehmen.

Diese Form der Echtzeit-Gesichtserkennung wird in Deutschland nicht
eingesetzt," sie wurde jedoch in der Vergangenheit erprobt. Zuletzt testete
die Bundespolizei in den Jahren 2017 und 2018 biometrische Gesichtserken-
nung am Bahnhof Berlin Stidkreuz zur Unterstiitzung polizeilicher Fahn-
dung.#? Das Projekt wurde stark kritisiert*> und die Erkennungssysteme,
soweit bekannt, nach der Testphase nicht eingesetzt. Sachsen war das ein-
zige Bundesland, das Echtzeit-Gesichtserkennung von Sommer 2019 bis
Dezember 2023 zulief3.** Auf offentlichen Straflen im Grenzgebiet durfte
der Polizeivollzugsdienst Bildaufnahmen machen und personenbezogene

39 Zu diesem Szenario néher Schindler, Biometrische Videotiberwachung, 2021, 190 ff;
siehe auch Martini, NVwZ-Extra 1-2/2022, 1, 8 ff.; Hornung/Schindler, ZD 2017, 203,
207 f.; kurz erwahnt bei Petri, GSZ 2018, 144, 147.

40 Ferguson, Minnesota Law Review 2021, 1105, 1123 f.; Li/Jain, in: Li/Jain, Handbook of
Face Recognition, 2011, 1, 3, 12.

41 Summary report of the project ,Towards the European Level Exchange of Facial
Images” (TELEFI) 2021, 11, https://perma.cc/T6NE-GTRV.

42 Bundespolizei, Teilprojekt 1 ,Biometrische Gesichtserkennung® des Bundespolizeipra-
sidiums im Rahmen der Erprobung von Systemen zur intelligenten Videoanalyse
durch das Bundesministerium des Innern, fiir Bau und Heimat, das Bundespolizei-
prasidium, das Bundeskriminalamt und die Deutsche Bahn AG am Bahnhof Berlin
Stidkreuz im Zeitraum vom 01.08.2017 - 31.07.2018, 2018.

43 Siehe etwa der Chaos Computer Club, Pressemitteilung vom 13.10.2018, https://per
ma.cc/45BE-3SX5. Anders dagegen Bundesministerium des Innern und fiir Heimat,
Pressemitteilung v. 11.10.2018, https://perma.cc/Z7YV-9C22 (die Systeme hatten sich
~bewahrt).

44 Rechtsgrundlage war § 59 des Sachsischen Polizeivollzugsdienstgesetz (SichsPVDG).
Die Vorschrift trat gem. § 108 Abs. 1 SichsPVDG am 31. Dezember 2023 aufier Kraft.
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Daten, auch per Gesichtserkennung in Echtzeit,* abgleichen.#® Nach einer
Evaluierung wurde die zundchst auf drei Jahre befristete Befugnis nicht
verldngert; das sdchsische Innenministerium erkldrte, der ,technische und
personelle Aufwand® sei zu grofi, auch habe sich ,der fachliche Erfolg im
Praxisbetrieb nicht eingestellt*” Eine Verldngerung der Befugnisnorm sei
damit nicht verhéltnismaflig.

D. Forschungszuschnitt dieser Arbeit

Diese Arbeit beleuchtet den Einsatz automatisierter Gesichtserkennung in
der Strafverfolgung zur Ermittlung der Identitit unbekannter Verdachtiger
aus rechtlicher und kriminologischer Perspektive. Auf dieser Basis werden
konkrete Vorschldge fiir eine Regulierung erarbeitet. Die Griinde fiir die-
sen Zuschnitt der Arbeit sind das besondere Gefdahrdungspotenzial der
Gesichtserkennung im Allgemeinen (I.) und die Relevanz des Einsatzsze-
narios der Identititsermittlung im Besonderen (II.) sowie der Umstand,
dass eine Forschungsliicke besteht (II1.) mit Blick auf das Erfordernis einer
Regulierung (IV.).

I. Besonderes Gefahrdungspotenzial der Gesichtserkennung

Die Verwendung automatisierter Gesichtserkennung in der Strafverfolgung
birgt ein besonderes Gefdhrdungspotenzial. Das liegt zunédchst an dem
besonders sensiblen Einsatzbereich der Strafverfolgung. Automatisierte Ge-
sichtserkennung kann in vielen Lebensbereichen eingesetzt werden, in den
Hénden von Strafverfolgungsbehorden entfaltet die Technologie aber er-
hohte Risiken. Wenn Gesichtserkennung beim Zutritt zu einem Firmenge-
baude fehlschldgt, muss die Zugangskontrolle manuell nachgeholt werden
— eine kleine Unannehmlichkeit. Wenn Gesichtserkennung in der Strafver-
folgung fehlschlagt, wird gegen den Betroffenen womdglich ermittelt, im
schlimmsten Fall kann er - ohne der Téter zu sein - strafprozessualen

45 Dies ergibt sich nicht eindeutig aus dem Wortlaut, siehe aber LT-Drs. SN 6/14791, 186
(Verweis auf biometrische Daten).

46 Zu Recht kritisch zu § 59 SichsPVDG als Rechtsgrundlage Schindler, Biometrische
Videotiberwachung, 2021, 541 ff,, siche auch Martini, NVwZ 2022, 30, 31.

47 Sdchsisches Staatsministerium des Innern, Pressemitteilung v. 22.8.2023, https://perm
a.cc/6K7W-CVVN.
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D. Forschungszuschnitt dieser Arbeit

Zwangsmafinahmen wie der Wohnungsdurchsuchung oder der Untersu-
chungshaft unterliegen oder gar unschuldig verurteilt werden.*® In den
USA wurden bereits mindestens sechs schwarze Menschen unschuldig fest-
genommen, nachdem ein Gesichtserkennungsalgorithmus sie fdlschlicher-
weise als Straftiter identifiziert hatte.*’

Aber auch - und gerade - wenn Gesichtserkennung gut funktioniert,
kann die Technologie eine Gefahr darstellen, und zwar vor allem dann,
wenn mit ihr illegitime Strafverfolgung betrieben wird.>® Polizeibehdrden
in China integrieren Gesichtserkennungstechnologie in ihre stetig wach-
senden Netze an Uberwachungskameras, um so zum Beispiel die ethnische
Minderheit der Uiguren digital zu beobachten und Informationen iiber
ihr Kommen und Gehen aufzuzeichnen. In Russland werden Demonstrie-
rende wegen angeblicher Straftaten bei Demonstrationen nicht nur vor
Ort festgenommen, sondern noch Tage spdter zu Hause - identifiziert per
Gesichtserkennung.>?

Das Gefdhrdungspotenzial der Verwendung automatisierter Gesichtser-
kennung in der Strafverfolgung geht aber auch iiber die Risiken hinaus, die
jeder StrafverfolgungsmafSnahme und -technologie immanent sind. In die-
ser Hinsicht markiert der breite Einsatz automatisierter Gesichtserkennung
einen Wendepunkt bei der Verwendung neuer Strafverfolgungstechnologi-
en. Das disruptive Potenzial der Technologie beruht auf dem neuartigen
Zusammentreffen von fiinf Faktoren: Streubreite, Fehleranfilligkeit, Heim-
lichkeit, Vernetzungsméglichkeit und Biometrie.

1. Streubreite

Strafprozessuale Ermittlungsmafinahmen richten sich tiblicherweise in ers-
ter Linie gegen den Beschuldigten. Er wird korperlich untersucht, seine
Post gelesen, seine Wohnung durchsucht. Diese Mafinahmen kénnen zwar
vereinzelt auch Dritte treffen: den Verletzten, die Geschiftspartnerin, den
Mitbewohner. Unter Umstidnden kann auch eine grofle Anzahl Unbeteilig-
ter betroffen sein, etwa bei der Rasterfahndung oder der automatisierten

48 Zu diesem Problem Kapitel I. G. I 1. a) und 2. a) sowie ausfiihrlich Kapitel III. B.

49 Zu diesen Fillen ndher unten Kapitel III. B. I. 1.

50 Naher zu den Gefahren (auch) unabhéngig von der Fehleranfilligkeit von Gesichts-
erkennung Kapitel I. G. II. 2. b) und ¢).

51 Mozur, The New York Times v. 14.4.2019, https://perma.cc/85V6-WAML.

52 Solopov, Meduza v. 27.4.2021, https://perma.cc/KD8C-BCG]J.
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Kfz-Kennzeichenkontrolle. Dazu bedarf es aber einer besonderen Erméch-
tigungsgrundlage mit engen Voraussetzungen, so etwa § 163g StPO (auto-
matische Kennzeichenerfassung), §§ 98a, b StPO (Rasterfahndung), § 8lc
StPO (Untersuchung anderer Personen als des Beschuldigten), § 103 StPO
(Durchsuchung bei anderen Personen).

Automatisierte Gesichtserkennung trifft nicht vorrangig den Beschuldig-
ten, sondern hauptsdchlich Unbeteiligte. Um die Identitét eines Verdachti-
gen anhand einer polizeilichen Datenbank zu ermitteln, miissen alle Bilder
der jeweiligen Datenbank durchleuchtet werden.® Um einen gesuchten
Verdichtigen an einem Bahnhof zu lokalisieren, miissen alle Passantinnen
und Passanten per Gesichtserkennung gescannt werden. Und als die Polizei
Hamburg zur Aufarbeitung von Straftaten im Zusammenhang mit dem
G20-Gipfel Gesichtserkennungssoftware verwendete, durchleuchtete die
Technologie in iiber 95 % der Fille die Gesichter von verdachtsunabhingig
einbezogenen Personen.>*

2. Fehleranfilligkeit

Auch birgt Gesichtserkennung das Risiko, dass Unschuldige® als Verdach-
tige identifiziert und dann strafprozessualen Ermittlungsmafinahmen aus-
gesetzt werden. Diese Gefahr besteht grundsatzlich immer im Ermittlungs-
verfahren, da sich die Mafinahmen naturgemaf3 gegen Verdichtige (nicht
gegen Verurteilte) richten. Gesichtserkennung erhoht aber die Wahrschein-
lichkeit, dass Unbeteiligte beschuldigt werden und dass der Fehler wegen

53 Um eine Person iiber das Gesichtserkennungssystem GES zu finden, miissen alle 6,7
Millionen Portrataufnahmen zu rund 4,6 Millionen Personen gescannt werden.

54 Nach Angaben der Polizei sind ca. 3.500 Ermittlungsverfahren eingeleitet worden; in
der Datenbank waren die Gesichter einer Zahl von Unbeteiligten im sechsstelligen
Bereich. Selbst wenn man ,nur 100.000 Unbeteiligte zugrunde legt, wiren 96,5
Prozent der in der Datenbank erfassten Personen Unbeteiligte.

55 Zwar ist auch derjenige, der eine Straftat tatsachlich begangen hat, im strafprozessua-
len Sinne unschuldig, bis er verurteilt wird. Der Begriff ,,Unschuldiger soll in dieser
Arbeit aber nur Personen erfassen, bei denen sich ex post herausstellt, dass sie die Tat
nicht begangen haben. Teilweise wird in dieser Arbeit auch der Begriff ,,Unbeteiligter”
verwendet, um deutlich zu machen, dass es sich meist um Personen handelt, die nicht
einmal anndhernd etwas mit dem strafrechtlichen Geschehen zu tun hatten.
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grofler Ahnlichkeit des Aussehens®® nicht immer erkannt wird.” Dabei
besteht die Gefahr, dass ginzlich Unbeteiligte in den Fokus der Polizei
geraten, die nicht einmal in der Néhe des Tatorts waren oder anderweitig
in das Geschehen verwickelt sein konnten: In den USA wurde beispielswei-
se ein Mann nach einem falschen Gesichtserkennungs-Match verdachtigt,
in einem Geschift in einem Vorort von New Orleans einen Diebstahl
begangen zu haben, einem Ort, an dem er noch nie gewesen war — drei
Staaten und sieben Stunden Autofahrt entfernt von seiner Heimatstadt.>
Der einzige Ansatzpunkt, um gegen ihn zu ermitteln, war der Gesichtser-
kennungstreffer.

3. Heimlichkeit

Mit Gesichtserkennung kénnen die Strafverfolgungsbehodrden heimlich aus
einer Menge einen einzelnen Menschen herausgreifen, ihn identifizieren,
beobachten und orten — ohne dass er dies jemals erfadhrt. Ob Kameras an
Bahnhofen, Flughdfen und anderen &ffentlichen Plitzen hdngen, kénnen
Biirgerinnen und Biirger meist noch erkennen. Aber sie konnen nicht wis-
sen, ob diese mit einem Gesichtserkennungssystem verbunden sind. Wer
erkennungsdienstlich behandelt wurde, weify zwar, dass sein Lichtbild bei
der Polizei gespeichert ist; wann und wie oft sein Bild automatisiert mit
demjenigen unbekannter Verdachtiger abgeglichen wird, weifl er jedoch
nicht. Durch die Heimlichkeit ist es kaum oder nicht mdglich, den Maf3-
nahmen zu entgehen, priventiv Rechtsschutz zu suchen oder nachzuvoll-
ziehen, ob die Strafverfolgungsbehorden alle Vorgaben einhalten (zumal,
wenn keine konkreten gesetzlichen Vorgaben bestehen). Das deutsche
Strafprozessrecht sieht zwar durchaus vor, dass die Heimlichkeit einer

56 Zwar konnen als Match auch Personen auftauchen, die ein anderes Geschlecht,
eine andere Hautfarbe oder ein ganz anderes Alter als der Gesuchte haben, denn
die Technologie vergleicht nur die biometrischen Merkmale (hierzu etwa Wimmer,
Stiddeutsche Zeitung v. 16.1.2016, https://perma.cc/5SAWG-M9DZ). Anders wire dies,
wenn zusitzlich nach Geschlecht, Alter usw. gefiltert wiirde. Die Wahrscheinlichkeit,
dass sich Personen mit dhnlichen biologischen Merkmalen auch aus Sicht eines
menschlichen Betrachters dhnlich sehen, ist aber hoch. Siehe auch fiir Fille, in denen
Gesichtserkennungssysteme eine Ubereinstimmung sehen, ein Mensch jedoch ohne
Probleme erkennt, dass es sich um unterschiedliche Personen handelt Knoche/Rigoll,
18th International Conference on Machine Vision and Applications 2023, arXiv, 1, 4.

57 Siehe hierzu die Fille in Kapitel ITL. B. L. 1.

58 Siehe hierzu Hill/Mac, The New York Times v. 31.3.2023, https://perma.cc/98M2-V
MHT sowie Kapitel III. B. L. L. e).
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Mafinahme durch Verfahrensvorgaben (z. B. spétere Benachrichtigung des
Betroffenen, siche auch §101 Abs.4 StPO) oder andere Absicherungen
(z. B. Berichtspflichten) kompensiert. Solche Vorgaben sind bei der Ge-
sichtserkennung aber gerade mangels ausdriicklicher gesetzlicher Grundla-
ge nicht geregelt.

4. Vernetzungsmoglichkeit

Die Gesichtserkennungssoftware erstellt von jedem Gesicht ein mathemati-
sches Modell (Face embedding), sodass ein automatisierter Abgleich mit
anderen Aufnahmen moglich ist, die ebenfalls dateikompatibel gemacht
wurden. Durch eine Vernetzung mit einer Personalausweis-, Pass- oder
Fithrerscheindatenbank kénnte jede Person innerhalb von Minuten identi-
fiziert werden, durch eine Vernetzung mit Echtzeitdaten aller staatlichen
Uberwachungskameras in Kiirze geortet werden. Bereits heute sind die
Lichtbilder von Personalausweis und Reisepass bei der Ausweisbehdrde
gespeichert (§ 23 Abs. 3 PAuswG; § 21 Abs. 2 PassG).>® An Flughiafen, Bahn-
hofen und dffentlichen Plitzen sind Uberwachungskameras bereits vielfach
im Einsatz.°® Zwar ist die automatisierte Vernetzung der Daten derzeit
nicht zuldssig, siehe zu den Voraussetzungen fiir einen automatisierten Ab-
ruf von Lichtbildern §§ 15, 25 PAuswG, §§ 17, 22a PassG. Das dndert jedoch
nichts daran, dass sie faktisch méglich ist und durch Rechtsdnderung sofort
auch legal moglich wire.5!

5. Biometrie
Auch die automatisierte Kennzeichenzeichenerfassung und die (aufgrund

der Unionsrechtswidrigkeit ausgesetzte) Vorratsdatenspeicherung treffen
eine Vielzahl Unbeteiligter, erfolgen heimlich und bergen die Gefahr der

59 Die Errichtung einer bundesweiten Datenbank biometrischer Merkmale ist jedoch
(wenn auch nur einfachgesetzlich) untersagt, vgl. §26 Abs.4 PAuswG, §4 Abs.3
S.2 PassG.

60 Schitzungen zufolge existierten Hunderttausende von Uberwachungskameras in
Deutschland, vgl. Scholz, in: Simitis, Bundesdatenschutzgesetz, 8.Aufl. 2014, § 6b
Rn.7ff.

61 Zu der Gefahrdung durch Vernetzungsmdoglichkeiten etwa BVerfGE 120, 274, 304 ff.
und ausfiihrlich unter Kapitel II. A. I. 2. b) ee).
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Vernetzung. Die automatisierte Gesichtserkennung geht in ihrem disrup-
tiven Potenzial noch daruber hinaus, denn sie verwendet Biometrie. Bio-
metrische Daten sind mit speziellen technischen Verfahren gewonnene
personenbezogene Daten zu den physischen, physiologischen oder verhal-
tenstypischen Merkmalen einer natiirlichen Person, die die eindeutige
Identifizierung dieser natiirlichen Person ermdglichen oder bestitigen (vgl.
die Definition in Art. 3 Nr. 13 JI-RL, Art. 4 Nr. 14 DSGVO, § 46 Nr. 12 BDSG
und Art.3 Nr.34 KI-VO). Dazu gehdren etwa DNA und Fingerabdruck
einer Person - und die Gesichtsgeometrie.®? Biometrische Daten sind
bei der Gesichtserkennung nicht die Bildaufnahmen selbst, sondern die
daraus extrahierten Gesichtsmerkmale. Der Unionsgesetzgeber hat fiir per-
sonenbezogene Daten besonderer Kategorien, zu denen die biometrischen
Daten gehdren, in Art. 9 Abs. 1, 2 DSGVO und in Art. 10 JI-RL ein besonde-
res Schutzregime angeordnet. Dabei haben die physischen und physiologi-
schen Merkmale noch eine Besonderheit: Sie sind angeboren und unveréin-
derlich.®®> Wird eine Person einmal in einer Gesichtserkennungsdatenbank
gespeichert, kann sie in Zukunft immer wieder identifiziert werden. Das
Autokennzeichen lasst sich wechseln, das Gesicht nicht.

6. Fazit

Der Einsatz automatisierter Gesichtserkennung geht mit einem besonde-
ren Gefahrdungspotenzial einher, denn er betrifft viele Unbeteiligte (Streu-
breite), birgt ein spezifisches Fehlerrisiko (Fehleranfilligkeit), erfolgt oh-
ne Wissen der Betroffenen (Heimlichkeit) und ermdglicht die einfache
und schnelle Vernetzung verschiedener Informationen (Vernetzungsmaog-

62 So auch Schindler, Biometrische Videoiiberwachung, 2021, 681f. und Jandt, ZRP
2018, 16, 17. Anders (biometrische Daten seien auch die ,sog. Rohdaten, also die
direkt mit einem Sensor erfassten Merkmale®) Kiihling/Buchner/Weichert, 4. Aufl.
2024, DS-GVO Art. 4 Nr.14; so auch Taeger/Gabel/Arning/Rothkegel, 4. Aufl. 2022,
DS-GVO Art. 4 Rn. 398. Bei Gesichtserkennung wiirde dies bedeuten, dass auch die
entsprechenden Lichtbilder biometrische Daten sind, die aber nach ErwG 51 der
DSGVO nur dann von der Definition des Begriffes ,biometrische Daten® erfasst
werden sollen, wenn sie mit speziellen technischen Mitteln verarbeitet werden, die
die eindeutige Identifizierung oder Authentifizierung einer natiirlichen Person er-
méglichen. Siehe auch Roggenkamp, in: Specht/Mantz, Handbuch Europiisches und
deutsches Datenschutzrecht, § 21 Datenschutz und préventive Tatigkeit der Polizei,
2019, Rn. 61.

63 1In gewissem Maf3e verdnderlich sind dagegen verhaltensbasierte biometrische Merk-
male wie Unterschrift, Stimme, Bewegung.
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lichkeit), die einer Person personlich und eindeutig zugeordnet werden
kénnen (Biometrie). Bislang gibt es in Deutschland keine andere strafpro-
zessuale Mafinahme, die all diese Faktoren vereint und ein solches Geféhr-
dungspotenzial aufweist.

II. Relevantestes Einsatzszenario: Identitdtsermittlung

Viele Uberlegungen zu Gesichtserkennung lassen sich auf alle Einsatzsze-
narien iibertragen. Aber um ein sinnvolles Regulierungskonzept zu erarbei-
ten, muss genau nach Anlass, Zweck und spezifischen Risiken der jewei-
ligen Einsatzvariante differenziert werden. Daher konzentriert sich diese
Arbeit auf das fiir Deutschland relevanteste Szenario mit dem hochsten Ri-
sikopotenzial: die Identitatsermittlung. Dieser Einsatz von Gesichtserken-
nung ist in Deutschland als einziger bereits weit verbreitet,% aber nicht
ausdriicklich geregelt. Dabei macht ein Blick auf andere Staaten deutlich,
welche Risiken hier bestehen.%

II1. Stand der Forschung und Forschungsliicke

Vertieft haben sich bislang nur wenige Beitrage mit dem Einsatz automati-
sierter Gesichtserkennung in der Strafverfolgung beschaftigt. Die meisten
von ihnen befassen sich vorrangig mit der in Deutschland derzeit nicht
verwendeten Echtzeit-Gesichtserkennung im offentlichen Raum als Form
intelligenter Videotiberwachung.®® Der Einsatz automatisierter Gesichtser-
kennung zur Ermittlung der Identitit unbekannter Verdéchtiger wird hin-
gegen selten ndher betrachtet. Eine Ausnahme bildet Schindler, der in
seiner 2021 erschienen, nicht spezifisch strafverfahrensrechtlichen Disser-

64 Hierzu Kapitel I. E.

65 Kapitel I. G. II.

66 Martini, NVwZ-Extra 1-2/2022, 1; Kulick, NVwZ 2020, 1622; Heldt, MMR 2019, 285;
Petri, GSZ 2018, 144. Martini/Thiessen/Ganter, Digitale Versammlungsbeobachtung,
2023, 110 ff. befassen sich mit dem Einsatz intelligenter Videotiberwachung (darun-
ter Gesichtserkennung) im Versammlungskontext und gehen dabei auch kurz auf
die nachtrigliche Gesichtserkennung ein; Hoffmann beschiftigt sich vertieft mit
dem nichtstaatlichen Einsatz biometrischer Gesichtserkennung, siche Hoffmann, Der
nichtstaatliche Einsatz biometrischer Gesichtserkennungssysteme nach der DSGVO,
2023.
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D. Forschungszuschnitt dieser Arbeit

tation zur biometrischen Videoiiberwachung auf dieses Szenario — neben
drei anderen - ebenfalls eingeht und den rechtlichen Rahmen beleuchtet.®”
Er halt es fiir ,noch tragbar®, die Verwendung von Gesichtserkennung zur
Identititsermittlung auf bestehende Vorschriften zu stiitzen®® und macht
daher keine konkreten Vorschlédge fiir eine Regulierung.®® Eine rechtswis-
senschaftliche Debatte iiber die Regulierung findet noch nicht statt.

Uber die Darstellung von Gesichtserkennung in der deutschen Medi-
enlandschaft finden sich noch keine kriminologischen oder sozialwissen-
schaftlichen Untersuchungen. Meist befassen sich die Studien allgemein
mit der Einstellung der Bevolkerung zu Uberwachungstechnologien.”® Eine
Studie von Kostka, Steinacker und Meckel untersucht die Akzeptanz staatli-
chen und nichtstaatlichen Einsatzes von Gesichtserkennungstechnologien
im offentlichen Raum, unter anderem in Deutschland.”" Bei der Frage,
welche konkreten Bedenken fiir die Menschen im Vordergrund stehen,
bleibt die Untersuchung allerdings sehr allgemein (,,privacy violation®, ,,dis-
crimination’, ,surveillance®).”? In einer Studie aus dem Jahr 2023 gehen sie
dem anhand von Online-Befragungen und semi-strukturierten Interviews
ndher nach; dabei kommen die Forscherinnen zu dem Ergebnis, dass
die Akzeptanz von Gesichtserkennung zwischen Biirgern verschiedener
Staaten variiert.”> Insbesondere das Bewusstsein iiber die Geschichte eines
Landes mit staatlicher Uberwachung (etwa in der ehemaligen DDR) beein-
flusse die Wahrnehmung von staatlicher Gesichtserkennung.” Eine nihe-
re kriminologisch-sozialwissenschaftliche Untersuchung der Frage, welche
Bedenken beim Einsatz von Gesichtserkennung in der Strafverfolgung im

67 Schindler, Biometrische Videoiiberwachung, 2021, 283 ff,, 312 ff., 422 ff. Da er in seiner
rechtlichen Bewertung meist alle vier verschiedenen Einsatzszenarien gemeinsam
beleuchtet, kann hier keine genauere Fundstelle angegeben werden.

68 Schindler, Biometrische Videotiberwachung, 2021, 548 (,Aufgrund des vergleichswei-
se geringen Eingriffsgewichts sind die bestehenden Vorschriften hinsichtlich ihrer
Bestimmtheit aber noch tragbar:).

69 Siehe aber Schindler, Biometrische Videoiiberwachung, 2021, 548 (,Vorzugswiirdig
sind allerdings Regelungen wie Art. 61 Abs. 2 BayPAG, die die Verwendung biometri-
scher Erkennung eindeutig benennen. Wiinschenswert ist iberdies eine stirkere Ein-
grenzung der fiir den Abgleich heranzuziehenden Datenbestinde in den jeweiligen
Vorschriften.).

70 Siehe etwa van Heek/Arning/Ziefle, in: Helfert/Klein/Donnelley/Gusikhin, Smart
Cities, Green Technologies, and Intelligent Transport Systems, 2017, 170.

71 Kostka/Steinacker/Meckel, Public Understanding of Science 2021, 671.

72 Kostka/Steinacker/Meckel, Public Understanding of Science 2021, 671, 684.

73 Kostka/Steinacker/Meckel, Government Information Quarterly 2023,1, 51.

74 Kostka/Steinacker/Meckel, Government Information Quarterly 2023, 1, 6.
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Raum stehen, verspricht daher wertvolle Erkenntnisse. Dem dient die in
dieser Arbeit durchgefiihrte qualitative Inhaltsanalyse von Medienbeitrdgen
(Kapitel ITL.).

IV. Notwendigkeit einer Regulierung

Der Einsatz automatisierter Gesichtserkennung in der Strafverfolgung ist in
Deutschland bereits in vollem Gange, mit jéhrlich zehntausenden Suchldu-
fen — Tendenz steigend - allein im Gesichtserkennungssystem (GES) des
BKA.”> Die Bundespolizei hat 2022 auf diese Weise rund 2.800 unbekannte
Personen identifiziert’® und auch Landeskriminalimter und Landespolizei-
behérden greifen bereits auf die Technologie zuriick.”” Der Einsatz ist
gesetzlich nicht ausdriicklich geregelt; stattdessen wird die allgemein gehal-
tene Vorschrift zum Datenabgleich des § 98c StPO herangezogen. Auch
gibt es keine konkreten Vorschlige in der rechtswissenschaftlichen oder
rechtspolitischen Debatte dafiir, wie eine Regulierung aussehen kénnte.
Ausgangspunkt fiir eine Reglung sind die Anforderungen des Verfas-
sungsrechts, des Unionsrechts und der EMRK. Bei den rechtlichen Min-
destvorgaben sollte eine Regulierung aber nicht stehen bleiben, sondern
untersuchen, welche zusitzlichen Vorgaben sinnvoll sind. Dabei ist es zum
einen wichtig, die Risiken beim Einsatz der Technologie im Blick zu behal-
ten. Wie kann etwa verhindert werden, dass Fehlidentifizierungen dazu
fithren, dass Unschuldige Ermittlungsmafinahmen ausgesetzt werden? Zum
anderen wire es klug, die Vorbehalte innerhalb der Bevolkerung besser
aufzugreifen. Nach einer im Jahr 2023 durchgefiihrten reprasentativen Be-
fragung hat tiber die Hilfte der Deutschen Angst vor KI, vor allem vor einer
,flichendeckenden Uberwachung“’8 Gerade beim Einsatz neuer Technolo-
gien im sensiblen Bereich der Strafverfolgung erscheint es daher angezeigt,
die Bedenken néher nachzuvollziehen, aufzugreifen und durch Regulierung
zu adressieren. Dadurch konnte auch das Vertrauen der Bevdlkerung in

75 Siehe auch Webseite des Bundeskriminalamts, Gesichtserkennung, https://perma.cc
/NZ3K-B555 (,,Aufgrund des steigenden Aufkommens digitaler Aufnahmen, z. B. in
den sozialen Netzwerken und der durch Smartphones allzeitigen Moglichkeit Bilder
zu fertigen, ist in den ndchsten Jahren mit einem weiteren Anstieg der Zahl der
GES-Recherchen zu rechnen.).

76 BT-Drs.20/5781, 8.

77 Kapitel I. F. 11

78 Fox/Privitera/Reuel, KIRA Report, 2023, 4.
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die Strafverfolgung gestirkt werden. In dieser Arbeit wird daher auch eine
qualitative Inhaltsanalyse von Medienbeitragen durchgefiihrt und dabei die
mediale Debatte iiber Gesichtserkennung in Deutschland naher untersucht
(Kapitel IIL.), um zu verstehen, welche Bedenken im Vordergrund stehen.
Uber 70 % der Bevolkerung sind der Ansicht, die Politik unternehme nicht
genug gegen mogliche Risiken von KI7? Mit Blick auf eine besonders
wirkmichtige Strafverfolgungstechnologie besteht fiir den Gesetzgeber die
Méglichkeit, proaktiv diese Bedenken zu adressieren.

Die Verwendung automatisierter Gesichtserkennung zur Ermittlung der
Identitat unbekannter Verddchtiger muss daher jetzt geregelt werden. Es
ist weder rechtlich hinnehmbar noch gesellschaftlich vermittelbar, dass
eine solche Strafverfolgungstechnologie auf generalklauselartige Vorschrif-
ten gestiitzt und ohne rechtswissenschaftliche und gesellschaftliche Debatte
eingesetzt wird. Diese rechtswissenschaftliche Debatte mochte diese Arbeit
anstofen und einen ersten Beitrag hierzu liefern.

E. Technologie

Bevor man sich Gedanken iiber die rechtliche Einordnung und eine Re-
gulierung von Gesichtserkennung machen kann, miissen die technologi-
schen Grundlagen geklart werden. Dieser Abschnitt fithrt zunédchst in die
grundlegende Unterscheidung zwischen Verifizierung und Identifizierung
ein (dazu unter I.) und gibt dann einen Uberblick dariiber, wie sich die
automatisierte Gesichtserkennung entwickelt und in der Strafverfolgung
etabliert hat (II.). Anschlieflend wird dargestellt, wie eine Erkennung an-
hand von Gesichtserkennung ablduft (IIL.). Zudem wird vertieft auf die
Fehlerraten der Technologie eingegangen (IV.).

L. Verifizierung vs. Identifizierung
Automatisierte Gesichtserkennung kann im Modus der Verifikation (Veri-

fizierung) oder der Identifikation (Identifizierung) betrieben werden.
Bei der Verifikation wird eine behauptete Identitédt tiberpriift; die biome-

79 Fox/Privitera/Reuel, KIRA Report, 2023, 6.
80 Das gilt fiir alle Methoden der biometrischen Erkennung; speziell zur Gesichtserken-
nung Wei/Li, in: Tistarelli/Champod, Handbook of Biometrics for Forensic Science,
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trischen Merkmale der betreffenden Person werden mit nur einem Daten-
satz abgeglichen (1:1-Abgleich). Das ist etwa der Fall, wenn Gesichtserken-
nung zum Entsperren des Smartphones oder zur kontaktlosen Bordkarten-
kontrolle verwendet wird; hier erfolgt jeweils ein Abgleich der (aktuell an-
gefertigten) Bildaufnahme mit dem hinterlegten biometrischen Profil.8!
Hingegen wird bei einer Identifikation die Aufnahme einer Person mit al-
len Datensitzen in einer Datenbank abgeglichen (1:n-Abgleich), etwa um
die Identitdt eines Verddchtigen anhand von Bildern in einer erkennungs-
dienstlichen Datenbank zu ermitteln.

Verifizierung Identifizierung

1:1 Abgleich 1:n Abgleich

Abbildung 1: Verifizierung vs. Identifizierung

Die fiir die Strafverfolgung relevanten Szenarien betreffen vor allem solche
der Identifikation. Zwar konnen Strafverfolgungsbehorden Gesichtserken-
nung auch im Modus der Verifikation einsetzen, etwa um bei einer poli-
zeilichen Kontrolle die Identitdt des Betroffenen herauszufinden.®? Diese
Fille sind jedoch deutlich unproblematischer, denn von der Verwendung
automatisierter Gesichtserkennung zur Verifikation gehen sehr viel gerin-
gere Gefahren aus als bei der Identifikation. Insbesondere werden bei der

2017, 177, 181f. Die Begriffe Identifikation und Verifikation sind in der technischen
Literatur iiblicher als Identifizierung und Verifizierung.

81 Vgl. etwa zum Angebot der Star Alliance Rostalski/Weiss, in: Hilgendorf/Roth-Isig-
keit, Die neue Verordnung der EU zur Kiinstlichen Intelligenz, 2023, 35, 42.

82 Derzeit wird eine biometrisch basierte Uberpriifung der Identitit anhand der Finger-
abdriicke vorgenommen. Im Rahmen des sog. Fast-ID-Verfahrens konnen digital
aufgenommene Fingerabdriicke in Echtzeit im AFIS (automatisiertes Fingerabdruck-
Identifizierungs-System) recherchiert werden.
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Verifikation die Merkmale einer Person mit nur einem einzigen Datensatz
abgeglichen, nicht auch mit den Datensdtzen zahlreicher Unbeteiligter. Ty-
pischerweise hat Gesichtserkennung auch eine geringere Fehlerrate, wenn
sie zur Verifikation verwendet wird, da die gescannte Person - etwa bei
einer biometrischen Gesichtserkennung zur Passkontrolle - kooperiert und
in einer gut beleuchteten Umgebung aus geringer Entfernung direkt in die
Kamera schaut.83 Dadurch hat die betroffene Person auch meist Kenntnis
von der Mafinahme, wihrend Identifikationen heimlich erfolgen kénnen.

I1. Entwicklung der automatisierten Gesichtserkennung

Computer waren dem Menschen schnell darin iiberlegen, Informationen
zu speichern, abzurufen und komplexe mathematische Rechnungen aus-
fithren. Das maschinelle Sehen (Computer vision), auf dem auch Gesichts-
erkennung basiert, war dagegen lange Zeit eine Aufgabe, an der Computer
scheiterten.

1. Anfange der Forschung

Am 19. August 1985 eréffnete Woodrow Wilson Bledsoe, der Président der
Association for the Advancement of Artificial Intelligence (AAAI),3 seine
Ansprache an die Mitglieder mit einem Riickblick auf seinen ambitionier-
ten Traum als junger Forscher. Sein Ziel war es gewesen, einen , mechani-
schen Computer-Freund“ zu erschaffen:3

~Iwenty-five years ago I had a dream, a daydream, if you will. A dream
shared with many of you. I dreamed of a special kind of computer, which
had eyes and ears and arms and legs, in addition to its ,brain: ... [M]y
dream was filled with the wild excitement of seeing a machine act like a
human being, at least in many ways.

83 Li/Jain, in: Li/Jain, Handbook of Face Recognition, 201, 1, 3; Tistarelli/Champod,
in: Tistarelli/Champod, Handbook of Biometrics for Forensic Science, 2017, 1, 5.
Allerdings konnte auch bei der Passkontrolle (also in einer kontrollierten Umgebung)
ohne Wissen der Betroffenen eine Identifizierung statt nur eine Verifikation durchge-
fithrt werden.

84 Zum damaligen Zeitpunkt (und bis 2007) hiel die Vereinigung noch American
Association for Artificial Intelligence.

85 Bledsoe, ,] Had a Dream: AAAI Presidential Address’, 19 August 1985, AT Magazine
1986, 57.
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I wanted it to read printed characters on a page and handwritten script
as well. I could see it, or a part of it, in a small camera that would fit on
my glasses, with an attached earplug that would whisper into my ear the
names of my friends and acquaintances as I met them on the street. ... For
you see, my computer friend had the ability to recognize faces...”

Als Bledsoe in den 1960er-Jahren gemeinsam mit Helen Chan and Charles
Bisson begann, eine computergestiitzte Gesichtserkennung zu entwickeln,
war dieser Traum weit entfernt davon, Realitat zu werden. Auf der Grund-
lage seiner bisherigen Arbeiten zur Mustererkennung begann der US-ame-
rikanische Informatiker und Mathematiker zunachst mit dem Ziel, einem
Computer beizubringen, zehn Gesichter zu erkennen.8¢ Er wollte einem
Computer eine Datenbank mit zehn Fotos von verschiedenen Menschen
geben und sehen, ob er ihn dazu bringen konne, neue Fotos von jeder die-
ser Personen zu erkennen. Bald, so hoffte Bledsoe, wiirde man diese Zahl
auf tausende Personen erhohen zu konnen.” Was wie ein bescheidenes
Bestreben klingt, war im Jahr 1963 ausgesprochen ehrgeizig und stellte sich
als ein schwieriges Unterfangen heraus. Nach 13 Monaten Arbeit konnte
der Computer kein einziges menschliches Gesicht erkennen.3® Schwierig-
keiten bereitete vor allem die Variabilitit ein und desselben menschlichen
Gesichts. Die Rotation des Kopfs, Lichtverhltnisse und Aufnahmewinkel
kénnen variieren, Menschen altern, Haare und Bart wachsen, und wer auf
einem Foto drgerlich schaut, kann auf dem néchsten breit grinsen.®® Auch
gab es keine einfache Standardmethode, um Fotografien zu digitalisieren,
und daher auch keine digitalen Datenbanken, auf die Forschende hitten

86 Bledsoe, Proposal for a Study to Determine the Feasibility of a Simplified Face Recog-
nition Machine, 1963, 2.

87 Bledsoe, Proposal for a Study to Determine the Feasibility of a Simplified Face Recog-
nition Machine, 1963, 2 (,Soon one would hope to extend the number of persons to
thousands.”).

88 Bledsoe, Facial Recognition Project Report, 1964, 2.

89 Bledsoe, Facial Recognition Project Report, 1964, 2; Bledsoe, The Model Method in
Facial Recognition, Technical Report PRI 15, 1964, 1: ,The variability is extensive. It
includes: (1) Head rotation (from frontal, to profile), and tilt. (2) Lighting intensity
and angle. (3) Photograph size (scale). (4) Facial expression. (5) Aging. (6) Hair
growth"
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zuriickgreifen konnen.”® Diese mussten zunéchst Foto fiir Foto aufgebaut
werden. Verwendet wurden ausschliefSlich Bilder von weiflen Mannern.!

Bledsoe kam zu der Uberzeugung, dass es der vielversprechendste Weg
zur automatisierten Gesichtserkennung war, ein Gesicht auf eine Reihe von
Abstinden und Beziehungen zwischen seinen wichtigsten Orientierungs-
punkten zu reduzieren: Augen, Ohren, Nase, Augenbrauen, Lippen. Dazu
lokalisierten und notierten menschliche Operators die Koordinaten dieser
Merkmale.? Aus diesen Koordinaten wurde eine Liste von 20 Entfernun-
gen berechnet, etwa die Breite des Mundes, die Breite der Augen, der
Abstand von Pupille zu Pupille. Zudem sollte eine grofiere Datenbank
aufgebaut werden. Die Operators waren in der Lage, etwa 40 Bilder pro
Stunde zu verarbeiten. Beim Aufbau der Datenbank wurde der Name der
Person auf dem Foto mit der Liste der berechneten Abstinde verkniipft
und im Computer gespeichert. In der Erkennungsphase wurde das Set an
Abstinden mit den entsprechenden Abstinden fiir jedes Foto verglichen.
Der Computer lieferte dann eine Liste mit den am starksten tibereinstim-
menden Datensdtzen. Bledsoe bezeichnete dieses Vorgehen als ,,Mensch-
Maschine-Technik® (,man-machine technique®),”® da eine menschliche
Mitwirkung zwingend notwendig und eine vollautomatisierte Erkennung
nicht moglich war. Der Algorithmus zur Erkennung der Gesichter war ein
einfacher Abgleich der Abstinde im Gesicht der zu identifizierenden Per-
son mit den Abstinden der Gesichter in der Datenbank. Der Computer war
nicht fiir das Vermessen und Erkennen der Gesichter zustidndig, sondern
nur fiir die Verwaltung der Datenmengen; er war in diesem Sinne (noch)
,blind 4

Einen groflen Sprung in der Entwicklung computergestiitzter Gesichts-
erkennung machte der japanische Informatiker Takeo Kanade im Jahr
1973.5 Mithilfe einer fiir damalige Verhaltnisse enormen Datenbank von
tiber 1000 digitalisierten Fotos entwickelte er das erste automatisierte Ge-

90 Die erste Digitalkamera wurde erst 1975 erfunden, siehe Steven Sasson/Gareth Llyod,
»Electronic still camera“ (U.S. Patent 4,131,919), U.S. Patent and Trademark Office,
1978. Zuvor mussten analoge Fotos manuell digitalisiert werden.

91 Raviv, Wired v. 21.1.2020, https://perma.cc/A7YR-RLDT.

92 Dieses Vorgehen beschreibt Bledsoe in Bledsoe, The Model Method in Facial Recog-
nition, Technical Report PRI 15, 1964, 21.

93 Bledsoe, The Model Method in Facial Recognition, Technical Report PRI 15, 1964, 1.

94 Meyer, Regards Croisés 2020, 12, 16.

95 Kanade, Picture Processing System by Computer Complex and Recognition of Hu-
man Faces, 1973.
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sichtserkennungssystem. Wie bei Bledsoe beruhte auch sein Ansatz darauf,
pragnante Gesichtsmerkmale und deren Abstidnde zu erfassen (Feature-ba-
sed approach). Ein Computerprogramm lokalisierte zunédchst pragnante
Gesichtsmerkmale wie Augenwinkel, Nasenlécher und Kinnspitze und be-
rechnete daraus verschiedene Gesichtsparameter, zum Beispiel den Abstand
zwischen den Mundwinkeln oder zwischen Kinn und Nasenloch.”® Diese
Parameter verglich der Computer dann automatisiert und konnte so im-
merhin 15 von 20 Personen korrekt identifizieren.””

Erst Anfang der 1990er-Jahre gelang der néchste entscheidende Durch-
bruch mit dem ersten vollautomatisierten Gesichtserkennungssystem. Die-
ses von Matthew Turk und Alex Pentland®® entwickelte Verfahren, die
Eigenface-Methode, war die Grundlage fiir eine Reihe von Weiterentwick-
lungen. Anders als frithere Ansdtze, bei denen pragnante Gesichtsmerkmale
und die Beziehung zwischen ihnen im Zentrum standen (Feature-based
approaches), betrachtet ihre Methode das Gesicht als Ganzes. Mithilfe eines
Trainingssets von Bildern wird zunéchst ein Durchschnittsgesicht berech-
net und dann der Unterschied jedes einzelnen Gesichts zu diesem Durch-
schnittsgesicht bestimmt. Darauf resultieren dann die ,Eigenfaces®: ver-
schwommene, gesichtsidhnliche Bilder mit Helligkeitsunterschieden (zum
Durchschnittsgesicht), die iiber das ganze Gesicht verteilt sind. Allerdings
ist diese Methode — wie auch schon die fritheren Ansitze — sehr anfallig fiir
Variationen in Lichtverhiltnissen, Rotation und Skalierung des Gesichts,
Gesichtsausdruck, Verdeckungen und Grofle des Bildes. Die Erkennung
funktioniert nur zuverldssig, wenn die Person bei jeder Bildaufnahme fron-
tal in die Kamera blickt und die Beleuchtung dhnlich ist. Daher miissen die
Bedingungen, unter denen die Bilder aufgenommen werden, sehr prizise
kontrolliert werden. Die Erkennung eines Gegeniibers auf der Strafle, wie
bereits Bledsoe sich dies vorstellte, ist damit nicht moglich.

96 Kanade, Picture Processing System by Computer Complex and Recognition of Hu-
man Faces, 1973, 77 ff., 85 ff.

97 Kanade, Picture Processing System by Computer Complex and Recognition of Hu-
man Faces, 1973, 91.

98 Turk/Pentland, Proceedings of the IEEE Computer Science Conference on Comput-
er Vision and Pattern Recognition 1991, 586; Turk/Pentland, Journal of Cognitive
Neuroscience 1991, 71. Thr Ansatz baute auf der Arbeit von Lawrence Sirovich und
Michael Kirby auf, Sirovich/Kirby, Journal of the Optical Society of America 1987, 519.
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E. Technologie

2. Nutzbarmachung fiir die Strafverfolgung

Um die Forschung zu Gesichtserkennung aus dem Computerlabor zu ho-
len und auch in der Praxis der Strafverfolgung, Nachrichtendienste und
Sicherheitsbehdrden nutzbar zu machen, rief das US-Verteidigungsminis-
terium 1993 das FERET-Programm ins Leben.”” Das Programm stellte
eine fiir damalige Verhaltnisse umfangreiche Datenbank mit etwa 2.400 Bil-
dern zur Verfiigung und unterstiitzte weitere Forschung. Diese Datenbank
ermoglichte es auch, die Leistungsfihigkeit verschiedener Gesichtserken-
nungsalgorithmen zu testen und zu vergleichen. Da die Entwicklungsteams
verschiedene Datenbanken verwendeten, war ein Vergleich zuvor schwie-
rig gewesen. Mit dem FERET-Programm begann auch die Kommerzialisie-
rung automatisierter Gesichtserkennung, die, wie beabsichtigt, zahlreiche
Innovationen und Kostensenkungen mit sich brachte. In den darauffol-
genden Jahren spornten weitere Tests und Wettbewerbe die Entwicklung
an, vor allem die Face Recognition Vendor Tests des US-amerikanischen
National Institute of Standards and Technology (NIST), die noch heute
stattfinden.!00

Der erste bekannte Grofleinsatz von Gesichtserkennung erfolgte beim
Super Bowl im Frithjahr 2001 in Tampa, Florida.!”! Kameras scannten die
tiber 70.000 Football-Fans im Stadion und glichen sie mit polizeilichen
Fahndungslisten ab. Ob von den 19 Treffern tatsachlich einer korrekt war,
blieb offen; zu einer Verhaftung kam es jedenfalls nicht.!%2 Gleichwohl riis-
tete Tampa daraufhin im Sommer 2001 die Videokameras in der Innenstadt
zur ,Smart CCTV® (intelligenten Videoiiberwachung) mit Gesichtserken-
nung auf. Da sich Fehlalarme héuften und die erhofften Treffer ausblieben,
schaltete die Polizei das Programm ab.!%

Dennoch verbreiteten sich Gesichtserkennungssysteme mit rasanter Ge-
schwindigkeit in Folge der Terroranschldge vom 11. September 2001.14 Be-
reits zwei Wochen nach den Attentaten warb ein Unternehmen damit, die

99 National Institute of Standards and Technology, https://perma.cc/3EWX-WC9B.
Einige Behérden wie das FBI hatten wohl auch zuvor schon Forschung zu Gesichts-
erkennung gefordert, ohne dass dies 6ffentlich bekannt gemacht wurde.

100 Zu den Ergebnissen der Tests des NIST auch Kapitel I. E. IV. 4.

101 McCullagh, Wired v. 2.1.2001, https://perma.cc/9ES3-7Q8W.

102 Slevin, The Washington Post v. 1.2.2001, https://perma.cc/CMH5-YGJV.

103 Gates, Culture Unbound Journal of Current Cultural Research 2010, 67, 85.

104 Gates, Cultural Studies 2006, 417, 425; Tomaszewska-Michalak, Studia Politolog-
iczne 2022, 123, 125.
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Bevolkerung mit Gesichtserkennung vor den ,Faces of Terror® zu schiit-
zen.'%> Mit Gesichtserkennungstechnologie, so das Versprechen, hitte man
die Terroristen bereits beim Check-in identifizieren und dadurch die An-
schldge verhindern konnen. Tatsdchlich wurden in den folgenden Monaten
vor allem die Flughdfen biometrisch aufgeriistet und mit Fingerabdruck-
Scannern und Kameras fiir Gesichtserkennung ausgestattet.'’® Auch in der
Strafverfolgung breitete sich die Technologie aus.!” Doch selbst die Herstel-
ler von Gesichtserkennungssystemen rdumten ein: Eine Erkennung sei nur
zuverldssig moglich, wenn die gesuchte Person frontal in die Kamera blickt
und wenn sie iiberhaupt mit Foto als Verdachtiger in einer Datenbank
erfasst ist.108

Einem dieser Hindernisse sollte bereits kurz darauf abgeholfen werden.
Die nach 9/11 gestiegene Bereitschaft der Bevolkerung, ihre Privatheit ge-
gen mehr Sicherheit einzutauschen, bereitete in den ndchsten Monaten und
Jahren den Boden fiir zahlreiche Gesetze, die es ermdglichten, in groflem
Umfang Daten (darunter Bilder) zu erheben, zu sammeln, zu vernetzen
und zu verwerten.'”” So sah etwa das Programm ,,US-VISIT* (United States
Visitor and Immigrant Status Indicator Technology) vor, dass alle Nicht-
US-Biirger bei der Einreise digital fotografiert und ihre Fingerabdriicke
erfasst werden mussten.

3. Durchbruch durch grofie Datenbestinde und maschinelles Lernen

Der technische Fortschritt lief§ etwas ldnger auf sich warten. Doch in den
2010er-Jahren traf Gesichtserkennung dann unerwartet auf eine andere
technologische Innovation: Social Media. Viele Nutzerinnen und Nutzer
waren nicht nur bereit dazu, sondern begierig darauf, etliche Fotos von sich
auf Facebook und Instagram zu verdffentlichen, in allen Facetten, aus allen
Blickwinkeln, zu verschiedenen Tageszeiten, mit Sonnenbrille, mit und
ohne Bart, mit und ohne Make-up - ein Traum fiir jeden Entwickler von
Gesichtserkennungsalgorithmen. 2014 verkiindete Facebook, einen Algo-

105 Gates, Cultural Studies 2006, 417, 425.

106 Siehe nur ACLU, Pressemitteilung vom 20.11.2001, https://perma.cc/R8XV-QAKR.

107 Watkins, The New York Times v. 8.9.2021, https://perma.cc/LB56-EABB.

108 Siehe hierzu O’Connor, Bender’s Immigration Bulletin 2002, 150, 154.

109 Beispielhaft genannt sei nur der USA Patriot Act (Uniting and Strengthening Ame-
rica by Providing Appropriate Tools Required to Intercept and Obstruct Terrorism
Act of 2001), der die Uberwachungsbefugnisse im Inland stark ausweitete.
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E. Technologie

rithmus entwickelt zu haben, dessen Erkennungsrate auch in nicht-kontrol-
lierten Settings an die menschliche Erkennungsfahigkeit heranreiche, sie
teilweise sogar iibertreffe.' Die Software DeepFace war mit {iber 4 Millio-
nen Fotos von rund 4.000 Personen trainiert und anschlieflend anhand der
bekannten Datenbank Labeled Faces in the Wild (LFW) evaluiert worden.
Bei diesem Test erreichte DeepFace eine Erkennungsrate von 97,35 %, Men-
schen erkannten rund 97,5 % der Gesichter korrekt. Zwar miissen diese Er-
gebnisse kritisch eingeordnet werden: Die LFW-Datenbank enthdlt ledig-
lich 13.000 Fotos, die zudem nicht sehr divers sind (wenige Frauen, kaum
Kinder, kaum Menschen Uber 80 Jahren, viele Ethnien kaum oder nicht
vertreten). Auch wurde die Leistungsfahigkeit von DeepFace lediglich
mit Blick auf 1:1-Abgleiche getestet. Mit zunehmender Anzahl von Bildern
und beim Einsatz zur Identifizierung (1:n Abgleich) sinkt die Erkennungs-
leistung von Gesichtserkennungsalgorithmen betrachtlich.> Dennoch war
diese drastische Verbesserung ein Meilenstein.

Entscheidend fiir diesen Fortschritt war neben der schieren Anzahl von
Trainingsdaten (Bildern) das Werkzeug, um diese tiberhaupt erst sinnvoll
verarbeiten zu konnen: maschinelles Lernen. Das maschinelle Lernen ist
gegenwirtig eines der wichtigsten Teilgebiete der Kiinstlichen Intelligenz
und ein Oberbegriff fiir die kiinstliche Generierung von Wissen aus Erfah-
rung.'® Anstatt dem System vorzugeben, was es tun soll, lernt es selbst

110 Taigman/Yang/Ranzato/Wolf, Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition 2014, 1701

111 Siehe den Disclaimer auf der Webseite von Labeled Faces in the Wild, https://per
ma.cc/4PBK-MX5W (,,Many groups are not well represented in LEFW. For example,
there are very few children, no babies, very few people over the age of 80, and a
relatively small proportion of women. In addition, many ethnicities have very minor
representation or none at all).

112 Bei Tests anhand von grofieren Datensitzen zeigte sich wiederholt, dass die bei
Tests in der LFW-Datenbank erzielten ,beinahe-perfekten Erkennungsraten von
Gesichtserkennungsalgorithmen nicht replizierbar waren, siehe nur Kemelmacher-
Shlizerman/Seitz/Miller/Brossard, Proceedings of the IEEE Conference of Compu-
ter Vision and Pattern Recognition 2016, 4873, 4847 (,Algorithms that achieve
above 95% performance on LFW (equivalent of 10 distractors in our plots), achieve
35-75% identification rates with IM distractors.“). Siehe auch Zulgarnain Gilani/Mi-
an, Proceedings of the IEEE Conference of Computer Vision and Pattern Recogni-
tion 2018, 1896, 1896 £., 1898.

113 Norvig/Russell, Artificial Intelligence: A Modern Approach, Global Edition, 4. Aufl.,
2021, 670 ff. (insbesondere: ,An agent is learning if it improves its performance after
making observations about the world. [...] When the agent is a computer, we call
it machine learning: a computer observes some data, builds a model based on the
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Kapitel I. Grundlagen

durch Versuch und Irrtum." Auf Gesichtserkennung iibertragen bedeutet
das: Das System lernt selbst, auf welche Gesichtsmerkmale es achten muss,
um Personen zu erkennen.

Auch andere Technologiegiganten wie IBM, Microsoft und Amazon
setzten auf enorme Datenmengen und maschinelles Lernen, um Gesichts-
erkennungsalgorithmen zu trainieren. Im Zuge der Black-Lives-Matter-Pro-
teste und ihrer Kritik an rassistischer Polizeigewalt entfachte die Kritik
an Gesichtserkennung jedoch neu und die groflen Technologiekonzerne
verkiindeten im Jahr 2020 kurz nacheinander, dass sie ihre Systeme nicht an
Polizeibehdrden verkaufen wiirden.’> Zumindest solange der Einsatz von
Gesichtserkennung nicht durch ein nationales Gesetz geregelt sei, wolle
man die Technologie nicht in die Hiande der Strafverfolgungsbehorden
geben'® Ein US-weites Gesetz zur Verwendung von Gesichtserkennung
durch die Polizei wurde jedoch bis heute nicht erlassen.!”

4. Neue Akteure

Statt der Tech-Giganten trat ein neuer Akteur ins Bild, der revolutionare
Maf3stabe setzte: das Start-Up Clearview AL Der Durchbruch war aller-
dings weniger ein technologischer als vielmehr ein ethischer.® Das Un-
ternehmen war in die Schlagzeilen geraten, nachdem bekannt geworden
war, dass es von offentlichen Webseiten wie Facebook, Instagram, Twitter

Machine learning data, and uses the model as both a hypothesis about the world
and a piece of software that can solve problems.).

114 Treffend auch Tufekci in Coded Bias Discussion Guide 2021, 9, https://perma.cc/79
PM-RZ2B: ,There are two ways in which you can program computers. One of them
is more like a recipe. You tell the computer to do this, do this, do this, do this. That’s
been the way we’ve programmed computers almost from the beginning. Now there’s
another way. That way is feeding the computer lots of data and then the computer
learns to classify by digesting this data.

115 Denham, The Washington Post v. 11.6.2020, https://perma.cc/2ENX-EA99. Jeden-
falls IBM hat sich zwischenzeitlich jedoch umentschieden und bietet Strafverfol-
gungsbehdrden nun doch Gesichtserkennungssoftware an, Wilding, The Verge v.
31.8.2023, https://perma.cc/Q533-Z8AV.

116 Greene, The Washington Post v. 11.6.2020, https://perma.cc/Q255-8FPL.

117 Zur uniibersichtlichen und uneinheitlichen Rechtslage Rabinowicz, Harvard Jour-
nal of Law and Technology JOLT Digest, 4.5.2023, https://perma.cc/CU57-RQ9S.

118 So die zutreffende Einschdtzung der New York Times Reporterin Kashmir Hill
in Mineo, The Harvard Gazette v. 26.10.2023, https://perma.cc/38QG-HF26
(»Clearview made an ethical breakthrough, not a technological one.).
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E. Technologie

und YouTube Milliarden von Fotos mit Gesichtern zusammengetragen und
in einer per Gesichtserkennung durchsuchbaren Datenbank gespeichert
hatte.” Uber 30 Milliarden Bilder hat Clearview AI so mittlerweile gesam-
melt.”?% In einer App kann ein beliebiges Foto hochgeladen und so der
Name der abgebildeten Person ermittelt werden. Hunderte Polizeibehdrden
in den USA setzen auf die App, Anfang 2023 war sie bereits fiir 1 Milli-
on Suchldufe verwendet worden.!?! Unterdessen entwickelt Clearview Al
weitere Anwendungen fiir seine Gesichtserkennungstechnologie. Es wird
zukiinftig seine Gesichtserkennungstechnologie in Augmented-Reality-Bril-
len integrieren, verbunden mit der Clearview AI-App und der Datenbank
mit 30 Milliarden Gesichtern.’?? Mit dieser Brille soll es fiir Polizisten
moglich sein, durch die Straflen zu gehen und gesuchte Personen zu identi-
fizieren.!??

Bledsoe schloss seine Ansprache vom 19. August 1985 an die Mitglieder
der Association for the Advancement of Artificial Intelligence mit den
Worten: ,,I have told you about my dream, have offered advice for young
researchers, and have offered my opinion on important areas of Al re-
search. But of all the predictions that I could make, the one that 'm most
sure about is that we will again be surprised1>* Und tberrascht wire er.
Sein jahrelanger Traum von einem ,,mechanischen Computer-FreundS, der
Menschen auf der Strafle erkennt, ist Realitdt geworden.

III. Ablauf einer Erkennung
Im Gegensatz zu Menschen vergleicht die automatisierte Gesichtserken-

nung nicht die Gesichter selbst, sondern numerische Darstellungen der
Gesichter, sogenannte Face Embeddings'?®. Face Embeddings sind Vekto-

119 Hill, The New York Times v. 18.1.2020, https://perma.cc/C4H9-NC6H.

120 Vgl. die Webseite von Clearview AI, How We Store and Search 30 Billion Faces,
https://perma.cc/26PG-KURE.

121 Clayton/Derico, BBC v. 27.3.2023, https://perma.cc/Q97Q-YFPQ.

122 Hill, Your Face Belongs to Us, 249f. Uber China wird berichtet, dass die Polizei
an einigen Orten bereits 2018 Sonnenbrillen mit integrierter Gesichtserkennung
nutzte, Mozur, The New York Times v. 8.7.2018, https://perma.cc/BC7A-GUNG5.

123 Hill, Your Face Belongs to Us, 249 f.

124 Bledsoe, ,] Had a Dream: AAAI Presidential Address’, 19 August 1985, AI Magazine
1986, 57, 61.

125 Der Begriff Template wird ebenfalls gebraucht, neuere Publikationen verwenden
hingegen {iberwiegend den Begriff Embeddings.
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Kapitel I. Grundlagen

ren, die Gesichtsmerkmale représentieren.”?® Zur Extraktion der Embed-
dings werden heutzutage tiefe, kiinstliche neuronale Netze verwendet, die
vorab mit Millionen oder auch teilweise Milliarden von Bildern trainiert
wurden;'?” eine anschauliche Erklarung wie sie genau zustande kommen,
ist aufgrund der Komplexitit (teilweise Milliarden Rechenoperationen pro
Embedding-Generierung) nicht moglich. Diese Embeddings werden dann
miteinander abgeglichen, etwa das Embedding des Gesichts eines Tatver-
dachtigen mit den Embeddings der Gesichter in einer Datenbank. Je gerin-
ger die Entfernung zwischen den Vektoren, desto mehr &hneln sich die
Embeddings.?8 Liegt die Ahnlichkeit oberhalb des eingestellten Schwellen-
werts, dann werden die beiden Embeddings und damit die ihnen zugrunde
liegenden Gesichter als tibereinstimmend eingestuft.'?°

Wie hoch oder niedrig der Schwellenwert eingestellt werden sollte, un-
terscheidet sich je nach Einsatzszenario.’? Je geringer er angesetzt wird,
desto mehr falsche Treffer liefert das System." Bei einem Wert von 75 %
wiirden beispielsweise alle Personen angezeigt, die der gesuchten Person so
weit dhneln (genauer gesagt: deren Embedding dem der gesuchten Person
so weit dhnelt). Dadurch steigt die Gefahr einer Fehlidentifizierung. Ein
solcher geringer Schwellenwert hat aber den Vorteil, dass der Gesuchte
auch anhand von Bildern erkannt werden konnte, die eine suboptimale
Qualitat haben oder unter schlechten Lichtverhaltnissen entstanden sind.

126 Vgl. nur Schroff/Kalenichenko/Philbin, Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition 2015, 815, 821.

127 Siehe etwa bei Knoche/Horman/Rigoll, Leibniz Transactions on Embedded Sys-
tems 2022, arXiv, 1, 6. Allgemein zum Training von Bilderkennungssystemen Leu-
pold/Wiebe/Glossner/Baum, IT-Recht, 4. Aufl. 2021, Teil 9.1 Technische Grundla-
gen, Rn. 29 ff. Siehe auch Tan/Guo, in: Li/Jain/Deng, Handbook of Face Recog-
nition, 2024, 3, 6 ff.

128 Siehe beispielhaft bei Schroff/Kalenichenko/Philbin, Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition 2015, 815 (,The network is
trained such that the squared L2 distances in the embedding space directly corre-
spond to face similarity: faces of the same person have small distances and faces of
distinct people have large distances.).

129 Vgl. Li/Jain, in: Li/Jain, Handbook of Face Recognition, 2011, 1, 3.

130 Beispielsweise kann es beim Sortieren von Fotos auf dem eigenen Smartphone
sinnvoll sein, wenn ein geringer Schwellenwert gilt, denn dann findet die Gesichts-
erkennung womdglich auch Bilder, auf denen die gewiinschte Person schriag von der
Seite oder bei Dunkelheit aufgenommen wurde; gleichzeitig konnen in einem sol-
chen Anwendungsszenario die falschen Treffer ohne Probleme manuell aussortiert
werden.

131 Ausfiihrlich zu den Fehlerraten von Gesichtserkennung sogleich unter III.
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Je hoher der Schwellenwert hingegen angesetzt wird, desto weniger
wahrscheinlich ist es, dass falsche Matches generiert werden.!*? Dadurch
sinkt die Gefahr von Fehlidentifizierungen durch die Polizei, da das System
von vornherein weniger (mogliche) Treffer vorschlagt.

IV. Fehlerraten

»Data is destiny.”
- Joy Buolamwini'3

Automatisierte Gesichtserkennung ist nicht fehlerfrei. Wie auch bei an-
deren Anwendungen der Kiinstlichen Intelligenz und des maschinellen
Lernens beeinflussen Anzahl, Qualitdt und Diversitit der Trainingsdaten
entscheidend die Leistungsfahigkeit des Gesichtserkennungssystems. Auch
die Qualitdt der Input-Daten, also die zum Abgleich herangezogenen Licht-
bilder, wirkt sich auf die Leistung aus. Dieser Abschnitt erlautert zunéchst
die Arten von Fehlern (1.) und ihre Ursachen (2.). Zudem wird darauf
eingegangen, unter welchen Umstdnden eine hohere Fehlerrate auch er-
wiinscht sein kann (3.). Darauf folgt ein Uberblick zum aktuellen Stand der
Leistungsfahigkeit der Technologie (4.). Zuletzt wird néher betrachtet, ob
und aus welchem Grund sich die Fehlerraten fiir unterschiedliche Bevolke-
rungsgruppen unterscheiden (5.).

1. Arten von Fehlern

Bei dem Einsatz von Technologien zur automatisierten Gesichtserkennung
konnen zwei Arten von Fehlern entstehen: falsche Treffer (False positives)
und falsche Nichttreffer (False negatives). Wenn die Technologie eine Per-
son falschlicherweise nicht identifiziert, handelt es sich um einen falschen
Nichttreffer, bei einer Fehlidentifizierung um einen falsch-positiven Treffer.

132 Vgl. auch Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation
(FRTE) Part 2: Identification, NISTIR 8271 Draft Supplement, 2023, 10 f., 31.
133 Coded Bias Discussion Guide 2021, 9, https://perma.cc/79PM-RZ2B.
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Tatsachlich
Person A Nicht Person A
Person A True Positive False Positive
Vorhersage des
Systems
Nicht Person A False Negative True Negative

Abbildung 2: True positives, False positives, True negatives, False negatives

Wenn also Person A auf dem vorhandenen Bildmaterial zu sehen ist,
die Technologie sie aber nicht als Person A erkennt, ist dies ein falscher
Nichttreffer (False negative). Zeigt das Bildmaterial hingegen Person B, die
Technologie wirft aber das Ergebnis aus, dass die Bilder Person A zeigen,
dann liegt ein falsch-positiver Treffer (False positive) vor.

a) Falsche Nichttreffer (False negatives)

Ein falscher Nichttreffer bedeutet in allen Einsatzszenarien automatisierter
Gesichtserkennung ,,nur®, dass die Technologie das gewiinschte Ergebnis
nicht liefert.** Gesichtserkennung ist in diesem Fall dann lediglich kein
hilfreiches Ermittlungstool, es entstehen aber grundsitzlich keine Risiken
fiir den Verdéchtigen oder Unbeteiligte.

b) Falsche Treffer (False positives)

Ein falsch-positiver Treffer bei der Identitidtsermittlung bedeutet hingegen,
dass ein Unbeteiligter falschlicherweise als der Verdéchtige identifiziert

134 Beim Einsatz von Gesichtserkennung zur Ermittlung der Identitét eines unbekann-
ten Verddchtigen etwa wird dann diese Person, obwohl sie in der Datenbank vor-
handen ist, nicht als Treffer angezeigt. Beim Einsatz von Gesichtserkennung zur
Echtzeit-Fahndung wird der Gesuchte nicht erkannt (und daher kein Alarm bei der
Polizei ausgelost), obwohl er tatsdchlich an der mit Gesichtserkennung ausgestatte-
ten Kamera vorbeigelaufen ist.
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wird.> Das kann dazu fithren, dass er Adressat strafprozessualer Ermitt-
lungsmafinahmen wird. Wie bereits erwéhnt, gibt es bereits eine Reihe
solcher Fille in den USA, in denen es zu Festnahmen Unschuldiger kam,
die falschlicherweise von einer Gesichtserkennungssoftware als Verdéchtige
einer Straftat identifiziert wurden.!*

¢) Messung

Wie fehlerbehaftet ein System ist, kann mit der Falschakzeptanzrate (False
acceptance rate) und der Falschriickweisungsrate (False rejection rate) an-
gegeben werden. Die False acceptance rate ist die Rate (Prozentsatz), mit
der die aus den Gesichtern zweier verschiedener Personen extrahierten
Merkmalssitze als iibereinstimmend gewertet werden; vereinfacht also die
Rate, mit der félschlicherweise zwei unterschiedliche Personen als Match
(False positive) gewertet werden.”” Die False rejection rate ist der Prozent-
satz der Fille, in denen eine Person nicht mit ihren eigenen vorhandenen
Referenzvorlagen als tibereinstimmend gewertet wird; mit anderen Worten:

135 Falsch-positive Treffer wirken sich in den Einsatzszenarien jeweils auf verschiedene
Weise aus. Im Falle einer Observation mittels Gesichtserkennungstechnologie be-
deutet eine falsch-positive Erkennung, dass Videomaterial félschlicherweise einem
Verdichtigen zugeordnet wird. Bleibt der Fehler unerkannt, ziehen die Strafverfol-
gungsbehérden womdglich falsche Schliisse aus einem Verhalten oder Bewegungs-
muster, das in Wirklichkeit gar nicht von dem Verdachtigen stammt. Bei der Echt-
zeit-Fahndung kann ein falsch-positives Match bedeuten, dass ein Unbeteiligter
angehalten und festgenommen wird.

136 Zu diesen Fillen auch ausfiihrlich Kapitel III. B. I. 1. Zu der Frage, ob in diesen
Fallen der Fehler nicht eher bei den Polizisten als bei der Technologie lag Kapitel
III. B. II. Beim Einsatz von Echtzeit-Gesichtserkennung zur Lokalisierung eines
Verdéchtigen bedeutet ein falsch-positiver Treffer hingegen, dass ein unbeteiligter
Passant félschlicherweise als {ibereinstimmend mit dem Gesuchten gewertet wird;
er wird dann méglichweise von der Polizei angehalten, aufgefordert sich auszuwei-
sen oder festgenommen.

137 Wei/Li, in: Tistarelli/Champod, Handbook of Biometrics for Forensic Science, 2017,
177, 182. In der Fachliteratur ist die Terminologie uneinheitlich, siehe etwa Wei/Li,
in: Tistarelli/Champod, Handbook of Biometrics for Forensic Science, 2017, 177,
182 (False acceptance rate und False rejection rate); Brauckmann/Busch, in: Li/Jain,
Handbook of Face Recognition, 2011, 639, 642 (False nonmatch rate und False
match rate). Die Rate bezieht sich immer auf die Anzahl der falschen Matches bei
einem bestimmten Schwellenwert.
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der Prozentsatz der echten Matches, die aber nicht als solche erkannt
werden (False negatives).38

2. Ursachen von Fehlern
a) Unterschiedliche Leistungsfahigkeit verschiedener Systeme

Die Leistungsfiahigkeit eines Gesichtserkennungssystems hiangt von ver-
schiedenen Faktoren ab. Zunichst unterscheiden sich die Algorithmen
verschiedener Entwickler (und teilweise sogar ein und desselben Entwick-
lers) in ihrer Performance;!?° insbesondere die Qualitat und Diversitat der
Trainingsdaten haben einen groflen Einfluss auf die Fehlerrate. Je mehr
Trainingsdaten verwendet werden und je unterschiedlicher diese sind (etwa
mit Blick auf Geschlecht, Ethnie und Alter), desto robuster und weniger
fehleranfallig sind die Systeme.140

b) Unkooperatives Setting

Auch haben Beleuchtung, Aufnahmewinkel, Gesichtshaltung, Gesichtsaus-
druck und Bewegung einen groflen Effekt auf die Erkennungsleistung.*!
Insgesamt sind daher die Fehlerraten in kooperativen Benutzerszenarien
(kontrollierte Aufnahmebedingungen und Mitwirkung des Betroffenen)
deutlich geringer als in nicht-kooperativen Benutzerszenarien.*? Ein Ge-
sichtserkennungssystem wird also wahrscheinlicher einen Fehler machen,
wenn es einen Téater identifizieren soll, der bei Ddmmerung von schrig
oben von einer Uberwachungskamera gefilmt wurde als bei einer automati-

138 Wei/Li, in: Tistarelli/Champod, Handbook of Biometrics for Forensic Science, 2017,
177,182.

139 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 9. Siehe auch bereits Grother/
Quinn/Ngan, Face In Video Evaluation (FIVE), 2017, 14, die in der Auswahl des
Algorithmus* den wichtigsten Einflussfaktor fiir die Erkennungsgenauigkeit sehen.

140 Zu hoheren Fehlerraten fiir einige Bevolkerungsgruppen (und damit insgesamt
hoherer Fehleranfilligkeit) bei vielen Gesichtserkennungssystemen siehe Kapitel 1.
E.IV.5.

141 Li/Jain, in: Li/Jain, Handbook of Face Recognition, 2011, 1, 3.

142 Zu dieser Unterscheidung auch Li/Jain, in: Li/Jain, Handbook of Face Recognition,
2011, 1, 3 (cooperative vs. non-cooperative).

54

am 14.01.2028, 08:29:3!


https://doi.org/10.5771/9783748949459
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

E. Technologie

sierten Passkontrolle am Flughafen, bei der die Person in gut beleuchtetem
Umfeld direkt in die Kamera blickt. In den fiir die Strafverfolgung relevan-
ten Finsatzszenarien stammen die Aufnahmen, auf denen der Verdichtige
erkannt werden soll, meist aus einem nicht-kooperativen Setting. Bei der
Identititsermittlung werden Fotos von Uberwachungskameras oder Smart-
phones von Zeugen, auf denen die Straftat festgehalten wurde, herangezo-
gen.

¢) Qualitat der abzugleichenden Bilder

Zudem héngt die Leistung stark von der Bildqualitdt der Aufzeichnungen
ab, die abgeglichen werden. Eine schlechte Qualitit macht die Erkennung
deutlich schwieriger.!*> Bei der Verwendung von Gesichtserkennung zur
Identitdtsermittlung haben die in der Datenbank zum Abgleich gespeicher-
ten Lichtbilder weit iberwiegend eine sehr hohe Qualitit, da sie unter kon-
trollierten Bedingungen (erkennungsdienstliche Mafinahmen) aufgenom-
men wurden.#* Die von Smartphones oder Uberwachungskameras erstell-
ten Aufzeichnungen des Tatverddchtigen wiederum konnen dagegen von
schlechterer Qualitat sein.

d) Alterung und Gesichtsabnutzung

Ein grofler Zeitabstand zwischen den zu vergleichenden Bildern erhéht
die Wahrscheinlichkeit, dass das Gesichtserkennungssystem einen Verdéch-
tigen nicht erkennt, obwohl er in der Datenbank gespeichert ist (False
negative).'*> Das liegt daran, dass sich das Gesicht mit dem Alter verdndert;

143 Siehe nur Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation
(FRTE) Part 2: Identification, NISTIR 8271 Draft Supplement, 2023, 9; Wei/Li,
in: Tistarelli/Champod, Handbook of Biometrics for Forensic Science, 2017, 177, 182.

144 Bei den in der polizeilichen Datenbank INPOL gespeicherten Lichtbildern bei-
spielsweise handelt es sich zum grofiten Teil um Portritfotos, die im Rahmen einer
erkennungsdienstlichen Mafinahme erstellt wurden. Nur vereinzelt werden auch
suncontrolled images“ aus Uberwachungsvideos gespeichert, wenn kein anderes
Bild der Person verfligbar ist, Summary report of the project ,Towards the Euro-
pean Level Exchange of Facial Images“ (TELEFI) 2021, 75, https://perma.cc/T6NE
-GTRV.

145 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 10 f.
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Kapitel I. Grundlagen

typischerweise geschieht dies graduell, Umstinde wie etwa verstarkter Dro-
genkonsum konnen dies jedoch enorm beschleunigen und dadurch die
Erkennung stark erschweren.¢ Auch bei Kindern und Jugendlichen kann
sich das Gesicht und damit die Merkmalsauspragung in kiirzerer Zeit stark
verandern, sodass bei ihnen vermehrt zu erwarten ist, dass sie falschlicher-
weise nicht erkannt werden.!”

e) Grofle der Datenbank

Je mehr Personen sich in einer Datenbank befinden, desto wahrscheinli-
cher ist es, dass falsche Matches generiert werden.*8 Denn mit einer stei-
genden Anzahl an Personen steigt auch die Wahrscheinlichkeit, dass sich
mehr und mehr Personen mit einer dhnlichen Gesichtsmerkmalsauspra-
gung in der Datenbank befinden, die das System nicht auseinanderhalten
kann.

f) Gewihlter Schwellenwert

Die Fehlerrate hiangt aber auch von dem eingestellten Schwellenwert
ab. Wird lediglich ein geringer Schwellenwert eingestellt und damit nur
eine geringere Ubereinstimmung der den Bildern zugrunde liegenden
Embeddings gefordert, generiert das Gesichtserkennungssystem mehr fal-
sche Matches. Dadurch ergibt sich eine hohere False acceptance rate als
bei einem hoheren Schwellenwert. Wird andererseits jedoch ein héherer
Schwellenwert eingestellt, ist es wahrscheinlicher, dass (falschlicherweise)

146 Yadav/Kohli/Pandey/Singh/Vatsa/Noore, Proceedings of the IEEE Winter Confer-
ence on Applications of Computer Vision 2016, 1; Grother/Ngan/Hanaoka, Face
Recognition Technology Evaluation (FRTE) Part 2: Identification, NISTIR 8271
Draft Supplement, 2023, 11.

147 Grother/Ngan/Hanaoka, Face Recognition Vendor Test (FRVT) Part 3: Demo-
graphic Effects, 2019, 17.

148 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 10, 34. Brauckmann/Busch, in:
Li/Jain, Handbook of Face Recognition, 2011, 639, 644; Phillips/Grother/Micheals,
in: Li/Jain, Handbook Handbook of Face Recognition, 2011, 551, 569.
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kein Match generiert wird, obwohl sich die gesuchte Person in der Daten-
bank befindet.!4?

3. ,Erwiinschte® Fehler

Ein geringerer Schwellenwert und damit eine héhere False acceptance rate
kann in bestimmten Situationen aber sogar sinnvoll sein. Bei der alltagli-
chen Verwendung von Gesichtserkennung, um Fotos auf dem Smartphone
zu sortieren (z. B. alle Bilder von Person A) kann es niitzlich sein, eine
hohere False acceptance rate einzustellen, um auch Bilder zu finden, bei
denen die Person bei schlechter Beleuchtung oder aus einem ungiinstigen
Winkel fotografiert wurde. Die anderen Personen, die aufgrund der niedri-
geren Ahnlichkeitsrate dann ebenfalls zugeordnet werden, kénnen manuell
aussortiert werden.

Im Rahmen der Strafverfolgung kann dies unter Umstdnden ebenfalls
sinnvoll sein. Zumindest bei besonders gewalttatigen und gefahrlichen Ver-
ddchtigen, bei denen die Polizei keinerlei Hinweis auf die Identitt hat,
konnte es wiinschenswert sein, fiir die automatisierte Gesichtserkennung
Bilder zu verwenden, die sehr unscharf sind oder aus einem ungiinstigen
Winkel aufgenommen wurden, auch wenn die Ahnlichkeitsschwelle wo-
mdoglich sehr niedrig angesetzt werden miisste, um iiberhaupt Ubereinstim-
mungen mit einem solchen Bild zu erzielen. Auf diese Weise konnte die
Polizei zumindest einen ersten Ermittlungsansatz haben, auch wenn das
bedeutet, dass sie Dutzende von unschuldigen Personen manuell oder nach
zusdtzlichen Ermittlungen aussortieren muss.!>

149 Zu diesem Trade-off zwischen falschen Treffern (False positives) und falschen
Nichttreffern (False negatives) sogleich im néchsten Abschnitt.

150 Vgl. Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part
2: Identification, NISTIR 8271 Draft Supplement, 2023, 10. Dies gilt insbesondere
fiir Situationen, in denen es entscheidend ist, den Verdéchtigen schnell zu finden.
So lag der Fall etwa bei den Terroranschldgen auf den Boston-Marathon im April
2013; siehe zum Folgenden Klontz/Jain, A case study on unconstrained facial re-
cognition using the Boston marathon bombings suspects, Technical Report MSU-
CSE-13-4, 2013, 1. Nach dem Anschlag waren die Strafverfolgungsbehérden nicht
in der Lage, die beiden Verdachtigen durch Gesichtserkennung zu identifizieren,
obwohl beide Téter in der Datenbank gespeichert haben. Das Federal Bureau of
Investigation (FBI) veroffentlichte Fotos und Videos der beiden Verdachtigen und
rief die Bevolkerung zur Mithilfe bei der Identifizierung auf. Dadurch wussten die
Tater, dass sie unter Verdacht standen und starteten einen Fluchtversuch, der zu
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Es besteht ein Trade-off zwischen falschen Treffern (False positives) und
falschen Nichttreffern (False negatives).”' Je niedriger der Schwellenwert
angesetzt wird, desto mehr falsch-positive Treffer werden generiert. Ein
hoherer Schwellenwert verringert zwar solche falsch-positiven Treffer, dies
hat jedoch den Preis, dass falschlicherweise auch echte Treffer nicht als
solche erkannt werden.

4. Stand der Technik

Der folgende Uberblick zeigt den aktuellen Stand der Technik mit Blick auf
die Leistungsfahigkeit (Fehlerraten) von Gesichtserkennungssystemen. Die
Technologie hinter der automatisierten Gesichtserkennung entwickelt sich
jedoch kontinuierlich und mit rasanter Geschwindigkeit weiter. Ein solcher
Uberblick ist daher zwangslaufig nur eine Momentaufnahme.

a) Ergebnisse der Face Recognition Vendor Tests des NIST

Die Leistungsfdhigkeit von Gesichtserkennungsalgorithmen kann am bes-
ten anhand unabhéngiger Tests beurteilt werden, denn dadurch ist eine
Vergleichbarkeit gewahrleistet. Das US-amerikanische National Institute
of Standards and Technology (NIST) fiihrt regelmafSig die Face Recog-
nition Vendor Tests durch, bei denen Gesichtserkennungsentwickler ihre
Algorithmen evaluieren lassen konnen. Dabei zeigt sich mit jedem Test
ein erheblicher und immer schnellerer Fortschritt in der Leistungsfahig-
keit. Bereits in den Jahren 2013 bis 2018 wurden massive Genauigkeitsstei-
gerungen erzielt; mindestens 30 Algorithmen iibertrafen den genauesten

einer massiven Fahndung, der Schlieflung der 30.000-Einwohner-Stadt Watertown,
Massachusetts, und zu einer todlichen Konfrontation mit der Polizei fithrte. Damals
war es den Strafverfolgungsbehorden nicht méglich, die beiden Verdéchtigen per
Gesichtserkennung zu identifizieren. Heute, zehn Jahre spiter, hat sich die Tech-
nologie jedoch so stark verbessert, dass die Téater womdglich hitten identifiziert
werden konnen, ohne die Offentlichkeit um Hilfe zu bitten und damit die Verdich-
tigen darauf aufmerksam zu machen, dass die Polizei ihnen auf der Spur war.
Vielleicht hitte die heutige Gesichtserkennungstechnologie den Schusswechsel im
o6ffentlichen Raum und den Tod eines Polizeibeamten verhindern konnen.

151 Zu diesem Trade-off auch Grother/Ngan/Hanaoka, Face Recognition Technology
Evaluation (FRTE) Part 2: Identification, NISTIR 8271 Draft Supplement, 2023, 10,
32.
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Algorithmus aus der vorherigen Testperiode (2010 bis 2013).1°2 Der beste
Gesichtserkennungsalgorithmus bei der letzten Evaluierung (Stand 2023;
Algorithmus 2019/2020 eingereicht) ist nun noch einmal wesentlich genau-
er; seine Performance geht iiber alles hinaus, woriiber der vorherige Test
berichtet hatte.!>® Thm wird eine ,beinahe perfekte Erkennungsleistung“>*
bescheinigt.!>

Dieser deutliche Fortschritt beruht auf dem zunehmenden Einsatz sog.
Deep Convolutional Neural Networks (einer Form von kiinstlichen neuro-
nalen Netzen).’¢ Die dadurch entwickelten Algorithmen sind zunehmend
toleranter gegeniiber Fotos von geringer Qualitdt, mit schlechten Lichtver-
héltnissen oder auf denen die Person nicht direkt in die Kamera blickt.
Viele Algorithmen sind mittlerweile sogar in der Lage, ein von der Seite
aufgenommenes Gesicht korrekt einem Frontalfoto der Person zuzuordnen.
Damit wurde ein lang ersehnter Meilenstein in der Gesichtserkennungsfor-
schung erreicht.’¥

152 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 8.

153 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 8.

154 Abgeleitet wurde dies davon, dass der Algorithmus eine Rank one miss rate von
0,1 % erreichte. Die Rank one miss rate ist (neben z. B. der False acceptance rate und
der False non-acceptance rate) eine weitere Moglichkeit, die Genauigkeit zu messen.
Sie besteht darin, unabhéangig vom Schwellenwert zu fragen, ob der Treffer mit dem
hochsten Ubereinstimmungswert (Ahnlichkeitswert) ein falscher Treffer ist, und
daraus eine Rank one miss rate zu berechnen, also die Rate, bei der das Paar mit
dem hochsten zuriickgegebenen Ahnlichkeitswert (Rank one der Suchergebnisse)
keine echte Ubereinstimmung ist.

155 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 8.

156 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 8; siche auch Niederée/Nejdl
in Ebers/Heinze/Kriigel/Steinrotter, Kiinstliche Intelligenz und Robotik, 2020, §2
Technische Grundlagen der KI, Rn. 74 ff. In den vergangenen ein bis zwei Jahren
werden zudem vermehrt Vision Transformer Modelle, eine andere Form von kiinst-
lichen neuronalen Netzen, verwendet.

157 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 8.
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b) Einordnung

Allerdings ordnet das NIST selbst diese Ergebnisse kritisch ein. Zundchst
wurden diese sehr geringen Fehlerraten nur bei Tests mit gut beleuchteten
polizeilichen Fotos (Mugshot images) erzielt, die in einem iiberwachten
Setting aufgenommen wurden.!>® Bei einer Erkennung anhand von Bildern,
die unter nicht-kontrollierten Umstinden aufgenommen wurden (z. B.
Webcam-Bilder von schlechterer Qualitat), stieg die Fehlerrate selbst bei
genaueren Algorithmen oft um tiber 20 %. Dariiber hinaus variieren die
Algorithmen enorm in ihrer Genauigkeit. So liegt beispielsweise die falsch-
negative Fehlerquote des besten Algorithmus® in einem Szenario bei weit
unter 1%, die Fehlerquote des schlechtesten bei iber 50 %.1° Zudem spielt
die Grofle der Datenbank eine Rolle fiir die Fehlerraten; je mehr Personen
sich in ihr befinden, desto wahrscheinlicher ist es, dass verschiedene Perso-
nen sich dhneln und daher ein falsches Match erzielt wird.!®® Fehler sind
auflerdem wahrscheinlicher, wenn ein grofler Zeitabstand zwischen den
Bildaufnahmen einer Person liegt.!!

5. Hohere Fehlerraten bei einigen Bevolkerungsgruppen

Gesichtserkennungssysteme stehen in der Kritik, ,verzerrt® (,biased®) zu
sein, da sich das Problem der Fehl-Erkennungen ungleich auf verschiede-
ne Bevolkerungsgruppen auswirkt. In einer eigens hierzu durchgefiihrten
Studie hat das NIST 189 Gesichtserkennungsalgorithmen von 99 Entwick-
lern auf demografisch bedingte Unterschiede in der Genauigkeit getestet
und kam zu dem Ergebnis, dass viele Gesichtserkennungssysteme People
of Color, Frauen, Kinder und alte Menschen hadufiger falsch als Treffer
identifizieren als andere demografische Gruppen.!'? Die meisten Fehler

158 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 8.

159 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 9.

160 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 10.

161 Grother/Ngan/Hanaoka, Face Recognition Technology Evaluation (FRTE) Part 2:
Identification, NISTIR 8271 Draft Supplement, 2023, 10 f.

162 Umfassend hierzu Grother/Ngan/Hanaoka, Face Recognition Vendor Test (FRVT)
Part 3: Demographic Effects, 2019. Siehe auch bereits Klare/Burge/Klontz/Vorder
Bruegge/Jain, IEEE Transactions on Information Forensics and Security 2012, 1789.
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traten bei der Erkennung von weiblichen People of Color auf.!®® Bei vielen
Algorithmen variierten die False acceptance rates iiber die verschiedenen
Bevolkerungsgruppen hinweg um das 10- bis tiber 100-fache.!** Solche Un-
terschiede in der Erkennungsgenauigkeit fand das NIST bei den meisten,
aber nicht bei allen Algorithmen.!%> Bei Gesichtserkennungssystemen, die
sich allgemein durch eine geringe Fehlerrate auszeichnen, ist tendenziell
auch weniger mit gruppenbezogenen Unterschieden in den Fehlerraten zu
rechnen !¢ Insgesamt bestanden jedoch grofle Unterschiede zwischen den
verschiedenen Algorithmen mit Blick auf die Genauigkeit bei der Identifi-
zierung verschiedener demografischer Gruppen.!¢”

Bemerkenswert ist allerdings, dass viele in China trainierte Algorithmen
nicht die erhohten False acceptance rates fiir chinesische Gesichter aufwie-
sen, die in anderen Landern entwickelte Algorithmen hatten.!®® Der NIST-
Bericht kam daher zu dem Schluss, dass nicht-diverse Trainingsdaten der
Grund fiir die Genauigkeitsunterschiede bei vielen Algorithmen sein konn-
ten und dass Entwickler, die in vielfiltigere Trainingsdaten investieren,
diese demografischen Effekte abmildern konnten.'®® Daher wird vielfach
geschlussfolgert, dass diese ,Defekte” in Zukunft durch weitere Forschung

Vgl. auch den Hinweis in Europdische Kommission, WeiSbuch ,Zur kiinstlichen
Intelligenz - ein europdisches Konzept fiir Exzellenz und Vertrauen’, COM(2020)
65 final, 2020, 13. Die in diesem Kontext sehr haufig zitierte Studie ,,Gender Shades®
von Buolamwini und Gebru befasste sich nicht mit Gesichtserkennung, sondern
mit Algorithmen zur Klassifizierung von Gesichtern; sieche Buolamwini/Gebru, Pro-
ceedings of Machine Learning Research 2018, 1, 9.

163 Grother/Ngan/Hanaoka, Face Recognition Vendor Test (FRVT) Part 3: Demo-
graphic Effects, 2019, 3.

164 Grother/Ngan/Hanaoka, Face Recognition Vendor Test (FRVT) Part 3: Demo-
graphic Effects, 2019, 2. Sie verwenden den Begriff ,false positive rate“ oder ,false
positive identification rate®.

165 Grother/Ngan/Hanaoka, Face Recognition Vendor Test (FRVT) Part 3: Demo-
graphic Effects, 2019, 3, 8.

166 Grother/Ngan/Hanaoka, Face Recognition Vendor Test (FRVT) Part 3: Demo-
graphic Effects, 2019, 2.

167 Grother/Ngan/Hanaoka, Face Recognition Vendor Test (FRVT) Part 3: Demo-
graphic Effects, 2019, 2.

168 Grother/Ngan/Hanaoka, Face Recognition Vendor Test (FRVT) Part 3: Demo-
graphic Effects, 2019, 71.

169 Grother/Ngan/Hanaoka, Face Recognition Vendor Test (FRVT) Part 3: Demo-
graphic Effects, 2019, 71. Siehe auch zuvor schon Phillips/Jiang/Narvekar/Ayyad/
O’Toole, ACM Transactions on Applied Perception 2011, 1.
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und umfangreichere, vielféltigere Datenbanken automatisierter Gesichtser-
kennung behoben wiirden.1”0

Zum jetzigen Zeitpunkt ist es jedoch eine Tatsache und Stand der
Forschung, dass viele Algorithmen bei People of Color, Frauen, ilteren
Menschen und Kindern weniger genau sind./”! Diese Gesichtserkennungs-
algorithmen machen also nicht nur Fehler, sondern sie machen noch mehr
Fehler, wenn es um diese Bevolkerungsgruppen geht, insofern sind sie
ihnen gegentiber ,voreingenommen® (,,biased").

Eine zusitzliche Ungleichheit in der Betroffenheit von Fehlidentifizie-
rungen kann durch den Inhalt der Datenbank entstehen, die per Ge-
sichtserkennung durchsucht werden. Personen mit bestimmten ethnischen
Charakteristika werden héufiger von der Polizei kontrolliert (Racial Pro-
filing!”?) und sind daher auch héufiger Beschuldigte in einem Ermittlungs-
verfahren."”3 Damit ist es auch wahrscheinlicher, dass sie erkennungsdienst-
lich behandelt und in eine polizeiliche Datenbank aufgenommen werden,
die durchsucht wird, wodurch die Gefahr besteht, dass ihr Bild als (falsch-
positive) Ubereinstimmung mit einem Verdichtigen angezeigt werden. Die

170 Siehe etwa Law Journal Editorial Board, Commentary, New Jersey Law Journal,
26.4.2020, https://perma.cc/EE9A-XPP9. Siehe zu technischen Mdéglichkeiten sol-
ches Verzerrungen zu verringern auch Gong/Liu/Jain, in: Li/Jain/Deng, Handbook
of Face Recognition, 2024, 347.

171 Auflerdem ist nicht klar, wie die Fairness mit Blick auf die Fehlerquoten bei Ge-
sichtserkennung gemessen werden soll, fiir zwei verschiedene Ansitze siehe etwa
Howard/Laird/Sirotin/Rubin/Tipton/Vemury, Evaluating, in: Rousseau/Kapralos,
Pattern Recognition, Computer Vision, and Image Processing, 2023, 431.

172 Fir eine Verfassungswidrigkeit des Racial Profiling etwa Tischbirek/Wihl, JZ 2013,
219.

173 Vgl. nur Niemz/Singelnstein, in: Hunold/Singelnstein, Rassismus in der Polizei,
2022, 337; Abdul-Rahman, in: Hunold/Singelnstein Rassismus in der Polizei, 2022,
471, 479 mwN; Hunold/Wegner, Aus Politik und Zeitgeschichte 2020, 27, 30f;
Hunold, Polizei im Revier, 2015, 103 ff.; Schweer/Strasser/Zdun, ,Das da drauflen
ist ein Zoo, und wir sind die Dompteure® - Polizisten im Konflikt mit ethni-
schen Minderheiten und sozialen Randgruppen, 2008; Schweer/Strasser, in: Gro-
enemeyer/Mansel, Die Ethnisierung von Alltagskonflikten, 2003, 229. Zu héufigeren
Kontrollen und Festnahmen Schwarzer und Hispanics in den USA, selbst bei
geringfiigigen Vergehen, sieche Heath, USA TODAY v. 19.11.2014, https://perma.cc
/5YQ8-T6WM; mit Blick auf stop-and-frisks Goel/Rao/Shroff, Annals of Applied
Statistics, 2016, 365, 367 (,,[W]e find that blacks and Hispanics were disproportion-
ately involved in low hit rate stops.“); Gelman/Fagan/Kiss, Journal of the American
Statistical Association 2007, 813, 821 (,In the period for which we had data, the
NYPD’s records indicate that they were stopping blacks and Hispanics more often
than whites, in comparison to both the populations of these groups and the best
estimates of the rate of crimes committed by each group.).
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Fehleranfilligkeit von Gesichtserkennung kann fiir Angehdrige einer sol-
chen Ethnie daher doppelt erhoht sein: dadurch, dass der Algorithmus
weniger gut fiir ihre Ethnie funktioniert, und dadurch, dass sie in der
durchsuchten Datenbank iiberproportional héaufig vertreten sind.

6. Fazit

Automatisierte Gesichtserkennung ist nicht fehlerfrei. Die Technologie ent-
wickelt sich jedoch rasant weiter; in den kommenden Jahren und Jahr-
zehnten werden die Fehl-Erkennungen immer weiter abnehmen. Ganz
verschwinden werden die Fehler allerdings nicht. Gesichtserkennung wird
nie perfekt funktionieren, da auch die zu durchsuchenden Bilder nicht im-
mer perfekt sein werden. Schlechte Bildqualitdt, Aufnahmen aus schrigem
Winkel und ungiinstige Lichtverhdltnisse werden weiterhin dazu fiihren,
dass Personen auf einem Foto félschlicherweise erkannt oder nicht erkannt
werden. Im Blick zu behalten ist auch, dass viele Gesichtserkennungsalgo-
rithmen fiir einige Bevolkerungsgruppen hohere Fehlerraten aufweisen.

Da jedoch auch Menschen bei der Gesichtserkennung keineswegs feh-
lerfrei sind,"” ist die Frage der Zukunft aber nicht ,Ist die Technologie
fehlerfrei?. Die entscheidende Frage — die es noch zu erforschen gilt - wird
vielmehr sein: ,Macht die Technologie weniger Fehler als der Mensch?*

F. Einsatz in Deutschland

In Deutschland setzen BKA, Bundespolizei, Landeskriminalimter und
Landespolizeibehdrden automatisierte Gesichtserkennung ein, um unbe-
kannte Verdichtige zu identifizieren. Am meisten bekannt ist iiber den
Einsatz des Gesichtserkennungssystems GES beim BKA. Dort kdnnen die
Bundespolizei, die Landeskriminaldmter und die Landespolizeibeh6rden
Anfragen stellen. Dieser Abschnitt gibt einen Uberblick iiber die Ablaufe
bei den Recherchen im GES und erdrtert, was dariiber hinaus {iber den
Einsatz von Gesichtserkennung durch Polizeibehdrden bekannt ist.

174 Dazu Kapitel I1L. B. II. 2. a).
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L. Gesichtserkennungssystem GES beim BKA

Beim BKA wird seit 2008 das Gesichtserkennungssystem GES eingesetzt,
um Bilder unbekannter Tatverdachtiger mit den Lichtbildern im Informa-
tionssystem INPOL abzugleichen.”> Im Jahr 2021 wurden in dem System
iiber 90.000 Recherchen durchgefiihrt und insgesamt 4.990 Personen iden-
tifiziert."”® Die Erkenntnisse werden vorrangig als Hinweise in Ermittlungs-
verfahren verwendet.'”’

1. Durchsuchbare Datenbank: INPOL-Z

Das polizeiliche Informationssystem INPOL!® ist ein elektronischer Da-
tenverbund zwischen Bund und Lindern und wird vom BKA betrieben.'”®
Es besteht aus dem zentralen System INPOL-Z, das den zentralen Daten-
bestand enthélt, sowie Teilnehmersystemen, mit denen alle Polizeibehor-
den von Bund und Landern Daten abrufen oder einspeichern konnen.!8
Die Bilder aus dem Zentralbestand INPOL-Z werden in einem weiteren
Schritt an das GES geschickt und recherchefihig gespeichert.!8! Gegenwir-
tig sind 6,7 Millionen Portrataufnahmen zu rund 4,6 Millionen Personen
gespeichert (Stand: 2023), die durchsucht werden konnen.!®? Grundsitzlich

175 Webseite des Bundeskriminalamts, Gesichtserkennung, https://perma.cc/NZ3K-B
555. Die Nutzung erfolgt durch eine begrenzte Personenanzahl in der Abteilung
Kriminalwissenschaften und Technik (KT) sowie dem Zentralen Informations- und
Fahndungsdienst (ZI), siehe BT-Drs. 20/8495, 6 (Anlage la). Zum GES auch Arzt,
in: Lisken/Denninger, Handbuch des Polizeirechts, 7. Aufl. 2021, G. Informations-
verarbeitung im Polizei- und Strafverfahrensrecht, Rn. 1175.

176 BT-Drs. 20/895, 9.

177 Summary report of the project ,Towards the European Level Exchange of Facial
Images“ (TELEFI) 2021, 169, https://perma.cc/T6NE-GTRV.

178 Das polizeiliche Informationssystem INPOL wurde 2003 durch das System INPOL-
neu ersetzt, zu den Hintergriinden siehe etwa Petri/Kremer, in: Lisken/Denninger,
Handbuch des Polizeirechts, 7. Aufl. 2021, A. Geschichte der Polizei in Deutschland,
Rn. 136. Die Bezeichnung INPOL ist aber weiterhin gebrauchlich.

179 §29 Abs.1 BKAG. Zu INPOL auch niher Golla, in: Dietrich/Fahrner/Gazeas/von
Heintschel-Heinegg, Handbuch Sicherheits- und Staatsschutzrecht, § 30 Kooperati-
ve Informationsressourcen, 2022, Rn. 34 ff.

180 Kritisch zur Rechtsgrundlage Arzt, in: Lisken/Denninger, Handbuch des Polizei-
rechts, G. Informationsverarbeitung im Polizei- und Strafverfahrensrecht, 7. Aufl.
2021, Rn. 1200 f.

181 BT-Drs. 20/895, 9.

182 BT-Drs. 20/7864, 24; BT-Drs. 20/5781, 7.
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sind die Personen mit Portritfoto gespeichert (Blick in die Kamera, gute
Beleuchtung); vereinzelt sind jedoch auch ,,uncontrolled images* aus Uber-
wachungsvideos hinterlegt, wenn kein anderes Bild einer Person verfiigbar
ist.!®? Eine Suche in Datenbanken mit Fithrerschein-, Personalausweis- oder
Passfotos wird nicht durchgefiihrt; technisch wire sie méglich, allerdings
nicht mit der gegenwirtigen Infrastruktur.®* Auch private Anbieter wie
Clearview Al oder PimEyes'®> werden, soweit ersichtlich, nicht verwendet.
Im durchsuchbaren Zentralbestand INPOL-Z befinden sich zum einen
Lichtbilder von verdéchtigten, festgenommenen, gesuchten und verurteil-
ten Personen. Es finden sich zum anderen aber auch etwa Lichtbilder
der Datei ,,Gewalttater Sport“18¢ Durchsuchbar sind zudem die Lichtbilder
aller Asylsuchenden - unabhingig davon, ob sie eine Straftat begangen ha-
ben oder einer solchen verdichtig waren.!¥” Die tiberwiegende Anzahl der
Lichtbilder stammt nach Angaben der Bundesregierung aus polizeilichen
erkennungsdienstlichen Mafinahmen sowie aus erkennungsdienstlichen
Behandlungen im Asylkontext.!®® Insgesamt seien in INPOL-Z 3.564.613
nichtpolizeiliche und 3.091.694 polizeiliche Daten gespeichert.!

183 Summary report of the project ,Towards the European Level Exchange of Facial
Images“ (TELEFT) 2021, 75, https://perma.cc/TENE-GTRV.

184 Summary report of the project ,Towards the European Level Exchange of Facial
Images“ (TELEFI) 2021, 74, https://perma.cc/T6ENE-GTRV. In besonderen Ausnah-
mesituationen konnen Polizeibehérden jedoch Zugriff auf ein Bild einer solchen
Datenbank erlangen, um die Identitét eines Individuums anhand eines 1:1-Abgleichs
zu tiberpriifen.

185 Pimeyes ist eine online frei verfiigbare Gesichtserkennungssoftware, siche die Web-
seite von Pimeyes https://pimeyes.com/en.

186 Die Datei ,Gewalttiter Sport® ist eine separate Datenbank; zusitzlich sind diese
Lichtbilder jedoch auch im Zentralbestand INPOL-Z gespeichert und durchsuch-
bar. Zur Datei ,Gewalttiter Sport“ ausfiihrlich Arzt, in: Lisken/Denninger, Hand-
buch des Polizeirechts, G. Informationsverarbeitung im Polizei- und Strafverfah-
rensrecht, 7. Aufl. 2021, Rn. 1254 ff.

187 Vgl. Summary report of the project ,Towards the European Level Exchange of Facial
Images“ (TELEFI) 2021, 75 und Appendix 3, https://perma.cc/T6NE-GTRV; siche
auch Gewerkschaft der Polizei, Pressemitteilung v. 4.12.2023, https://perma.cc/VV7
H-RRCC. Die Lichtbilder der Asylsuchenden sind separat gespeichert (,,stored sepa-
rately from the criminal database), vgl. Summary report of the project ,Towards
the European Level Exchange of Facial Images“ (TELEFI) 2021, Appendix 6, https:/
/perma.cc/T6NE-GTRV.

188 Vgl. BT-Drs. 20/895, 9 (,Die iiberwiegende Anzahl der Daten stammt aus poli-
zeilichen erkennungsdienstlichen Mafinahmen sowie aus erkennungsdienstlichen
Behandlungen im Asylkontext (Amtshilfeverfahren, vgl. §§16 Absatz 1, 19 Ab-
satz 2 des Asylgesetzes (AsylG) oder §49 Absatz 3 bis 9 des Aufenthaltsgesetzes
(AufenthG)).).
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2. Ablauf

Deutsche Polizeien konnen Bildmaterial eines unbekannten Tatverdachti-
gen mit den in INPOL-Z erfassten Lichtbildern abgleichen lassen.”® Im
GES werden jéhrlich zehntausende Suchldufe durchgefiihrt; Tendenz stei-
gend.”! Allein die Bundespolizei hat 2022 auf diese Weise rund 2.800 un-
bekannte Personen identifiziert.'®2 Der Einsatz wird nicht beschrankt auf
bestimmte (etwa besonders schwere) Straftaten.!3

a) Bild eines Tatverdéchtigen

Das Gesichtserkennungssystem wird als Unterstiitzungswerkzeug zur Per-
sonenidentifizierung eingesetzt und soll Ermittlungshinweise bei Féllen
generieren, in denen lediglich Bilder eines unbekannten Tatverdédchtigen
vorliegen.®* Hierzu iibermittelt die Polizeibehdrde zunichst das Untersu-
chungsmaterial (Foto der unbekannten Person) per FileShare-Link zum
Download an die zustidndige Stelle; dieses wird dann im GES hochgeladen.
Haufig ist der Verdéchtige nicht unmittelbar bei der Ausfithrung der Tat
zu sehen, sondern beim Betreten oder Verlassen des Tatorts. Bewegtbilder

189 BT-Drs. 20/895, 9.

190 Siehe Summary report of the project ,Towards the European Level Exchange of
Facial Images“ (TELEFI) 2021, 74 ff., https://perma.cc/T6NE-GTRV sowie die
Webseite des Bundeskriminalamts, Gesichtserkennung, https://perma.cc/NZ3K-B
555.

191 Webseite des Bundeskriminalamts, Gesichtserkennung, https://perma.cc/NZ3K-B
555 (,Aufgrund des steigenden Aufkommens digitaler Aufnahmen, z. B. in den
sozialen Netzwerken und der durch Smartphones allzeitigen Moglichkeit Bilder
zu fertigen, ist in den nédchsten Jahren mit einem weiteren Anstieg der Zahl der
GES-Recherchen zu rechnen.).

192 BT-Drs. 20/5781, 8.

193 So wurde Gesichtserkennung beispielsweise auch bei Beleidigung und einfacher
Korperverletzung verwendet, um den Tatverdédchtigen zu identifizieren, siehe das
Beispiel in BT-Drs. 20/7995, 64 (,Zunichst beleidigte UT [unbekannter Téter]
einen Wahlkampfhelfer der AfD an einem Informationsstand anldssig [sic!] der
anstehenden OB-Wahl mit den Worten ,du Hurensohn® und spuckte ihm auf die
Oberbekleidung, wodurch der GS [Geschidigte] ein starkes Ekelgefithl empfand.
Weiterhin drohte er dem GS Schlige und die Verwiistung des Infostandes an. Ein
Zeuge fertigte mittels Smartphone ein Bild des TV [Tatverdachtigen], wodurch
dieser im Nachgang mittels Gesichtserkennung ermittelt werden konnte).

194 Auch kann die Identitdt eines unbekannten Geschédigten ermittelt werden, BT-Drs.
20/8495, 6 (Anlage 1a).
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(Videomaterial) konnen, soweit ersichtlich, nach aktuellem Stand im GES
nicht direkt abgeglichen werden; hier miissen zuerst einzelne Standbilder
extrahiert werden.®> Die Suchbilder kénnen aus polizeilichem Datenmate-
rial stammen, etwa aus Videoaufnahmen von staatlichen Uberwachungska-
meras oder Bodycams. Die Bundespolizei identifiziert anhand von Uber-
wachungsvideos an Bahnhofen beispielsweise Straftaten im Bahnbereich
wie Taschendiebstihle, Kérperverletzung oder Exhibitionismus. Es kénnen
jedoch auch private Aufnahmen zum Abgleich herangezogen werden, an-
gefertigt beispielsweise von Zeugen oder Uberwachungskameras Privater
(z. B. Supermirkte oder Banken). So wird Gesichtserkennung etwa genutzt,
um Ladendiebstahle aufzukldren. Das Bayerische Landeskriminalamte gibt
an, dass dort die Fotos in den meisten Fillen von Opfern oder Zeugen einer
Straftat stammen; auch Bilder aus dem Internet oder Social Media wiirden
immer haufiger verwendet.1¢

b) Generierung einer Kandidatenliste

Im néchsten Schritt generiert das GES eine Kandidatenliste,” typischer-
weise mit 10, 20 oder 100 Kandidaten.”® In dieser werden die Personen
nach dem Ahnlichkeitswert absteigend sortiert.”® Unter besonderen Um-
stinden besteht auch die Moglichkeit, die Liste auf 1000 Kandidaten zu
erhohen.2%0 Bei dem Ahnlichkeitswert ist die Ahnlichkeit der den Gesich-
tern zugrunde liegenden Embeddings (also der biometrischen Merkmale)
entscheidend, nicht die visuelle Ahnlichkeit des Aussehens.2! Daher ist
es moglich, dass ein Mann gesucht wird, auf Rang 1 der Ergebnisse sich je-
doch eine Frau befindet;?0? beim GES besteht derzeit nicht die Moglichkeit,

195 BT-Drs. 18/11578, 9.

196 Jordan, Bayerischer Rundfunk v. 1.6.2021, https://perma.cc/7FQS-3WQS.

197 BT-Drs. 20/8495, 6 (Anlage la); vgl. auch Werner, Bayerns Polizei 2017, Heft 4, 24
(»Ranking-Liste®).

198 Summary report of the project ,Towards the European Level Exchange of Facial Im-
ages” (TELEFI) 2021, 75, https://perma.cc/T6ONE-GTRV. Derzeit ist die Erkennung
grundsitzlich auf 100 Kandidaten voreingestellt.

199 BT-Drs. 20/8495, 6 (Anlage la).

200 Summary report of the project ,Towards the European Level Exchange of Facial
Images“ (TELEFI) 2021, 75, https://perma.cc/ TENE-GTRV.

201 Vgl. auch Werner, Bayerns Polizei 2017, Heft 4, 24, (,technisch® ahnliche Bilder).

202 Hierzu auch Wimmer, Stiddeutsche Zeitung v. 16.1.2016, https://perma.cc/5AWG-M
9DZ). Siche fiir Fille, in denen Gesichtserkennungssysteme eine Ubereinstimmung
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nach Geschlecht oder Ethnie zu filtern. Haufig werden sich die Personen,
deren Embeddings dhnlich sind, jedoch dhnlich sehen. Der automatisierten
Gesichtserkennung kommt daher eine entscheidende Filter- und Sortier-
funktion zu.20?

¢) Uberpriifung durch Experten

Diese Ergebnisse werden anschlieflend im 4-Augen-Vergleich von Men-
schen tiberpriift.204 Dabei sind nur Sachverstandige fiir Lichtbildvergleiche
sowie Lichtbildexpertinnen und -experten mit der Identifizierung von Per-
sonen anhand von Bildern betraut. Die Sachverstindigen haben hierfiir
eine mehrjéhrige Ausbildung und eine Priifung absolviert,2%> die Lichtbil-
dexpertinnen und -experten eine mehrwochige Ausbildung und eine Prii-
fung.206

Die Experten erstellen entweder einen ausfiihrlichen Untersuchungsbe-
richt oder einen Kurzbericht. Im Rahmen eines Untersuchungsberichts?0”
kann ein allgemeiner Vergleich (Uberpriifung von Ahnlichkeiten und opti-
schen Ubereinstimmungen bzw. Abweichungen)2%® oder ein Detailvergleich
(Feinstrukturen) durchgefithrt werden. Voraussetzung fiir einen Detailver-

sehen, ein Mensch jedoch ohne Probleme erkennt, dass es sich um unterschiedliche
Personen handelt, auch Knoche/Rigoll, 18th International Conference on Machine
Vision and Applications 2023, arXiv, 1, 4.

203 Schindler, Biometrische Videoiiberwachung, 2021, 203.

204 BT-Drs. 20/8495, 6 (Anlage la).

205 Zu der genauen Dauer existieren unterschiedliche Angaben, siehe etwa Webseite des
Bundeskriminalamts, Gesichtserkennung, https://perma.cc/NZ3K-B555 (rund 4
Jahre); Summary report of the project ,Towards the European Level Exchange
of Facial Images® (TELEFI) 2021, 77, https://perma.cc/T6NE-GTRV (2,5 bis 3
Jahre); BT-Drs. 20/8495, 11 (Anlage la) (3 Jahre). Derzeit gibt es rund 70 solcher
Sachverstandigen fiir Lichtbildvergleiche.

206 Die Ausbildung dauert rund 11 Wochen und wird ebenfalls mit einer Priifung
abgeschlossen.

207 Bei dem Untersuchungsbericht handelt es sich nicht um ein durch einen Licht-
bildsachverstindigen angefertigtes Behordengutachten gem. § 256 StPO, sondern
lediglich um die Erklarung der Behorde iiber den dienstlich durchgefiihrten Licht-
bildvergleich eines sachverstandigen Zeugen/Lichtbildexperten (§§ 85, 420 StPO).

208 Die Untersuchung erfolgt dabei anhand eines Vergleichs von individuellen anatomi-
schen Grobstrukturen (allgemeiner Vergleich). Wenn eine Bewertung ausschlieSlich
anhand von Grobstrukturen moglich ist, kann das Ergebnis der Untersuchung nur
in folgende Bewertungskategorien eingeteilt werden: ,Der Bildvergleich deutet auf
eine Personenidentitit hin ,Personenidentitdt kann nicht ausgeschlossen werden.;
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gleich und damit eine mdgliche Identifizierung ist, dass die individuellen
morphologischen Merkmale im Gesichts- bzw. Kopfbereich erkennbar und
auswertbar sind. Daher muss das eingereichte Bildmaterial insbesondere
von ausreichender Qualitit sein. Die Bewertung der morphologischen
Merkmale im Detailvergleich fithrt dann zu einer Wahrscheinlichkeitsaus-
sage zur Identitit (Ubereinstimmung) der abgebildeten Personen, also ob
sie ,mit an Sicherheit grenzender Wahrscheinlichkeit®, ,,mit hoher Wahr-
scheinlichkeit” oder ,wahrscheinlich“ identisch sind.2%?

Wenn hingegen die Qualitit des eingereichten Bildes oder der Ausschnitt
des Gesichts nicht ausreichend fur einen Identitatsnachweis sind, dann
wird lediglich ein Kurzbericht dariiber erstellt, ob sich aufgrund augen-
scheinlicher Ubereinstimmungen zumindest der ,Verdacht® einer Perso-
nenidentitdt ergibt. Dies wird mit dem zusitzlichen Vermerk versehen, dass
ein zweifelsfreier Identitdtsnachweis mit dem vorliegenden Bildmaterial
nicht zu fithren sei und dass die Untersuchung lediglich eine ,ermittlungs-
unterstiitzende Auswertung” darstelle. In dieser Konstellation sind Fehler,
also Ermittlungen gegen einen Unbeteiligten, wahrscheinlicher. Damit ist
nicht gemeint, dass die Experten einen vorwerfbaren Fehler machen; sie
weisen schliefSlich darauf hin, dass aufgrund der schlechten Bildqualitat
eine eindeutige Identifizierung nicht moglich ist. Dennoch steht der Ver-
dacht einer Personenidentitdt im Raum und gegen diese Person wird nun
weiterermittelt.

d) Weitere Ermittlungsmafinahmen

Insbesondere wenn die Recherche im Gesichtserkennungssystem wegen
mangelnder Bildqualitit oder mangelnder Erkennbarkeit der Gesichtsziige
nur einen ermittlungsunterstiitzenden Hinweis in Form eines Verdachts der
Personenidentitit liefert, sind weitere Ermittlungen erforderlich. Gegen die
Person, die potenziell der unbekannte Verddchtige auf dem eingereichten
Bild ist, wird nun weiterermittelt, um herauszufinden, ob sie mit dem
strafbaren Geschehen in Zusammenhang stand, etwa ob sie zur Tatzeit in
der Nahe des Tatorts war. Der Untersuchungsbericht oder Kurzbericht wird
in die Akte aufgenommen und ist bei Akteneinsicht fiir den Betroffenen

»Eine Aussage zur Personenidentitit kann nicht getroffen werden.’ Siehe hierzu
auch KG, Urt. v. 15.12.2021 - 3 StE 2/20-1, BeckRS 2021, 47025 Rn. 99.
209 Vgl. auch KG Urt. v. 15.12.2021 - 3 StE 2/20-1, BeckRS 2021, 47025 Rn. 100.
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einsehbar. Insgesamt werden Treffer des GES nicht als Beweismittel, son-
dern als Spurenansatz verwendet.

e) Case Study einer Recherche im GES

Zur besseren Anschaulichkeit wird im Folgenden ein fiktives Beispiel fiir
eine Recherche im GES erldutert. Aus Griinden des Datenschutzes wurden
Fotos der Autorin dieser Arbeit verwendet; bei den anderen Personen?!®
handelt es sich um nicht real existierende Personen (Dummies).2! Die
oben dargestellten Schritte bei einer Recherche im GES kdnnen wie folgt
ablaufen:

Bild einer Tatverddchtigen: Einem Geschadigten wird das Smartphone
entwendet. Kurze Zeit spiter wird ein Bild einer Person mit dem Gerét
aufgenommen und automatisch in die Cloud des Geschédigten iibertragen.
Auf dieses in der Cloud gespeicherte Foto kann der Geschédigte zugreifen
und es den Strafverfolgungsbehorden tibermitteln. Die aufgenommene Per-
son steht im Verdacht, den Diebstahl oder eine Hehlerei (z. B. bei Kauf des
Smartphones unter fraglichen Umstidnden) begangen zu haben.

Generierung einer Kandidatenliste: Ein Lichtbildsachverstindiger oder
-experte ladt das Foto der Verdéchtigen im GES hoch. Im Rahmen der
GES-Recherche wird dann eine Kandidatenliste generiert. Hier werden die
Treffer angezeigt, die der Verdichtigen am dhnlichsten sehen (genauer: de-
ren Embeddings dem Embedding der Verdachtigen am dhnlichsten sind).
Wie bei GES-Recherchen iiblich, ist in diesem Beispiel eingestellt, dass die
ersten 100 Treffer angezeigt werden. Der Hintergrund von Abbildung 3
zeigt die Bildschirmansicht eines Monitors, so wie der Lichtbildsachver-
standige oder -experte sie nach jeder durchgefithrten GES-Recherche sieht.
Links befindet sich das Suchbild (das Bild der Verdéchtigen). Rechts dane-
ben befinden sich die im INPOL-Z eingestellten und im Rahmen der Suche
getroffenen Frontalaufnahmen aus erkennungsdienstlichen Behandlungen,
hier Trefferpositionen 1 bis 10.212 Diese Seite kann mit jeweils zehn neu-

210 Treffer-Positionen 1, 3, 4, 5.

211 Fir die Anfertigung dieser Abbildung bin ich Kay-Uwe Brandt, kriminaltechnischer
Sachverstandiger fiir Lichtbildvergleiche (Bundespolizeiprasidium, Referat 33 — Ge-
sichtserkennung), zu groflem Dank verpflichtet.

212 Auf Treffer-Position 2 befindet sich ein Foto der fiktiv in INPOL-Z eingestellten
Autorin dieser Arbeit als mogliche Taterin.
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en Aufnahmen aus erkennungsdienstlichen Behandlungen weitergeblittert
werden.

Uberpriifung durch Experten: Innerhalb der Benutzeroberfliche ist in
dem Fenster im Vordergrund die Bildschirmansicht des zweiten Monitors
dargestellt, auf dem ein Lichtbildsachverstandiger oder -experte dann an-
hand einer vergleichenden Gegeniiberstellung der sichtbaren morphologi-
schen Merkmale im Gesicht und Halsbereich zwischen der Person auf dem
Suchbild und der Person auf der Treffer-Aufnahme (hier: Position 2) tiber
die Identitat der Personen entscheidet.?3

INPOL-BKA Gesichtserkennung

Suchbild Trefferliste fiir GES-Vorgangs-Nr. G202335252042: 100 Treffer (von 100 gesamt)
Position 1 Position 2 Position 3 Position 4 Position 5

QARF

5202335252042
Position 9

Treffer der E- und L-Gruppe v
Filter setzen

Abbildung 3: Fiktives Beispiel einer Recherche im GES

Ein Lichtbildsachverstindiger oder -experte wiirde bei diesem Lichtbild-
vergleich zu dem Ergebnis kommen, dass es sich ,mit hoher Wahrschein-
lichkeit* um ein und dieselbe Person handelt.?!* Beim Vergleich wiirden

213 Auf dieser Seite konnen die Treffer-Gegeniiberstellungen entweder mit den blauen
»>>“um eine Position weiter- oder zuriickgeschaltet oder durch Anklicken mit dem
Mauszeiger eines anderen Trefferbildes auf Monitor 1 aktualisiert werden.

214 Persénliche Kommunikation mit Kay-Uwe Brandt, kriminaltechnischer Sachver-
standiger fiir Lichtbildvergleiche (Bundespolizeiprisidium, Referat 33 — Gesichtser-
kennung).
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individualtypische Ubereinstimmungen in den Grob- und Feinstrukturen
festgestellt; Abweichungen sind nicht erkennbar.

Weitere ErmittlungsmafSinahmen: Es werden weitere MafSnahme getrof-
fen, um zu ermitteln, ob es sich bei der abgebildeten Person um diejenige
handelt, die den Diebstahl des Smartphones oder (z. B. durch Kauf des
Smartphones unter fraglichen Umstidnden) eine Hehlerei begangen hat.
Hier kdme als Ermittlungsmafinahme zunichst vor allem eine Ladung der
Verdachtigen zur Vernehmung als Beschuldigte (§ 163a StPO) in Betracht.

3. Keine néheren Informationen tiber Trainingsprozess des GES

Das GES wurde bei dem deutschen Unternehmen Cognitec erworben?!
und basiert auf Methoden des maschinellen Lernens.?'® Nihere Informatio-
nen {iber die detaillierte Arbeitsweise der Komponenten und Details zu den
Trainingsprozessen sind nicht bekannt,?” da sie unter das Betriebsgeheim-
nis des Herstellers fallen.?!® Wie divers und ausgewogen die Trainingsdaten
waren und ob (grofle) Unterschiede bei den Fehlerraten fiir verschiede-
ne Bevolkerungsgruppen bestehen, ist nicht bekannt. Ab 2024 wird mit
»GES-neu” ein neues Gesichtserkennungssystem zur Anwendung kommen;
dessen Hersteller ist nicht 6ffentlich bekannt.

4. Keine Evaluierung der grundsitzlichen Leistungsfahigkeit des GES
Eine Evaluierung der grundsatzlichen Leistungsfahigkeit des Gesichtser-

kennungssystems erfolgt, soweit ersichtlich, nicht. Dies wird in einer Ant-
wort der Bundesregierung auf eine Kleine Anfrage damit begriindet, dass

215 Summary report of the project ,Towards the European Level Exchange of Facial
Images“ (TELEFI) 2021, 75, https://perma.cc/T6NE-GTRV. Verwendet wird die
Face VACS Software.

216 BT-Drs. 20/8495, 6 (Anlage la).

217 Eine Trefferrate des Systems wird nicht ermittelt. Dies wird damit begriindet, dass
die schlussendliche Auswahl und Identifizierung durch Menschen erfolgt, vgl. Sum-
mary report of the project ,Towards the European Level Exchange of Facial Images“
(TELEFI) 2021, 76, https://perma.cc/T6NE-GTRV. Dies erklart jedoch nicht,
warum nicht beispielsweise berechnet und anschlieflend berichtet werden konnte,
in wie viel Prozent der Falle der Gesuchte zwar in der Liste enthalten war, aber auf
einem sehr niedrigen Rang.

218 BT-Drs. 20/8495, 6 (Anlage la).
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dies ,nur sehr bedingt méglich [sei], da die zur Verfiigung stehende Da-
tenbasis nur begrenzt geeignet ist“?'® Auch werde ,faktisch jedes Ergebnis
evaluiert bzw. verifiziert’, da menschliche Experten die letztendliche Identi-
fizierung anhand der Kandidatenliste vornehmen.??® Eine Veréffentlichung
von Evaluierungsergebnissen erfolge daher nicht.??!

5. Keine Evaluierung der auf GES-Recherchen basierenden
Ermittlungsverfahren

Soweit ersichtlich wird auch nicht evaluiert, in wie vielen Fallen es sich bei
den Personen, auf die nach der menschlichen Uberpriifung ein Verdacht
fallt, tatsachlich um den gesuchten unbekannten Tdter handelte. Ebenfalls
wird nicht systematisch nachverfolgt und ausgewertet, wie haufig und wel-
che Ermittlungsmafinahmen gegen Unbeteiligte durchgefiihrt werden, weil
sie urspriinglich per Gesichtserkennung (falschlicherweise) identifiziert
wurden.

II. Landeskriminaldmter und Landespolizeibehdrden

Bei den Landeskriminaldmtern sind Schnittstellen zum GES eingerichtet.
Zudem betreiben das Landeskriminalamt Bayern und einige Landespolizei-
behorden eigene Gesichtserkennungssysteme.

1. Schnittstellen zum GES bei den Landeskriminalamtern

Bei den Landeskriminaldmtern sind Schnittstellen zum GES eingerichtet;
sie konnen daher Lichtbilder in das System einlesen und selbststindig im
Lichtbildbestand des INPOL-Z recherchieren.??? Auch hier sind nur ausge-
bildete Lichtbildexpertinnen und -experten oder Lichtbildsachverstdndige

219 BT-Drs. 20/8495, 18 (Anlage la).

220 BT-Drs. 20/8495, 18 (Anlage la).

221 Vgl. BT-Drs. 20/8495, 18 (Anlage 1a) (Spalte 6 Veréffentlichung: ,Nein®).

222 Siehe zur Schnittstelle des LKA Bayern Frankl, Kriminalistik 2019, 130, 131 und
Werner, Bayerns Polizei 2017, Heft 4, 24 sowie zur Schnittstelle des LKA Rheinland-
Pfalz Der Landesbeauftragte fiir den Datenschutz Rheinland-Pfalz, 22. Tatigkeitsbe-
richt 2008-2009, LT-Drs. RP 15/4300, 2010, 69 f.
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mit der Uberpriifung der Kandidatenliste betraut und es wird ebenfalls
ein 4-Augen-Vergleich vorgenommen.??* Die mit der Erkennung befassten
Beamten sind nicht zugleich fiir die Ermittlungen in diesem Fall verant-
wortlich.2?* Sie kennen die groben Umstinde, etwa welches Delikt im
Raum steht, aber keine ndheren Details (z. B. wer der Geschadigte ist).22°
Das Bayerische Landeskriminalamts gibt an, die Palette der Delikte rei-
che ,von der Beleidigung, dem Betrug, dem klassischen Ladendiebstahl
tiber die Vergewaltigung, dem Raubiiberfall bis zum Mord“??¢ Auch nach
Schlagereien, bei Drogendelikten und im Bereich der Kinderpornografie
wird Gesichtserkennung verwendet, um unbekannte Verdachtige zu identi-
fizieren.?” Schwere Delikte seien allerdings ,zahlenmaflig nicht so héufig
vertreten??® Einige Polizeiprasidien haben ebenfalls direkten Zugriff auf
das GES.?” Eine systematische Auswertung der Ermittlungserfolge und
Ermittlungen gegen Unbeteiligte nach GES-Recherchen erfolgt auch hier,
soweit ersichtlich, nicht.

2. Eigene Systeme beim LKA Bayern und anderen Landespolizeibehorden

Das Bayerische Landeskriminalamt betreibt zudem ein eigenes Gesichts-
erkennungssystem mit eigener Datenbank. In dieser sollen noch andere
Bilder als in INPOL-Z gespeichert sein, etwa nicht nur bereits erkennungs-
dienstlich behandelte Personen, sondern auch Bilder von unbekannten Ver-
dichtigen.?’ Zudem verwenden einige Landespolizeibehorden ein eigenes

223 Frankl, Kriminalistik 2019, 130, 131; Werner, Bayerns Polizei 2017, Heft 4, 24.

224 Deutschlandfunk, Podcast KI Verstehen, Gesichtserkennung, 2.11.2023, https://ww
w.deutschlandfunk.de/gesichtserkennung-macht-ki-uns-zu-glaesernen-buergern-dlf
-f5b06014-100.html.

225 Deutschlandfunk, Podcast KI Verstehen, Gesichtserkennung, 2.11.2023, https://ww
w.deutschlandfunk.de/gesichtserkennung-macht-ki-uns-zu-glaesernen-buergern-dlf
-f5b06014-100.html.

226 Jordan, Bayerischer Rundfunk v. 1.6.2021, https://perma.cc/7FQS-3WQS.

227 Schmidt, Siiddeutsche Zeitung v. 4.5.2018 https://perma.cc/ WAB6-FAEW; Wimmer,
Stiddeutsche Zeitung v. 16.1.2016, https://perma.cc/5SAWG-M9DZ.

228 Jordan, Bayerischer Rundfunk v. 1.6.2021, https://perma.cc/7FQS-3WQS.

229 Siehe nur LT-Drs. Bremen 20/1074, 5; Kerber, Der Guller v. 26.8.2023, https://perma
.cc/WC3P-8QSM.

230 Vgl. bereits 2018, Schmidt, Stiddeutsche Zeitung v. 4.5.2018 https://perma.cc/WAB
6-F4EW: ,In der Datenbank des Bundeskriminalamts sind nur Verbrecher erfasst,
die bereits erkennungsdienstlich behandelt wurden. Egger will noch in diesem Jahr
beim LKA eine neue Datenbank aufbauen mit Bildern von unbekannten Verdéch-
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Gesichtserkennungssystem, um ihren lokalen Lichtbildbestand zu durchsu-
chen.?3! Hieriiber ist nichts Néheres 6ffentlich bekannt.

III. Einordnung

Zur Einordnung ist noch ein kritischer Hinweis geboten. Die Erlduterun-
gen in diesem Abschnitt diirfen nicht dariiber hinwegtiuschen, dass die
oben genannten Informationen weit verstreut und daher fiir die Offentlich-
keit kaum nachvollziehbar sind. Auch gibt es beispielsweise keine Ubersicht
dazu, welche Polizeibehorden Gesichtserkennung verwenden und vor al-
lem, welche von ihnen ein eigenes Gesichtserkennungssystem einsetzen
und auf welche Weise. Die Anfragen an die Bundesregierung, aus denen
viele der Informationen stammen, betreffen naturgemdfl immer nur die
Verwendung von Gesichtserkennung durch Bundespolizeibehorden; An-
fragen auf Landesebene gibt es iiber Gesichtserkennung kaum. Mindestens
missverstdndlich ist zudem, dass das BKA auf seiner Webseite angibt, es
wiirde zur Gesichtserkennung das Bild eines Unbekannten mit Lichtbil-
dern von ,Straftitern® abgeglichen, ohne zu erwahnen, dass sich unter den
durchsuchten Bildern auch alle Asylsuchenden befinden sowie zahlreiche
Personen, die lediglich einmal einer Straftat verddchtig waren (und womdog-
lich sogar freigesprochen wurden)?32.

tigen. Schlagen dieselben Téter mehrmals zu, konnte die Software dabei helfen,
verschiedene Verbrechen einer einzelnen Person zuzuordnen. Das wiederum konnte
die Ermittlungen erleichtern, wenn sich zuvor isolierte Spuren zu einem einzelnen
Puzzle zusammenfiigen. Zudem will [der Leiter der Abteilung Cybercrime beim
bayerischen Landeskriminalamt] Egger in diesem Jahr ,personell aufstocken“ und
~eine eigene Organisationseinheit* fiir die Bilderkennung schaffen®.

231 Summary report of the project ,Towards the European Level Exchange of Facial
Images“ (TELEFI) 2021, 75, https://perma.cc/TENE-GTRV.

232 Deren Bilder kénnen unter Umstinden dennoch in einer erkennungsdienstlichen
Datenbank gespeichert bleiben, dazu naher Kapitel II. A. I. 2. b) bb).
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G. Chancen und Risiken des Einsatzes

“But I don’t want comfort. I want God, I want poetry, I want real
danger, I want freedom, I want goodness. I want sin.”
- Aldous Huxley?*?

Als michtige Strafverfolgungstechnologie birgt automatisierte Gesichtser-
kennung das Potenzial, abweichendes Verhalten schnell, effektiv und fla-
chendeckend aufzuspiiren und zu ahnden.

Was dabei auf der Strecke bleiben kann und welche Risiken der nachlés-
sige oder gar missbrauchliche?** Umgang mit sich bringt, zeigt ein Blick auf
die Erfahrungen anderer Staaten, in denen bereits linger und umfassender
automatisierte Gesichtserkennung in der Strafverfolgung verwendet wird.

Dieser Abschnitt gibt zunichst einen Uberblick iiber die Méglichkeiten
und Chancen, die automatisierte Gesichtserkennung bietet. Dann wird auf
die Risiken eingegangen; hierfiir werden Beispiele problematischen Um-
gangs mit der Technologie aus den USA, China und Russland beleuchtet.

I. Potenzial fiir die Strafverfolgung

Fir eine effektive Strafverfolgung bietet automatisierte Gesichtserken-
nungstechnologie grofies Potenzial und eine Reihe an Vorteilen, auch und
gerade im Vergleich zu anderen Ermittlungstools und anderen biometri-
schen Identifizierungsmethoden. Die Technologie wird fiir die Polizeibe-
horden immer wichtiger; der Leiter der Abteilung Cybercrime beim bayeri-
schen Landeskriminalamt prophezeit, dass die Gesichtserkennung fiir die
Polizeiarbeit bald so wichtig sein wird wie Fingerabdriicke oder DNA-Spu-
ren.?

233 Huxley, Brave New World, 1950, 197.

234 Auch bei korrektem und verantwortungsbewusstem Einsatz von Gesichtserkennung
werden sich Fehler nie vollstindig vermeiden lassen, da Gesichtserkennung nie
fehlerfrei sein wird (hierzu Kapitel I. E. IV.) und da die menschlichen Fahigkeiten
zur Uberpriifung von Gesichtserkennungstreffern begrenzt sind (hierzu Kapitel IIL
B.1L 2. 2)).

235 Jordan, Bayerischer Rundfunk v. 1.6.2021, https://perma.cc/7FQS-3WQS; siehe
bereits 2018 Schmidt, Stiddeutsche Zeitung v. 4.5.2018 https://perma.cc/WAB6-F
4EW.
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G. Chancen und Risiken des Einsatzes
1. Effizienz

Mit Gesichtserkennung kénnen grofie Lichtbildbestinde wie polizeiliche
Datenbanken deutlich schneller durchsucht werden. Viele Polizeibeh6rden
setzen zur Erkennung von Verdichtigen zwar auch sogenannte Super Re-
cognizer ein.?*® Diese Menschen haben eine weit tiberdurchschnittliche
Fahigkeit zur Gesichtserkennung; sie konnen sich Gesichter einprigen und
diese selbst nach Jahren wiedererkennen.?” Doch selbst wenn diese in
Hochstform in einer Viertelstunde durch tausend Fotos scrollen konnen,
die Maschine ist schneller (und wird nicht miide).23® Zudem konnen die
menschlichen Super Recognizer nur Menschen wiedererkennen, die sie
bereits einmal gesehen haben; die Technologie kann eine ganze Datenbank
mit Millionen von Gesichtern scannen. Im Ubrigen verfiigen nur sehr
wenige Menschen, etwa 2 % der Bevolkerung, iiber diese weit iiberdurch-
schnittliche Fahigkeit zur Gesichtserkennung.?*

2. Einfache Erfassung und Verfiigbarkeit von Gesichtsbildern

Gegeniiber anderen biometrischen Identifizierungsmethoden hat die Ge-
sichtserkennung einige entscheidende Vorteile. Fiir eine Identitdtsermitt-
lung anhand des Gesichts muss der Verdichtige nicht ergriffen werden,
nicht kooperieren, er muss nicht einmal von der Aufzeichnung seines Ge-
sichts und dem Abgleich per Gesichtserkennung wissen.?4® Da Aufnahmen
von Gesichtern selbst aus grofier Entfernung noch eine gute Auflésung
haben konnen,?*! kann ein einziges Bild einer Uberwachungskamera oder
auf dem Smartphone eines Zeugen die Identifizierung erméglichen. Dage-

236 Siehe nur fiir die Polizei Miinchen, Rampe, ZEIT Online v. 24.10.2023, https://perm
a.cc/BFK8-7VRU.

237 Zum, soweit ersichtlich, ersten wissenschaftlichen Test dieser Fahigkeit siehe Rus-
sell/Duchaine/Nakayama, Psychonomic Bulletin & Review 2009, 252.

238 1In Rampe, ZEIT Online v. 24.10.2023, https://perma.cc/BFK8-7VRU spricht ein
Super Recognizer davon, dass die softwarebasierte Gesichtserkennung bereits ,,un-
verzichtbar® sei, weil sie zuverléssig Gesichter aussortiere, die nicht gesucht sind.

239 Russell/Duchaine/Nakayama, Psychonomic Bulletin & Review 2009, 252 mwN.

240 Vgl. auch Wei/Li, in: Tistarelli/Champod, Handbook of Biometrics for Forensic Sci-
ence, 2017, 177, 177 f. Zur hohen Erfassbarkeit (,collectibility) des Gesichts bereits
Jain/Bolle/Pankanti, in: Jain/Bolle/Pankanti, Biometrics, 1999, 1, 16.

241 Siehe nur Wei/Li, in: Tistarelli/Champod, Handbook of Biometrics for Forensic
Science, 2017, 177.
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Kapitel I. Grundlagen

gen kann ein Unbekannter anhand seiner Fingerabdriicke nur identifiziert
werden, wenn er solche am Tatort hinterlassen hat. Die meisten anderen
biometrischen Identifizierungsmethoden funktionieren zudem nur mit Ko-
operation des Betroffenen zuverléssig; fiir eine Retina- oder Iriserkennung
beispielsweise muss er aus der Ndhe und bei guten Lichtverhéltnissen di-
rekt in die Kamera blicken.?*?

Auch die einfache Verfiigbarkeit von Gesichtsbildern ist ein grofier Vor-
teil der Gesichtserkennung. Das gilt zum einen fiir die Aufnahmen von
unbekannten Verdéchtigen, die etwa bei der Tat oder beim Betreten oder
Verlassen des Tatorts zu sehen sind. Immer mehr staatliche und private
Uberwachungskameras sind rund um die Uhr im Einsatz, um das Gesche-
hen aufzuzeichnen - auch Raububerfille, Diebstahle und Gewalttaten;
Smartphones machen es moglich, Schlagereien oder Tierquilerei zu filmen;
in sozialen Medien kdonnen die Aufnahmen verbreitet werden.?#?

Gesichtsbilder zum Abgleich sind ebenfalls einfach verfiigbar. Andere
biometrische Fernidentifizierungsmethoden wie die Gangerkennung (Gait
recognition) ermdoglichen zwar auch eine Identifizierung aus der Ferne;?**
dann muss aber ein Gangprofil zu der entsprechenden Person in einer
Datenbank gespeichert sein, mit der abgeglichen wird. Gesichtsbilder hin-
gegen sind bereits vorhanden, etwa in polizeilichen Datenbanken oder

242 Wie bereits erwédhnt, befindet sich die Retina (Netzhaut) am hinteren Teil des Auges
und kann nur aus der Entfernung weniger Zentimeter gescannt werden; die Person
muss zudem ihren Kopf fiir etwa 10-30 Sekunden stillhalten (zur Retina-Erkennung
siehe nur Uhl, in: Uhl/Busch/Marcel/Veldhuis, Handbook of Vascular Biometrics,
2020, 3, 8f,; Semerdd/Drahansky, in: Uhl/Busch/Marcel/Veldhuis, Handbook of
Vascular Biometrics, 2020, 309, 313). Iriserkennungen waren urspriinglich nur aus
einer Entfernung von weniger als einem Meter und mit Kooperation des Betroffe-
nen zuverldssig moglich. Zwar wird in den letzten Jahren vermehrt daran geforscht,
eine hohere Genauigkeit zu erreichen, auch fiir die Erkennung aus mehreren Me-
tern Entfernung und/oder in nicht kontrollierten Settings (unconstrained environ-
ments), bei denen die Betroffenen sich bewegen oder nicht direkt in die Kamera
blicken, sieche nur Nguyen/Fookes/Jillela/Sridharan/Ross, Pattern Recognition 2017,
123; Tistarelli/Champod, in: Tistarelli/Champod, Handbook of Biometrics for Fo-
rensic Science, 2017, 1, 4. Die Genauigkeit solcher Iriserkennungen liegt dennoch
weit hinter denen einer Gesichtserkennung.

243 Siehe auch die Webseite des Bundeskriminalamts, Gesichtserkennung, https://perm
a.cc/NZ3K-B555: ,,Aufgrund des steigenden Aufkommens digitaler Aufnahmen, z.
B. in den sozialen Netzwerken und der durch Smartphones allzeitigen Moglichkeit
Bilder zu fertigen, ist in den ndchsten Jahren mit einem weiteren Anstieg der Zahl
der GES-Recherchen zu rechnen.”

244 Zur Gangerkennung siehe etwa Makihara/Matovski/Nixon/Carter/Yagi, Wiley En-
cyclopedia of Electrical and Electronics Engineering, 2015, 1.
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G. Chancen und Risiken des Einsatzes

anderen staatlichen Lichtbildsammlungen (z. B. Personalausweis- und Fiih-
rerscheinfotos). Anwendungen wie Clearview AI?*> oder PimEyes?*¢ ermog-
lichen zudem mit wenigen Klicks eine Identifizierung anhand von Fotos
von Social-Media-Plattformen und allgemein aus dem Internet.

3. Gesichtserkennung als einziger Spurenansatz

In vielen Fillen ist das Gesicht und damit die Gesichtserkennung der einzi-
ge Spurenansatz, um den Téter {iberhaupt ausfindig machen zu kénnen.
Von zwei solchen Beispielen berichtet der Leiter der Abteilung Cybercrime
beim bayerischen Landeskriminalamt.?4”

Wird etwa ein Drogenkonsument festgenommen und befragt, so kennt
er hdufig den echten Namen seines Héndlers nicht, hat aber seinen Whats-
App-Kontakt und damit auch dessen Profilfoto, teilweise mit dem (echten)
Gesicht. Per Gesichtserkennung konnen die Strafverfolgungsbehérden die-
ses dann einfach mit einer polizeilichen Datenbank abgleichen und so
den Namen des Drogenhandlers herausfinden, wenn er zuvor bereits er-
kennungsdienstlich behandelt wurde.

Auch bei korperlichen Auseinandersetzungen unter Personen, die sich
nicht personlich kennen, ist die Identifizierung der Téter ohne Gesichts-
erkennung kaum moglich. Der Leiter der Abteilung Cybercrime beim
bayerischen Landeskriminalamt berichtet etwa von einem Fall der Korper-
verletzung in einer Miinchner Diskothek.?*8 Das Opfer kannte den Titer
nicht, sodass keinerlei Ermittlungsansitze bestanden. Der Nachtclub hatte
jedoch Fotos von der Party machen lassen und diese auf der Webseite ver-
offentlicht; auf zwei Bildern erkannte das Opfer den Angreifer. Mithilfe von
Gesichtserkennung konnte der Fall gelost werden: Der Téter war wegen
eines fritheren Vergehens bereits in der Datenbank erfasst und konnte so
identifiziert werden.

245 Siehe Kapitel I. C. II. 1.

246 Die Gesichtserkennungssoftware von Pimeyes ist online frei verfiigbar, siehe die
Webseite von Pimeyes, https://pimeyes.com/en.

247 Schmidt, Siddeutsche Zeitung v. 4.5.2018 https://perma.cc/WAB6-F4EW.

248 Schmidt, Stiddeutsche Zeitung v. 4.5.2018, https://perma.cc/WAB6-FAEW.
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Kapitel I. Grundlagen

4. Uberpriifbarkeit durch Menschen

Gesichtserkennung hat zudem den Vorteil, dass die Ergebnisse durch Men-
schen tiberpriift werden kénnen. Die Vorschldge anderer KI-basierter An-
wendungen in Strafverfolgung und Gefahrenabwehr (z. B. Algorithmen zur
Riickfallprognose und Predictive Policing Systeme) konnen hingegen von
Menschen haufig nicht nachvollzogen werden.?* Zwar ist aufgrund der
Komplexitit der Rechenoperationen selbst fiir Entwickler von Gesichtser-
kennungsalgorithmen nicht nachvollziehbar, wie genau die Embeddings
(numerische Darstellungen der Gesichtsmerkmale) zustande kommen 2>
Das Ergebnis ist jedoch grundsitzlich einer Uberpriifung zuginglich, in-
dem Menschen selbst die Merkmale der Gesichter (nicht der Embeddings)
vergleichen kénnen.?>! Die relevanten Merkmale (z. B. Hautunebenheiten,
Narben etc.) konnen Sachverstiandige in schwierigeren Féllen dann einkrei-
sen oder mit Pfeilen versehen; dadurch konnen auch Laien den Vergleich
nachvollziehen.

Die grundsitzliche Uberpriifbarkeit von Gesichtserkennungstreffern
wird in Zukunft jedoch immer mehr in Frage gestellt werden. Dies gilt vor
allem dann, wenn Gesichtserkennungsalgorithmen den Menschen in seiner
Fahigkeit, Gesichter zu erkennen, iibertreffen (teilweise ist dies bereits der
Fall)?®2, Die Technologie kann dann zum Beispiel (korrekte) Ubereinstim-
mungen selbst dann finden, wenn grofle Teile des Gesichts verdeckt sind
und ein Mensch nicht mehr in der Lage wire, zu erkennen und zu erkldren,
warum es sich um dieselbe Person handelt.

249 Zu dieser Problematik beim personenbezogenen Predictive Policing siche etwa
Sommerer, Personenbezogenes Predictive Policing, 2020, 142 (,Wie genau das neue
Datum bei einem PPP-Prozess zustande gekommen ist, ist fiir den Beamten vor Ort
jedoch nicht unmittelbar nachvollziehbar, da Predictive Policing gerade dann einge-
setzt wird, wenn statistische Berechnungen durchgefiihrt werden sollen, zu denen
ein Beamter vor Ort nicht in der Lage wire."). Vgl. auch Rademacher/Perkowski, JuS
2020, 713, 720.

250 Kapitel I. E. III.

251 Zu Fillen, in denen falsche Treffer der Maschine fiir einen Menschen sehr leicht
zu erkennen sind (,edge cases®) Knoche/Rigoll, 18th International Conference on
Machine Vision and Applications 2023, arXiv, 1, 4.

252 Vgl. in diese Richtung etwa bereits die Untersuchung von Ramsthaler/Feder-
spiel/Huckenbeck/Kettner/Lux/Verhoff, Archiv fiir Kriminologie 2024, Band 254, 1.
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G. Chancen und Risiken des Einsatzes
I1. Risiken

Um zu verstehen, welche Gefahren Gesichtserkennung mit sich bringen
kann, lohnt sich ein Blick auf die Erfahrungen anderer Staaten, die diese
Technologie schon ldnger und umfassender einsetzen als deutsche Strafver-
folgungsbehorden. Anschliefend wird auch darauf eingegangen, inwiefern
diese Risiken fiir Deutschland relevant sind.

1. Erfahrung aus anderen Staaten

Weltweit setzen Strafverfolgungsbehdrden mittlerweile auf Gesichtserken-
nung. Ein umfassendes Bild zu erhalten ist allerdings schwer moglich, da
selbst in Lindern wie den USA, die bereits auf langjahrige Erfahrungen mit
Gesichtserkennung zuriickblicken konnen, die Verwendung der Technolo-
gie haufig verdeckt bleibt.2>

a) USA

Der Einsatz automatisierter Gesichtserkennung ist in den USA bereits weit
verbreitet: Mindestens jede vierte Polizeibehorde verwendet die Technolo-
gie, um Verdachtige zu identifizieren;?>* die Halfte der erwachsenen US-
Amerikaner - iiber 117 Millionen Menschen - sind in Gesichtserkennungs-
datenbanken gespeichert.?>> Dabei konnen die Strafverfolgungsbehorden
nicht nur auf polizeiliche Datenbanken zuriickgreifen, sondern héaufig etwa
auch Fithrerscheinfotos durchsuchen.?>

253 Karaboga/Frei/Ebbers/Rovelli/Friedewald/Runge, Automatisierte Erkennung von
Stimme, Sprache und Gesicht: Technische, rechtliche und gesellschaftliche Heraus-
forderungen, 2022, 108, auch mit dem zutreffenden Hinweis, dass etwa der verbrei-
tete Einsatz von Clearview AI erst im Rahmen eines Interviews mit dem CEO des
Unternehmens bekannt wurde.

254 Garvie/Bedoya/Frankle, The Perpetual Line-Up: Unregulated Police Face Recog-
nition in America, Center on Privacy & Technology, Georgetown Law, 2016, https://
perma.cc/BSF9-9A9C; vermutlich sind die Zahlen seit diesem Report aus dem Jahr
2016 noch erheblich angestiegen.

255 Garvie/Bedoya/Frankle, The Perpetual Line-Up: Unregulated Police Face Recogni-
tion in America, Center on Privacy & Technology, Georgetown Law, 2016, https://p
erma.cc/BSF9-9A9C.

256 Siehe nur Harwell, The Washington Post v. 7.7.2019, https://perma.cc/74E9-MJ4R.
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Kapitel I. Grundlagen

In vielen Bundesstaaten gibt es sowohl eine spezielle Einheit fiir die
Durchfithrung von Gesichtserkennungssuchen in landesweiten Datenban-
ken als auch die Moglichkeit fiir Polizeibehorden, ihre eigene Gesichtser-
kennungssoftware zu erwerben, um dann (nur) die eigene Lichtbilddaten-
bank dieser Behorde zu durchsuchen. In Michigan beispielsweise enthalt
das Statewide Network of Agency Photos (SNAP) Lichtbilder von Festge-
nommenen, Lichtbilder der Strafvollzugsbehérde Michigan Department
of Corrections und Lichtbilder des Michigan Department of State (ein-
schliellich Bilder von Fiihrerscheinen).2”” Polizeibehdrden im Bundesstaat
Michigan sowie auf Bundesebene kénnen bei der SNAP-Einheit der Mi-
chigan State Police einen Antrag auf eine Gesichtserkennungsabfrage stel-
len, die daraufthin von einem geschulten Gesichtspriifer in ihrem Namen
durchgefiihrt wird. Das System liefert dann in der Regel eine Liste von
Gesichtsbildern, die nach der vom System ermittelten Ahnlichkeit geordnet
sind, zusammen mit dem Ahnlichkeitswert.258 Ein geschulter Gesichtsprii-
fer vergleicht schliefllich das Bild des unbekannten Verdachtigen manuell
mit den von der Software zuriickgegebenen Ubereinstimmungen und ent-
scheidet, ob eine der Personen dem unbekannten Verdéchtigen &hnlich
genug ist, um mit den Ermittlungen fortzufahren. Die Generierung der
Gesichtserkennungsiibereinstimmungen ist daher nur der erste Schritt, ein
Mensch muss sie anschlieflend tberpriifen. Polizeibehorden kdnnen auch
Zugang zum SNAP-Desktop-Tool fiir Gesichtserkennung beantragen, um
ihre eigenen Recherchen durchzufithren.?>® In diesen Fillen sind die Abfra-
gen jedoch auf die Datenbank der Fahndungsfotos und Festgenommenen
beschrankt. Die Polizei des Bundesstaates Michigan ,empfiehlt” zwar, dass
alle Gesichtserkennungsabfragen von Personal durchgefiihrt werden, das
fir den Vergleich und die Identifizierung von Gesichtern geschult ist,260
eine verbindliche Regelung existiert aber nicht.

257 Michigan State Police, Facial Recognition - Frequently Asked Questions, https://per
ma.cc/7CNC-BRVR.

258 Michigan State Police, Facial Recognition - Frequently Asked Questions, https://pe
rma.cc/7CNC-BRVR; vgl. auch Grother/Ngan/Hanaoka, Face Recognition Technol-
ogy Evaluation (FRTE) Part 2: Identification, NISTIR 8271 Draft Supplement, 2023,
10.

259 Dariiber hinaus konnen Polizeibehorden ein Live-Foto mit einer mobilen Gesichts-
erkennungslésung der Michigan State Police durchsuchen, Michigan State Police,
Facial Recognition - Frequently Asked Questions, https://perma.cc/7CNC-BRVR.

260 Michigan State Police, Facial Recognition - Frequently Asked Questions, https://per
ma.cc/7CNC-BRVR.
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G. Chancen und Risiken des Einsatzes

Viele Strafverfolgungsbehérden in den USA verwenden zudem Clear-
view AI, um Verdichtige zu identifizieren. Uber Clearview AI kann jedes
offentlich gepostete Foto gefunden werden - auch wenn die Person ihr
Social Media Profil inzwischen auf privat gestellt hat oder nicht selbst,
sondern eine dritte Person das Foto hochgeladen hat. Mehrere US-Strafver-
folgungsbehorden nutzen die Software bereits regelméflig, um Verdéchtige
zu identifizieren.2®! Nach dem Sturm auf das Kapitol identifizierte das FBI
beispielsweise einen Verdéchtigen, der selbst keine sozialen Medien nutzte,
aber auf einem alten Instagram-Foto seiner Freundin zu sehen war.2? Die
Polizei hat Clearview AI auch eingesetzt, um Verdachtige zu identifizieren,
die bei Protesten Polizisten angegriffen haben sollen.?6?

Der Einsatz von Gesichtserkennung steht in den USA vor allem deshalb
stark in der Kritik, weil bereits sechs Falle bekannt geworden sind, in de-
nen ginzlich Unbeteiligte nach einem falschen Gesichtserkennungstreffer
festgenommen wurden und mehrere Tage in Haft verbrachten.?4 In allen
Fillen waren die Betroffenen Schwarze.

Bislang fehlt es an einer nationalen gesetzlichen Regelung des Einsatzes
automatisierter Gesichtserkennung in den USA. Die Rechtslage in den
einzelnen Bundesstaaten und Stadten ist uneinheitlich. Wéhrend der Ein-
satz an vielen Orten zugelassen, aber naher geregelt wird, erlief§ etwa der
Bundesstaat Massachusetts ein Moratorium;?®° Virginia und New Orleans
verboten die Technologie vollstindig.?6¢ Viele Orte sind von den Verboten
aber mittlerweile wieder abgertickt.26”

261 Hill, The New York Times v. 18.1.2020, https://perma.cc/C4H9-NC6H.

262 Siehe zum Einsatz nach dem Sturm auf das Kapitol auch Riickert, Verfassungsblog v.
22.1.2021, https://perma.cc/B567-XXZN.

263 Fossi/Prazan, NBC MIAMI v. 17.8.2020, https://perma.cc/H7HM-Y8N2.

264 Zuletzt wurde tiber die irrtiimliche Festnahme von Porcha Woodruff berichtet,
Kasulis Cho, The Washington Post v. 7.8.2023, https://perma.cc/YMS7-8RL9. Siehe
auch Johnson, Wired v. 7.3.2022, https://perma.cc/A37S-XVBY (zu den Festnah-
men von Robert Williams, Michael Oliver und Nijeer Parks); Johnson, Wired v.
28.2.2023, https://perma.cc/2B2X-27RH (zur Festnahme von Alonzo Sawyer);
Hill/Mac, The New York Times v. 31.3.2023, https://perma.cc/98M2-VMHT (zur
Festnahme von Randal Reid). Zu den Fallen ausfiihrlich Kapitel III. B. I. 1.

265 Bill S.1385 191st Leg. Mass. 2019 — An Act establishing a Moratorium on Face
Recognition and Other Remote Biometic Surveillance Systems, https://malegislatur
e.gov/Bills/191/SD671.

266 Rabinowicz, Harvard Journal of Law and Technology JOLT Digest, 4.5.2023, https:/
/perma.cc/CU57-RQ9S.

267 Rabinowicz, Harvard Journal of Law and Technology JOLT Digest, 4.5.2023, https:/
/perma.cc/CU57-RQ9S.
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Kapitel I. Grundlagen
b) China

Die Verwendung von Gesichtserkennung in China wird regelmaflig als
Schreckensszenario mobilisiert. Tatsdchlich zeigt sich hier deutlich, welche
Gefahren ein weitgehender und missbrauchlicher Einsatz der Technologie
mit sich bringt. China verfiigt iiber einen gewaltigen Uberwachungsappa-
rat; mindestens 500 Millionen Uberwachungskameras sind an 6ffentlichen
Plitzen, an Eingdngen von Biiros, Parkhdusern und Schulen, in Ziigen und
Bussen installiert.268 Gesichtserkennung macht es nun maglich, aus diesen
Datenfluten eine einzelne Person herauszugreifen und herauszufinden, wo
sie sich wann aufgehalten und mit wem sie Kontakt hatte. Wie gut das
Uberwachungssystem funktioniert, demonstrierten die Behdrden nicht zu-
letzt, als sie — zu Testzwecken - einen BBC-Reporter als zur Fahndung
ausgeschrieben markierten und ihn dann in der Millionenstadt Guiyang
innerhalb von 7 Minuten aufspiirten.?®® Wiahrend Clearview Al in den USA
gerade erst dabei ist, seine Technologie in Augmented-Reality-Brillen zu
integrieren, wurde aus China bereits 2018 berichtet, dass Polizisten Sonnen-
brillen mit Gesichtserkennung verwendeten, um einen Heroin-Schmuggler
zu fassen und Reisende auf gefilschte Ausweise zu tiberpriifen.”® Wenig
tberraschend hat China regelmafSig Erfolge vorzuweisen. Bei einem grofien
Bier-Festival in der 9-Millionen-Einwohner-Stadt Qingdao etwa wurden
iber 20 Verdachtige mittels Gesichtserkennung identifiziert, in Wuhu unter
3,5 Millionen Menschen ein auf der Flucht befindlicher Mordverdachtiger
erkannt, der gerade bei einem Straflenverkdufer Essen kaufte.?”! Chinesi-
sche Behorden verwenden Gesichtserkennung aber auch dazu, die ethni-
sche Minderheit der Uiguren digital zu beobachten und Informationen
tiber ihr Kommen und Gehen zu sammeln.?’? Thre Systeme sind auch in
der Lage, Menschen nach Ethnie (Race) zu sortieren und die Polizei zu
alarmieren, sobald Uiguren gesichtet werden.?’?

268 Qian/Xiao/Mozur/Cardia, The New York Times v. 21.6.2022, https://perma.cc/5MU
8-T2PG.

269 Russell, TechCrunch v. 14.12.2017, https://perma.cc/VM6Q-4YAJ.

270 Mozur, The New York Times v. 8.7.2018, https://perma.cc/BC7A-GUNG5.

271 Mozur, The New York Times v. 8.7.2018, https://perma.cc/BC7A-GUNG5.

272 Mozur, The New York Times v. 14.4.2019, https://perma.cc/85V6-WAML.

273 Bhuiyan, Los Angeles Times v. 9.2.202, https://perma.cc/W6SB-AD6S.
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G. Chancen und Risiken des Einsatzes

¢) Russland

Russland baut ebenfalls seit Jahren sein Uberwachungssystem auf regiona-
ler und nationaler Ebene aus;?’* allein in Moskau wurden zwischen 2017
und 2022 mehr als 220.000 mit (Echtzeit-)Gesichtserkennung ausgestattete
Kameras installiert.?”> Eine spezifische Rechtsgrundlage fiir den Einsatz
von Gesichtserkennung existiert nicht;?’¢ die Rechte der Biirger werden nur
durch die allgemeinen Normen der russischen Verfassung geschiitzt. Die
Polizeibehorden setzen auf Gesichtserkennung, um Verddchtige zu identi-
fizieren, aber auch um Demonstranten und Regierungskritiker wegen (an-
geblicher) Straftaten oder Ordnungswidrigkeiten aufzuspiiren.?’” Als etwa
im April 2021 Tausende Menschen in ganz Russland gegen die Inhaftierung
des Oppositionspolitikers Alexey Navalny demonstrierten, nahm die Polizei
umgehend zahlreiche Demonstranten gewaltsam fest. Nur in Moskau blie-
ben die Massenfestnahmen aus. Dort wurden Dutzende Demonstranten
Tage und Wochen spiter zu Hause oder am Arbeitsplatz festgenommen,
nachdem die Polizei sie per Gesichtserkennung identifiziert hatte.?’”8 Insge-
samt wurden auf diese Weise bereits mindestens Hunderte Demonstranten
nach Anti-Kreml-Protesten identifiziert und verhaftet.?”?

Niheres dariiber, wie solche Festnahmen ablaufen konnen, wurde an-
lasslich eines EGMR-Urteils?80 gegen Russland im Jahr 2023 bekannt. Der
Beschwerdefiihrer war mit der Moskauer U-Bahn gefahren und trug dabei
eine lebensgrofle Pappfigur des inhaftierten Kreml-Kritikers Konstantin
Kotov mit sich, der ein Schild in Hédnden hatte mit der Aufschrift ,A Bsr
He o*yean? fI Koncrantun KoToB, 32 MUpHbIE IHKETBI MHE I'PO3HUT AO 5
aet. (,,Seid ihr bescheuert? Ich bin Konstantin Kotov, mir drohen bis zu 5
Jahre wegen friedlichen Protests.“).28! Von der Protestaktion wurden Fotos

274 Vgl. auch Kuteynikov/Izhaev/Lebedev/Zenin, Lex Russica 2022, 121, 127.

275 EGMR, Urt.v. 4.7.2023, 11519/20, Rn. 5.

276 Kuteynikov/Izhaev/Lebedev/Zenin, Lex Russica 2022, 121, 127.

277 So die russische Nichtregierungsorganisation OVD-Info, 17.1.2022, https://perma.cc
/A57N-KBET.

278 Solopov, Meduza v. 27.4.2021, https://perma.cc/KD8C-BCG]J.

279 Masri, Reuters v. 28.3.2023, https://perma.cc/L7QD-B5UA.

280 EGMR, Urt. v. 4.7.2023, 11519/20. Russland ist zwar seit 16.9.2022 nicht mehr Ver-
tragspartei der EMRK, fiir die Bearbeitung der bis zu diesem Zeitpunkt eingereich-
ten Beschwerden gegen Russland ist der EGMR aber weiterhin zustindig, vgl.
Art. 58 Abs. 2 EMRK.

281 Hierzu die russische Nichtregierungsorganisation OVD-Info, 4.7.2023, https://per
ma.cc/LTU2-X85U; in der Entscheidung des EGMR findet sich die Formulierung
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Kapitel I. Grundlagen

und ein Video in den sozialen Medien hochgeladen; diese fand die Polizei.
Mit nachtraglicher Gesichtserkennung identifizierte sie den Demonstran-
ten (Identititsermittlung). Wenige Tage spiter wurde er in der U-Bahn
festgenommen, offenbar lokalisiert durch Echtzeit-Gesichtserkennung.?8?
Daraufhin wurde er zu einer Geldstrafe von etwa 283 Euro verurteilt, weil
er seinen Protest nicht angemeldet hatte.

2. Zentrale Probleme

Der Einsatz von Gesichtserkennung bringt demnach vor allem drei Risi-
ken mit sich: Fehlidentifizierungen und Ermittlungen gegen (ginzlich un-
beteiligte) Unschuldige, Einschrankung der Privatheit des Einzelnen und
dadurch potenziell Auswirkungen auf die Gesellschaft. Diese werden haufig
erst sichtbar, wenn der Blick nicht auf eine einzelne MafSnahme fallt, son-
dern Gesichtserkennung dariiber als System verstanden wird.?83

»You must be f**king kidding me. 'm Konstantin Kotov. I'm facing up to five years
[in prison] under [Article] 212.1 for peaceful protests’; EGMR, Urt. v. 4.7.2023,
11519/20 Rn. 7.

282 Dass die Polizei Gesichtserkennung eingesetzt hatte, gaben die Regierungsvertreter
Russlands zwar wahrend des Verfahrens vor dem EGMR nicht ausdriicklich zu. Die
Richterinnen und Richter sahen die Verwendung aber als erwiesen an, weil nicht
erklarbar war, wie die Polizei den Demonstranten so schnell nach seinem Protest
identifizieren konnte, EGMR, Urt. v. 4.7.2023, 11519/20 Rn.72. Da die russische
Polizei den Einsatz von Gesichtserkennung nicht dokumentieren und Betroffene
auch nicht dariiber informieren muss, sei es im Ubrigen fiir die Biirger kaum
méglich, den Einsatz zu beweisen.

283 Vgl. einen dhnlichen Gedanken bei Poscher, in: Voneky/Kellmeyer/Miiller/Burgard,
The Cambridge Handbook of Responsible Artificial Intelligence, 2022, 281, 288
(»[T]he alternative approach implies a more systemic perspective on data collection
and data processing measures. It allows us to step back from the idea that each
and every instance of personal data processing constitutes an infringement of a
fundamental right. If data protection is understood as protection against abstract
dangers, then we do not have to look at the individual instances of data processing.
Instead, we can concentrate on the data processing system and its context in order
to evaluate the abstract danger it poses.). Vgl. auch Renan, Stanford Law Review
2016, 1039, 1042 ft.
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G. Chancen und Risiken des Einsatzes

a) Fehlidentifizierung und Ermittlungsmafinahmen gegen Unbeteiligte

Dass sich Ermittlungen immer auch gegen Unschuldige richten kénnen,
ist an sich nicht ungewdhnlich. Wie Singelnstein treffend formuliert, geho-
ren ,zuldssige Mafinahmen gegen Unschuldige zum Alltag der Strafverfol-
gungsbehorden [...], namentlich stets dann, wenn sich erst ex post die
Unschuld eines Verdéchtigen herausstellt“?#* Wie bereits angesprochen,
wohnen der automatisierten Gesichtserkennung aber eine spezifische Ge-
fahr und eine erhohte Wahrscheinlichkeit inne, dass Unbeteiligte beschul-
digt werden und dass der Fehler wegen grofer optischer Ahnlichkeit
nicht immer erkannt wird.?#> Zudem konnen aufgrund des Einsatzes der
Gesichtserkennung génzlich Unbeteiligte, die keinerlei Bezug zu Tat oder
wirklichem Téter haben, in das Ermittlungsumfeld der Polizei geraten.
Denn es wird allein an das Aussehen angekniipft.

b) Privatheit der Betroffenen

Mit Blick auf die Betroffenen einer Gesichtserkennungsmafinahme besteht
die Gefahr, dass die Behorden die Daten zu einem Bewegungsmuster oder
gar einem Personlichkeitsprofil verkniipfen konnten.?8¢ Durch die Erken-
nung konnen eine Reihe von Informationen iiber einen Menschen gewon-
nen werden, einschliefSlich seiner beruflichen Tatigkeit, Freizeitaktivitaten
und religiosen Uberzeugung. Auch konnen Hinweise auf seine sexuelle
Orientierung oder politische Ausrichtung gewonnen werden, etwa wenn er
bei der Teilnahme an bestimmten Versammlungen identifiziert wird.

284 Singelnstein, Strafbare Strafverfolgung, 2019, 206.

285 Siehe hierzu auch die Félle in Kapitel III. B. L. 1.

286 Siehe nur Ferguson, Minnesota Law Review 2021, 1105, 1117 (,The resulting scans
could locate individuals at any point they are identified by a camera, creating a
virtual retrospective map of movements and activities over time.“); Garvie/Bedoya/
Frankle, The Perpetual Line-Up: Unregulated Police Face Recognition in America,
Center on Privacy & Technology, Georgetown Law, 2016, https://perma.cc/BSF9-9
A9C (,If cities like Chicago equip their full camera networks with face recognition,
they will be able to track someone’s movements retroactively or in real-time, in
secret.“); Hurtz, Siiddeutsche Zeitung v. 22.1.2020, https://perma.cc/8SWN-5AWK.
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Kapitel I. Grundlagen
c) Auswirkungen auf die gesamte Gesellschaft

Dartiber hinaus stellt sich aber eine weitere Frage, auch fir diejenigen,
die selbst gar nicht (zu Recht oder zu Unrecht) von Gesichtserkennung
betroffen sind: Was bedeutet es fiir eine Gesellschaft, in der jeder darum
weif3, dass er oder sie mit Leichtigkeit identifiziert werden kénnte?

Die Metapher des Panoptikums wurde im Zusammenhang mit Uber-
wachungsmafinahmen schon zur Geniige verwendet. Die Frage, die sie
mit Blick auf den Einsatz von Gesichtserkennung aufwirft, ist aber rich-
tig. Fithrt die Sorge vor einer Uberwachung dazu, dass die Menschen
ihr Verhalten dndern und Abstand nehmen von - méglicherweise sogar
grundrechtlich besonders geschiitzten — Aktivititen wie einer Versamm-
lungsteilnahme? Benthams Panoptikum ist eine Gefangnisarchitektur, die
es erméglicht, mit nur einem Wichter alle Gefédngnisinsassen im Blick zu
behalten.?8” Von einem Wachturm in der Mitte kann er in die ringsum
angeordneten Zellen aller Gefangenen blicken, diese kénnen jedoch nicht
erkennen, ob sich in dem dunklen Turm gerade ein Wéchter befindet. Das
Entscheidende daher: Die Insassen wissen nie, ob sie gerade {iberwacht
werden. Dadurch, so die Theorie, passen die Beobachteten ihr Verhalten
aus Furcht vor Sanktionen selbst an — und das mit einem geringen Perso-
nalaufwand von Seiten des Gefdngnisses. Ob ein solcher ,,Panoptikum-Ef-
fekt“ tatsdchlich besteht, ist eine andere Frage. Zumindest in autoritiren
Staaten ist durchaus naheliegend, dass Biirgerinnen und Biirger an De-
monstrationen nicht teilnehmen, weil sie Angst vor Repressionen haben —
und Gesichtserkennung ist das Ermittlungswerkzeug, um sie schnell und
effektiv aufzusptiren.

3. Relevanz fiir Deutschland

Warum sollten diese Beispiele missbrauchlichen oder nachldssigen Um-
gangs mit Gesichtserkennung fiir eine Regulierung von Gesichtserkennung
in Deutschland relevant sein? Weder wenden deutsche Strafverfolgungsbe-
horden autoritire Methoden an, noch gibt es Berichte dariiber, dass wegen
Gesichtserkennung vermehrt gegen Unschuldige ermittelt wird. Dem ist zu
entgegen:

287 Bentham, in: Welzbacher, Panoptikum oder Das Kontrollhaus, 2013, 7, 13 ff.
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G. Chancen und Risiken des Einsatzes

Erstens wird nicht systematisch ausgewertet, wie die weiteren Ermittlun-
gen nach Gesichtserkennungstreffern in Deutschland verlaufen.28% Ob und
wie hédufig Unschuldige aufgrund des Einsatzes von Gesichtserkennung
ins Visier der Strafverfolgungsbehorden geraten, ist daher nicht bekannt.
Zudem weif3 ein zu Unrecht Verdédchtigter womdglich gar nicht, dass wegen
eines Gesichtserkennungstreffers der Verdacht auf ihn gefallen war, denn
hierauf wird er nicht ausdriicklich hingewiesen; eine Benachrichtigungs-
pflicht besteht nicht.?8° Im Rahmen einer Akteneinsicht kann er zwar den
Bericht tiber die Gesichtserkennungsrecherche einsehen, sofern dieser in
die Akten aufgenommen wird. Unverteidigte Beschuldigte werden jedoch
trotz ihres Rechts darauf?®® nicht immer Einsicht in ihre Akten beantra-
gen. 2!

Zweitens mag es zwar zutreffend sein, dass ein missbrauchlicher Umgang
mit Gesichtserkennung in absehbarer Zeit in Deutschland nicht droht.
Auch kann man daher in Frage stellen, ob in Deutschland tatséchlich
wegen der Verwendung von Gesichtserkennung in der Strafverfolgung
Einschiichterungseffekte bestehen oder in Zukunft drohen.?*?> Das Bundes-
verfassungsgericht zieht diese Argumentationsfigur aber jedenfalls heran?
und begriindet mit ihr ebenfalls eine erhdhte Eingriffsintensitat mit Blick
auf die informationelle Selbstbestimmung.?** Da das Gericht auch bei der
automatisierten Kfz-Kennzeichenkontrolle mit Einschiichterungseffekten

288 Dazu bereits Kapitel I. F. I. 5.

289 Zu der in der Praxis herangezogenen Rechtsgrundlage des § 98c StPO noch aus-
fithrlich Kapitel II. C. I.

290 §147 Abs. 4 StPO.

291 Da Gesichtserkennung besonders hdufig auch bei weniger schweren Delikten her-
angezogen wird (Kapitel L. F. II. 1.), ist nicht unplausibel, dass viele Betroffene nicht
verteidigt waren und selbst keine Akteneinsicht beantragt haben. Daher konnten sie
gar nicht erfahren, dass durch eine Gesichtserkennungsrecherche (und die anschlie-
Bende Identifizierung durch einen Menschen) der Verdacht auf sie fiel.

292 Zur Kritik am Konzept der Einschiichterungseffekte wegen mangelnder Empirie
allgemein vgl. nur Staben, Der Abschreckungseffekt auf die Grundrechtsausiibung,
2016, 1211f.,, (speziell auch zur fehlenden Empirie fiir Deutschland); Nettesheim,
VVDStRL 2011, 7, 28; Sklansky, California Law Review 2014, 1069, 1094 ff.; De Mot/
Faure, Tort Law Review 2014, 120, 121.

293 Siehe nur BVerfGE 65, 1 (42); 113, 29 (46); 120, 378 (430).

294 Siehe nur BVerfGE 120, 378 (402). Andere argumentieren, dass Einschiichterungsef-
fekte bereits zur Eroffnung des Schutzbereichs (oder zu einem Eingriff) fithren,
unabhingig davon, ob tatsichlich personenbezogene Daten erhoben werden, siehe
nur mwN Albrecht/Seidl, in: Mostl/Weiner, BeckOK Polizei- und Ordnungsrecht
Niedersachsen, 29. Ed., Stand: 1.11.2023, NPOG § 32 Rn. 6.
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Kapitel I. Grundlagen

argumentiert hat,?®> ist davon auszugehen, dass es auf solche erst recht
bei der automatisierten Gesichtserkennung zuriickgreifen wird.?%¢ Auch ist
nach der verfassungsgerichtlichen Rechtsprechung fiir das Eingriffsgewicht
bereits entscheidend, welche Mdglichkeiten des Missbrauchs eine Mafinah-
me birgt,?” nicht ob sie tatsdchlich missbrauchlich eingesetzt wird. Hierauf
wird in Kapitel II. ausfithrlich eingegangen. Interessant sind in diesem
Zusammenhang auch die Ausfithrungen des Bundesverfassungsgerichts in
seiner Entscheidung zur Wiederaufnahme zuungunsten des Freigesproche-
nen, wonach ,die verfassungsrechtlichen Anforderungen an den Gesetz-
geber nicht deshalb ab[nehmen], weil eine gefestigte demokratische und
rechtsstaatliche Entwicklung in der Bundesrepublik Deutschland dazu ge-
fithrt hétte, dass eine Abkehr oder Aufweichung der verfassungsrechtlichen
Grundsitze nicht mehr zu befiirchten sind“2® Ubertragen auf Gesichtser-
kennung wiirde dies bedeuten, dass auch Gefahren in den Blick zu nehmen
sind, die derzeit und in naher Zukunft noch nicht bestehen.

Drittens sind die erwdhnten Gefahren und Beispiele aus anderen Staa-
ten hdufig Gegenstand medialer Berichterstattung tiber automatisierte Ge-
sichtserkennung (siehe hierzu ausfiihrlich Kapitel III.). Sie beeinflussen
daher die 6ffentliche Wahrnehmung des Einsatzes dieser Strafverfolgungs-
technologie. Eine weitgehende Uberwachung in Deutschland mag nicht
real sein, aber die Sorge davor kann es durchaus sein. Gerade angesichts
der Tatsache, dass, wie oben erwidhnt, ein grofler Teil der Bevolkerung
auf Kiinstlicher Intelligenz basierenden neuen Technologien mit Bedenken
gegeniibersteht, erscheint es sinnvoll, proaktiv mogliche Probleme zu iden-
tifizieren und durch eine gesetzliche Regelung zu adressieren.

295 BVerfGE 120, 378 (402); siehe auch BVerfGE 150, 244 (268): ,,Eine solche Maf3nah-
me ist nicht erst hinsichtlich ihrer Folgen, sondern als solche freiheitsbeeintrachti-
gend. Zur Freiheitlichkeit des Gemeinwesens gehort es, dass sich die Biirgerinnen
und Biirger grundsatzlich fortbewegen kénnen, ohne dabei beliebig staatlich re-
gistriert zu werden, hinsichtlich ihrer Rechtschaffenheit Rechenschaft ablegen zu
miissen und dem Gefiihl eines stindigen Uberwachtwerdens ausgesetzt zu sein [...]
Jederzeit an jeder Stelle unbemerkt registriert und darauf iiberpriift werden zu kon-
nen, ob man auf irgendeiner Fahndungsliste steht oder sonst in einem Datenbestand
erfasst ist, ware damit unvereinbar.

296 Das gilt jedenfalls fiir das Einsatzszenario der Echtzeit-Fahndung.

297 Kapitel IT. A. 1. 2. b) ee).

298 BVerfG, NJW 2023, 3698, 3708.
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H. Fazit zu Kapitel I. Grundlagen

H. Fazit zu Kapitel I. Grundlagen

In Deutschland setzen BKA, Bundespolizei, Landeskriminalimter und
Landespolizeibehorden automatisierte Gesichtserkennung bereits regelma-
ig ein, um unbekannte Verddchtige zu identifizieren. Die Technologie
erfiillt dabei eine Filter- und Sortierfunktion, menschliche Experten iiber-
priifen die Vorschlige. Auch bei schlechter Bildqualitit kann Gesichts-
erkennung zumindest einen ermittlungsunterstiitzenden Hinweis geben,
gegen wen nun weiter ermittelt werden soll. Bei einer Regulierung der
Technologie sollten die zentralen Risiken im Blick behalten werden: Fehli-
dentifizierungen und Ermittlungen gegen Unschuldige, Beeintrachtigung
der Privatheit der Betroffenen und mdégliche Auswirkungen auf die Gesell-
schaft. Dadurch konnten auch die Legitimitit und das Vertrauen in die
Strafverfolgungsbehorden gestarkt werden.
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Kapitel II. Rechtlicher Rahmen

In diesem Kapitel wird der rechtliche Rahmen des Einsatzes automatisier-
ter Gesichtserkennung zur Identifizierung unbekannter Verdéachtiger unter-
sucht. Dabei stellt sich im ersten Schritt die Frage, welche rechtlichen An-
forderungen an eine Rechtsgrundlage zu stellen sind. Hierfiir wird zunéchst
vertieft herausgearbeitet, welche Vorgaben das deutsche Verfassungsrecht
macht (A.).?* Zudem wird untersucht, ob sich aus dem europiischen
Recht dariiber hinausgehende konkrete Vorgaben ergeben (B.). In einem
zweiten Schritt gilt es dann zu priifen, ob das geltende Strafprozessrecht
eine Rechtsgrundlage bereithilt, die diese Voraussetzungen erfiillt (C.).

A. Verfassungsrecht: Anforderungen an die Rechtsgrundlage

Im Zentrum der verfassungsrechtlichen Betrachtung steht das Grundrecht
auf informationelle Selbstbestimmung; auch wird kurz auf die Versamm-
lungsfreiheit, den allgemeinen Gleichheitssatz und die Menschenwiirde
eingegangen. Da das Anliegen dieser Arbeit ist, einen ersten Vorschlag fiir
eine Regulierung von Gesichtserkennung zu erarbeiten, bildet die Recht-
sprechung des Bundesverfassungsgerichts den Ausgangspunkt. Sie wird
zugrunde gelegt und hiervon ausgehend herausgearbeitet, wie sie auf die
Gesichtserkennung zu iibertragen ist.

299 Ungeachtet der Normenhierarchie wird das européische Recht erst anschliefSend
betrachtet, da das deutsche Verfassungsrecht in seiner Auslegung durch das Bundes-
verfassungsgericht mit dem Recht auf informationelle Selbstbestimmung zu Fragen
der (automatisierten) Datenverarbeitung ausdifferenziertere Vorgaben macht. Die
fiir polizeiliche Datenverarbeitung ebenfalls einschlégige JI-Richtlinie (hierzu néher
unter B. I. 2.) enthilt keine zwingenden Vorgaben des Unionsrechts, sodass das
Bundesverfassungsgericht die Zuléssigkeit des Einsatzes automatisierter Gesichtser-
kennung weiterhin am Maf3stab des Grundgesetzes iiberpriifen wiirde, vgl. nur
BVerfGE 155, 119, 163 ff.
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Kapitel II. Rechtlicher Rahmen

L. Recht auf informationelle Selbstbestimmung

“It’s not just a difference in degree; it’s a difference in kind.”
- Bruce Schneier3%°

Das vom Bundesverfassungsgericht erstmals im Volkszahlungsurteil 1983
entwickelte Recht auf informationelle Selbstbestimmung®”' dient dazu, die
Autonomie des Einzelnen zu sichern, indem es gewidhrleistet, dass dieser
grundsitzlich selbst iiber die Erhebung und Verwendung seiner Daten
bestimmen kann.3%? Es ist kein ,,Digital-Grundrecht®, sondern gilt auch fiir
analoge Datenverarbeitungen. Sein Schutzbereich tragt aber den ,moder-
nen Bedingungen der Datenverarbeitung® besonders Rechnung.>%® Diese
erlauben nicht nur die Verarbeitung einer Menge an Daten, die auf konven-
tionellem Wege gar nicht bewiltigt werden kénnte, sondern erméglichen es
auch, Informationen unbegrenzt zu speichern, jederzeit ohne Riicksicht auf
Entfernungen in Sekundenschnelle abzurufen und durch Verkniipfung von
Daten Riickschliisse tiber Personen zu ziehen.?** Vor diesem Hintergrund
ist auch die automatisierte Gesichtserkennung zu betrachten: Der automa-
tisierte sekundenschnelle Abgleich von Millionen Lichtbildern bedeutet
nicht nur eine andere Quantitit als der manuelle Abgleich durch einen
Polizeibeamten, sondern auch eine neue Qualitdit der Datenverarbeitung.30°

1. Schutzbereich

Das Grundrecht auf informationelle Selbstbestimmung schiitzt die Befug-
nis des Einzelnen, grundsitzlich selbst {iber die Preisgabe und Verwendung
seiner personlichen Daten zu bestimmen.%¢ Es stellt eine Auspragung des

300 Schneier, The Coming AI Hackers, 2021, 1, https://perma.cc/3B3C-X5CZ.

301 BVerfGE 65, 1.

302 Eifert, in: Herdegen/Masing/Poscher/Girditz, Handbuch des Verfassungsrechts,
2021, § 18 Personliche Freiheit, Rn. 129.

303 Siehe auch Kube, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band VII,
3. Aufl. 2009, § 148 Rn. 68 (,Die Bedeutung der informationellen Selbstbestimmung
zu betonen, ist heute — fast 30 Jahre nach dem Volkszihlungsurteil — wegen der
mittlerweile erreichten Leistungsfahigkeit der elektronischen Datenverarbeitungs-
systeme [...] gebotener denn je.).

304 BVerfGE 65, 1 (42). Vgl. auch BVerfGE 113, 29 (46); 115, 166 (188); 115, 320 (341£);
118, 168 (184); 120, 378 (397); 130, 151 (183).

305 So auch Martini, NVwZ-Extra 1-2/2022, 1, 7.

306 BVerfGE 65,1 (43).
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A. Verfassungsrecht: Anforderungen an die Rechtsgrundlage

allgemeinen Personlichkeitsrechts gem. Art. 2 Abs. 1i. V. m. Art. 1 Abs.1 GG
dar.3%7 Von diesem unterscheidet es sich in seiner Loslosung des Denkens in
unterschiedlichen ,Sphiren: Das Recht auf informationelle Selbstbestim-
mung schiitzt alle personenbezogenen Daten,*® unabhingig davon, ob
sie der Sozial-, Privat- oder Intimsphire zuzuordnen sind.3®® Unter den
Bedingungen der automatischen Datenverarbeitung gibt es kein ,belanglo-
ses“ Datum mehr,®'° da neue Technologien es ermdéglichen, grofie Mengen
von Daten miteinander zu verkniipfen und daraus weitere Riickschliisse
zu ziehen. Personenbezogene Daten sind alle Informationen, die sich auf
eine identifizierte oder identifizierbare Person beziehen.!! Identifizierbar
ist eine Person dann, wenn mithilfe weiterer Informationen ihre Identitat

307 Siehe nur BVerfGE 118, 168 (184); 115, 166 (187); Eifert, in: Herdegen/Masing/Po-
scher/Gérditz, Handbuch des Verfassungsrechts, 2021, §18 Personliche Freiheit,
Rn.91. Vgl. auch Kube, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band
VII, 3. Aufl. 2009, § 148 Rn. 66 (,eigenstandige Ausformung®); Dreier GG/Barczak,
4. Aufl. 2023, GG Art. 2 Abs. 1 Rn. 91 (,,bereichsspezifische Konkretisierung® des all-
gemeinen Personlichkeitsrechts); Schwabenbauer, in: Lisken/Denninger, Handbuch
des Polizeirechts, 7. Aufl. 2021, Kapitel G. Informationsverarbeitung im Polizei- und
Strafverfahrensrecht, Rn. 88 (,,Facette“ des allgemeinen Personlichkeitsrechts).

308 BVerfGE 65, 1 (42); 118, 168 (184). Das Bundesverfassungsgericht verwendet wech-
selnd (teilweise innerhalb einer Entscheidung) die Begriffe ,,personenbezogene Da-
ten, ,personliche Daten® (so auch in BVerfGE 65, 1 (43)) und ,personenbezogene
Informationen® (siehe z. B. BVerfGE 115, 166 (190)). Vgl. auch BVerfGE 67, 100 (143)
(»auf sie [die Grundrechtstriager] bezogenel...], individualisierte][...] oder individua-
lisierbare[...] Daten®).

309 Dreier GG/Barczak, 4. Aufl. 2023, GG Art.2 Abs.1 Rn. 92; vgl. auch BVerfGE 150,
244 (264).

310 So bereits BVerfGE 65, 1 (45); siehe auch BVerfGE 115, 320 (350); 118, 168 (185); 120,
378 (399).

311 Zur Definition wird § 46 Nr.1 BDSG (oder der wortgleiche Art.4 Nr.1 DSGVO)
herangezogen, BVerfG (K), NJW 2018, 2395, 2396; v. Miinch/Kunig/Kunig/Kdamme-
rer, 7.Aufl. 2021, GG Art.2 Rn.76; Dreier GG/Barczak, 4.Aufl. 2023, GG Art.2
Abs. 1 Rn. 92. Danach sind personenbezogene Daten ,alle Informationen, die sich
auf eine identifizierte oder identifizierbare natiirliche Person (betroffene Person)
beziehen; als identifizierbar wird eine natiirliche Person angesehen, die direkt oder
indirekt, insbesondere mittels Zuordnung zu einer Kennung wie einem Namen, zu
einer Kennnummer, zu Standortdaten, zu einer Online-Kennung oder zu einem
oder mehreren besonderen Merkmalen, die Ausdruck der physischen, physiologi-
schen, genetischen, psychischen, wirtschaftlichen, kulturellen oder sozialen Identi-
tat dieser Person sind, identifiziert werden kann® Vgl. hingegen noch BVerfGE 65,
1 (42): ,Einzelangaben tiber personliche oder sachliche Verhaltnisse einer bestimm-
ten oder bestimmbaren Person (personenbezogene Daten [vgl. § 2 Abs. 1 BDSG])*
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ermittelt werden kann;3? mafigeblich sind dabei die Moglichkeiten der
verarbeitenden Stelle,?”® im Fall der Gesichtserkennung also die der Straf-
verfolgungsbehorden.

Entscheidend ist daher zundchst die Frage, ob beim Einsatz von Ge-
sichtserkennung zur Identititsermittlung personenbezogene Daten verar-
beitet werden. Das triftt zundchst ohne Weiteres auf die verwendeten Bilder
zu, denn Lichtbilder enthalten personenbezogene Daten, wenn die abge-
bildete Person erkennbar ist.>¥ Das ist bei den zur Gesichtserkennung
verwendeten Bildern der Fall, sowohl bei den Bildern in der Datenbank
(meist Portratfotos) als auch bei den Aufnahmen, auf denen der zu identifi-
zierende Verdachtige abgebildet ist.31>

Auch die Embeddings als numerische Darstellungen der Gesichter®®
sind personenbezogene Daten. Der Umstand, dass sich aus dem Embed-
ding selbst die Identitit oder der Name der Person nicht direkt ergeben,
steht dem nicht entgegen. Das Bundesverfassungsgericht hat bereits mit
Blick auf automatisierte Kfz-Kennzeichenkontrollen festgestellt, dass es fiir
die Feststellung eines Personenbezugs unschédlich sei, dass die Autokenn-
zeichen selbst den Namen des Fahrzeughalters nicht anzeigen.3” Mafigeb-
lich sei insofern allein, dass sich das Kennzeichen eindeutig einer bestimm-
ten Person zuordnen ldsst und damit personenbezogene Informationen
vermitteln kann.3!® Das trifft auf die fiir die Gesichtserkennung erstellten
Embeddings ebenfalls zu.3"” Diese sind in der Datenbank mit den weiteren
Informationen zu einer Person (insbesondere Lichtbild, Name, Adresse)

312 Vgl. nur Paal/Pauly/Ernst, 3. Aufl. 2021, DS-GVO Art.4 Rn.8; BeckOK Daten-
schutzR/Schild, 46. Ed., Stand: 1.11.2023, BDSG § 46 Rn. 2.

313 EuGH, NJW 2016, 3579, 3581 (Personenbezug, wenn die verarbeitende Stelle ,iiber
rechtliche Mittel verfiigt, die es [...] erlauben, die betreffende Person anhand der
Zusatzinformationen [...] bestimmen zu lassen®).

314 Deutlich BVerwG, NJW 2019, 2556 (2561). Auch das Bundesverfassungsgericht geht
davon aus, dass durch Videoaufnahmen personenbezogene Daten verarbeitet wer-
den, siche nur BVerfG, NVwZ 2007, 688, 690 und BVerfGE 120, 378 (399 ft.).

315 Zu verneinen wire der Personenbezug nur, wenn die Qualitdt der Aufnahmen so
schlecht ist, dass eine Identifizierung unter keinen Umstinden maéglich wire; solche
Aufnahmen wiirden dann aber erst gar nicht zur Identifizierung mit Gesichtserken-
nung herangezogen.

316 Zum technischen Hintergrund Kapitel I. E. III.

317 BVerfGE 150, 244 (265).

318 BVerfGE 150, 244 (265) unter Verweis auch auf BVerfGE 65, 1 (42); 118, 168 (184 ff.);
120, 378 (400£.); 128, 1 (42 f£)); 130, 151 (184).

319 Der Personenbezug ist hier sogar noch stérker, da sich das Embedding einer Person
direkt aus deren personlichen Merkmalen ergibt und sich ihr unmittelbar zuordnen
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verkniipft; sie lassen sich demnach eindeutig einer identifizierten oder
identifizierbaren Person zuordnen®? und sind daher personenbezogen.3?!
Die Embeddings (und der Gesichtserkennungsvorgang) unterfallen damit
dem Schutzbereich der informationellen Selbstbestimmung.

2. Eingriffe und Intensitat

Im nédchsten Schritt ist danach zu fragen, welche einzelnen Schritte beim
Einsatz von Gesichtserkennung®?? zur Ermittlung der Identitit eines Tat-
verddchtigen Eingriffe darstellen und daher gerechtfertigt werden miissen.
Zudem wird in diesem Abschnitt das Gewicht dieser Eingriffe bestimmt, da
dies entscheidend dafiir ist, welche Anforderungen an eine Rechtfertigung
zu stellen sind.

a) Eingriff

Jeder staatliche Umgang mit - also die Verarbeitung von - personenbezo-
genen Daten bedeutet grundsitzlich einen Eingriff in das Recht auf infor-
mationelle Selbstbestimmung, denn jedes Mal wird es dem Betroffenen
verwehrt, selbst iiber die Preisgabe und Verwendung seiner personenbezo-
genen Daten zu entscheiden. Eine Erheblichkeitsschwelle besteht nicht.??3
Der Umgang mit personenbezogenen Daten durch staatliche Behérden be-
griindet daher in der Regel verschiedene, aufeinander aufbauende Eingrif-

lasst, wahrend sich mit dem Autokennzeichen nur mittelbar ein Personenbezug
herstellen lasst (vgl. auch BVerfGE 150, 244 (280)).

320 Zutreffend Schindler, Biometrische Videoiiberwachung, 303 f.

321 So auch Schindler, Biometrische Videoiiberwachung, 304; Hornung/Schindler, DuD
2021, 515, 517. Vgl. zur Ebene des einfachen Rechts bereits Hornung, DuD 2004, 429
und zur Diskussion Sofiotis, VR 2010, 186, 187.

322 Zum Eingriff durch staatliche Videoiiberwachung als solche Schindler, Biometrische
Videoiiberwachung, 306 ff. Zu Bild- und Videoaufnahmen, auf denen Personen
identifizierbar aufgenommen wurden, als personenbezogene Daten, die in den
Schutzbereich des Rechts auf informationelle Selbstbestimmung fallen, ders., 292 ff.;
iiberzeugend gegen eine Eréffnung des Schutzbereichs des Rechts auf informatio-
nelle Selbstbestimmung allein durch Einschiichterung und Uberwachungsdruck
ders., 300 f.

323 Kube, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band VII, 3. Aufl. 2009,
§148 R 81.
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fe.3?* Insbesondere ist insoweit zwischen der Erhebung®?, Speicherung??¢
und Verwendung®”’ (insbesondere Ubermittelung an andere Behdrden328)
von Daten zu unterscheiden.®” Ein Eingriff ist auch der Abgleich von
Daten, also der Vorgang, zwei (oder mehr)? Datensitze auf Ubereinstim-
mungen oder Unterschiede zu untersuchen.?!

Die Speicherung der Lichtbilder in einer Datenbank sowie die Heranzie-
hung und Speicherung der Bild- oder Videoaufnahme eines Verdichtigen
stellen somit Eingriffe in das Recht auf informationelle Selbstbestimmung
dar.33? Diese sind jedoch unabhéngig von einer Verwendung dieser Bilder
zur Gesichtserkennung. Die entscheidende Frage im Rahmen des Einsatzes
von Gesichtserkennung ist daher, welche zusitzlichen rechtfertigungsbe-
diirftigen Eingriffe sich aus diesem Vorgang ergeben.

324 Nach BVerfGE 100, 313 (366 f.); 115, 320 (343 1.); 120, 378 (400 f.); 125, 260 (310); 130,
151 (184); stRspr begriinden ,,Vorschriften, die zum Umgang mit personenbezogenen
Daten durch staatliche Beh6rden erméchtigen, [...] in der Regel verschiedene, auf-
einander aufbauende Eingriffe in das Recht auf informationelle Selbstbestimmung”
(Hervorhebung J. H.). Wenn aber bereits die Vorschriften einen Eingriff bedeuten,
dann erst recht auch die tatsdchliche Vornahme dieser Verarbeitungsschritte.

325 Im Rahmen der DSGVO wird Erheben als das Beschaffen von Daten verstanden,
Paal/Pauly/Ernst, 3. Aufl. 2021, DS-GVO Art. 4 Rn. 23, vgl. § 3 Abs. 3 BDSG aF.

326 Im Rahmen der DSGVO meint Speicherung das Aufbewahren, insbesondere
auf einem Datentréger, zum Zwecke der weiteren Verarbeitung, Paal/Pauly/Ernst,
3. Aufl. 2021, DS-GVO Art. 4 Rn. 32.

327 Verwendung wird im Rahmen der DSGVO als Auffangtatbestand verstanden und
soll alle Arten des zweckgerichteten Gebrauches oder der internen Nutzung von
Daten erfassen, die von den tibrigen Beispielen fiir Datenverarbeitungsschritte nicht
umfasst sind, Paal/Pauly/Ernst, 3. Aufl. 2021, DS-GVO Art. 4 Rn. 29.

328 Besonders deutlich etwa BVerfGE 163, 43 (771.).

329 BVerfGE 100, 313 (366 £.); 115, 320 (343 £); 120, 378 (400 £.); 125, 260 (310); stRpr.

330 Sydow/Marsch DS-GVO/BDSG/Reimer, 3. Aufl. 2022, DS-GVO Art. 4 Rn. 72.

331 Roffnagel, in: Simitis/Hornung/Spiecker gen. Dohmann, Datenschutzrecht, 2019,
DSGVO Art. 4 Nr. 2, Rn. 27.

332 Die Speicherung von personenbezogenen Daten nennt das Bundesverfassungs-
gericht ausdriicklich als typischen Eingriff, vgl. nur z. B. BVerfGE 100, 313 (366 f.);
115, 320 (343 £.); 120, 378 (400£.); 125, 260 (310). Fiir die Speicherung der Lichtbilder
selbst muss eine eigene Rechtsgrundlage bestehen, was fiir die in INPOL gespei-
cherten Bilder regelmifig der Fall ist, sieche etwa § 16 Abs.1S.1und 2, Abs. 5 AsylG
oder § 81b Alt. 2 StPO. Allerdings wurde etwa die Datei Gewalttdter Sport jahrelang
ohne Rechtsgrundlage betrieben, BVerwG, NJW 2011, 405; s. auch Arzt, NJW 2011,
352; Arzt/Eier, DVBI 2010, 816. Zu Recht kritisch auch zu der bedenklich weit
gefassten Vorschrift des §16 Abs.5 AsylG Bergmann/Dienelt/Bergmann, 14. Aufl.
2022, AsylG §16 Rn.22; dagegen etwa BeckOK AuslR/Houben, 39. Ed., Stand:
1.10.2023, AsylG § 16 Rn. 20c.
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Zur Ermittlung der Identitit eines unbekannten Verdichtigen mittels
Gesichtserkennung sind die folgenden Verarbeitungsschritte erforderlich:
Zunichst miissen die Bilder in der zu durchsuchenden Lichtbilddatenbank
fiir die Technologie durchsuchbar gemacht werden; hierfiir erstellt das Sys-
tem fiir jede Person ein Embedding, also eine numerische Darstellung der
Gesichtsmerkmale.’33 Auch aus den Merkmalen der unbekannten Person
(auf dem zur Strafverfolgungsbehorde gelangten Lichtbild) muss ein Em-
bedding erzeugt werden. Dieses gleicht das System dann mit allen anderen
Embeddings ab und generiert eine Liste mit Treffern, die von Menschen
tiberpriift werden.

aa) Eingriff durch Erstellung der Embeddings

Der erste Eingriff liegt bereits in der Erstellung und Speicherung®* der
Embeddings.**> Denn dadurch werden die Lichtbilder maschinell durch-
suchbar und in Sekundenschnelle auffindbar gemacht.

Schindler verneint hier einen eigenstindigen Eingriff, wenn die Lichtbil-
der zusammen mit den aus ihnen erzeugten Embeddings in einer Daten-
bank gespeichert werden, da die Embeddings ,auf das Wesentliche redu-
zierte Versionen dieser Lichtbilder” seien und ,in ihrem Informationsgehalt

333 Zum Ablauf des Erkennungsvorgangs mit automatisierter Gesichtserkennung Kapi-
tel I. E. II1.

334 Schindler, Biometrische Videoiiberwachung, 304 Fn.1535 weist zutreffend darauf
hin, dass es auch moglich wire, die Embeddings/Templates fiir jeden Suchvorgang
neu zu berechnen, dass dies jedoch mit einem unnétigen Ressourcenaufwand (Re-
chenleistung und Zeitaufwand) einhergeht.

335 So wohl auch Der Hamburgische Beauftragte fiir Datenschutz und Informationsfrei-
heit, Tatigkeitsbericht 2018, 87f., der die ,Verarbeitung von Abbildungen mensch-
licher Gesichter zu biometrischen Gesichtsmodellen als erheblichen datenschutz-
rechtlichen Verstof$ ansieht und von einem intensiven Eingriff in das Recht auf
informationelle Selbstbestimmung spricht. Siehe auch Stettner, Sicherheit am Bahn-
hof, 2017, 146 (Generierung von Templates als eigenstandiger Eingriff); BeckOK
DatenschutzR /Albers/Schimke, 46. Ed., Stand: 1.8.2023, BDSG § 48 Rn.1l. Nicht
ganz eindeutig insoweit Kulick, NVwZ 2020, 1622, 1623 (,,Das Erstellen eines Ge-
sichtsprofils (Template) und der anschlieffende Abgleich mit einer Datenbank der
Profile gesuchter Personen [...] stellt einen Eingriff in ihr Recht auf informationelle
Selbstbestimmung dar) (Hervorhebung J. H.). Ebenso nicht ganz eindeutig bei
Heldt, MMR 2019, 285, 287 (Vom Recht auf informationelle Selbstbestimmung
»umfasst ist jedermanns duflerliche Erscheinung, sodass die biometrische Erfassung
dessen - so wie eingangs dargestellt — zweifelsohne einen Eingriff durch den Staat
darstellt.).
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nicht {iber diese hinausgehen**¢ Diese Auffassung erscheint jedoch nicht
tiberzeugend. Die zusitzliche (iiber die Speicherung des Lichtbilds) hinaus-
gehende Beeintrachtigung der informationellen Selbstbestimmung liegt bei
der Erstellung und Speicherung eines Embeddings darin, dass das Bild
damit auf einen Schlag in Sekundenschnelle auch ohne den Namen des
Betroffenen auffindbar gemacht wird. Die Speicherung eines Lichtbilds in
einer grofien Datenbank bedeutet, das Bild in ein Datenmeer hineinzuwer-
fen; die Erstellung und Speicherung eines Embeddings bedeutet hingegen,
das Bild so zu markieren, dass es in Sekundenschnelle herausgefischt wer-
den kann.

Bereits die Speicherung der Embeddings, wodurch die Lichtbilder per
Gesichtserkennung durchsuchbar werden, begriindet die erhéhte Gefahr,
dass die Lichtbilder tatsichlich durchforstet werden und womdglich weitere
MafSnahmen folgen. Die Umwandlung bildet die Basis fiir einen nachfol-
genden Abgleich,3¥” der nunmehr auch ohne den Namen des Betroffenen
moglich ist. Das Grundrecht auf informationelle Selbstbestimmung will
auch bereits Gefihrdungen der Verhaltensfreiheit und Privatheit erfassen;33
es genligt daher, dass die Daten abrufbar sind, sie miissen nicht tatsdchlich
abgerufen werden.

Das Argument, die Analyse der Gesichtsmerkmale und die Erstellung
der Embeddings seien Vorgange, die aus technischer Sicht notwendig seien,
um die fiir die Gesichtserkennung benétigten biometrischen Merkmale zu
extrahieren,’?® erscheint ebenfalls nicht zwingend. Auch die Speicherung
von Daten ist aus technischer Sicht meist notwendig fiir eine Verwendung;
dennoch sieht das Bundesverfassungsgericht auch dann einen selbststdndi-
gen Eingriff in der Speicherung, wenn die Daten ohnehin auch verwendet
werden. Zudem ist denkbar, dass eine Regelung beispielsweise vorsieht,
dass fiir Delikte unterschiedlicher Schwere jeweils verschiedene Datenban-
ken durchsucht werden diirften. Dann ist aber bereits die Erstellung von

336 Schindler, Biometrische Videoiiberwachung, 312f. spricht von einem ,einheitlichen
Eingriff  siehe auch ders., 314 f; kritisch hierzu Arzt, DOV 2022, 866, 867.

337 Vgl. auch die Formulierung des Bundesverfassungsgerichts ,Ein Eingriff liegt inso-
weit grundsitzlich zunéchst in der Erfassung personenbezogener Daten. Sie macht
die Daten fiir die Behorden verfiigbar und bildet die Basis fiir einen nachfolgenden
Abgleich mit Suchbegriffen. z. B. in BVerfGE 120, 378 (398); 150, 244 (266); dhnlich
auch BVerfGE 100, 313 (366).

338 Vgl. nur BVerfGE 150, 244 (264); vgl. auch Bdcker, Der Staat 2012, 91, 94 ff.; Po-
scher, in: Gander/Perron/Poscher/Riescher/Wiirtenberger, Resilienz in der offenen
Gesellschaft, 2012, 167, 174 ff.

339 Schindler, Biometrische Videoiiberwachung, 315.
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Embeddings und damit die Entscheidung, dass diese Personen iiberhaupt
(je nach Fallkonstellation) gescannt werden diirfen, eine Beeintrachtigung
ihrer informationellen Selbstbestimmung. Anderenfalls wiirde es auch kei-
nen rechtfertigungsbediirftigen Eingriff begriinden, aus den Personalaus-
weisfotos aller Biirgerinnen und Biirger Embeddings zu erstellen und diese
auf Vorrat zu halten, um sie — im Falle der Schaffung einer passenden
Rechtsgrundlage - dann fiir Abgleiche heranzuziehen.

Daran andert auch der Umstand nichts, dass, wie sogleich besprochen
wird, auch der Abgleich der Embeddings einen Eingrift darstellt. Um im
Bild zu bleiben: Mit der Speicherung eines Embeddings wurde das Bild so
markiert, dass es in Sekundenschnelle aus einem Datenmeer herausgefischt
werden kann; mit dem Abgleich entscheidet die Strafverfolgungsbehorde,
welche Embeddings (z. B. welche Datenbank) abgeglichen werden sollen
und damit an welcher Stelle des Datenmeers {iberhaupt gefischt werden
soll.

bb) Eingriff durch Abgleich

Auch der Abgleich der Embeddings als solcher begriindet als ,Akt der
Auswabhl fiir eine weitere Auswertung“*4? einen eigenstindigen Eingriff in
das Recht auf informationelle Selbstbestimmung.34! Betroffen sind dabei
alle Personen, deren Embeddings in den Abgleich einbezogen werden,
insbesondere auch die ,,Nichttreffer®

Aufschlussreich ist in dieser Hinsicht die Rechtsprechung des Bundesver-
fassungsgerichts zu automatisierten Kfz-Kennzeichenkontrollen.3*? Eine di-
rekte Parallele zwischen der automatisierten Kfz-Kennzeichenkontrolle und
dem Einsatz von Gesichtserkennung besteht mit Blick auf das (in dieser Ar-
beit nicht vertieft behandelte) Einsatzszenario der Echtzeit-Fahndung®#. In
beiden Fillen werden in Echtzeit vorbeifahrende Autos bzw. vorbeilaufende
Personen erfasst und mit einem Fahndungsbestand abgeglichen. Dagegen

340 Siehe nur BVerfGE 115, 320 (344); 100, 313 (366).

341 Zum Abgleich von personenbezogenen Daten als Eingriff BVerfGE 115, 320 (344)
u. BVerfGE 100, 313 (366). Speziell zum Abgleich bei Gesichtserkennung als Ein-
griff Schindler, Biometrische Videotiberwachung, 313; so wohl auch Martini/Thies-
sen/Ganter, Digitale Versammlungsbeobachtung, 2023, 110; Kulick, NVwZ 2020,
1622, 1623; Stettner, Sicherheit am Bahnhof, 2017, 146; Thiel, ZRP 2016, 218, 219.

342 BVerfGE 150, 244.

343 Zu diesem Szenario Kapitel I. C. II. 4.
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wird in dem in dieser Arbeit betrachteten — und in der Praxis in Deutsch-
land bereits Realitit gewordenen — Szenario der Identitdtsfeststellung zum
einen erst im Nachhinein abgeglichen, zum anderen werden nicht alle
Passanten gescannt, sondern ,nur® die Personen, die in einer (erkennungs-
dienstlichen) Datenbank gespeichert sind. An der Frage, ob {iberhaupt
ein Eingriff vorliegt, dndert dies jedoch nichts,>** die Rechtsprechung des
Bundesverfassungsgerichts zu automatisierten Kfz-Kennzeichenkontrollen
kann hier herangezogen werden.

In dieser Entscheidung kam das Gericht - unter Aufgabe seiner friihe-
ren Rechtsprechung®*> — zu dem Schluss, dass es fiir das Vorliegen eines
Eingriffs in das Grundrecht auf informationelle Selbstbestimmung nicht
darauf ankommt, ob sich als Ergebnis der Kontrolle ein Trefferfall ergibt
oder nicht.>*¢ Auch wenn die Kontrolle zu einem Nichttreffer fiihrt, liegen
demnach in der Erfassung und dem Abgleich des Kfz-Kenneichens Ein-
griffe. Denn mit dem Abgleich wiirden die Betroffenen ,einer staatlichen
Mafinahme unterzogen |[...], mit der sich ihnen gegeniiber ein spezifisches
Fahndungsinteresse zur Geltung bringt*34

Abzulehnen sei ein Grundrechtseingriff in der Regel lediglich dann,
wenn ,personenbezogene Daten Dritter im Rahmen von elektronischen
Datenverarbeitungsprozessen nur zufillig am Rande miterfasst werden und
unmittelbar nach der Erfassung technisch wieder anonym, spurenlos und
ohne Erkenntnisinteresse fiir die Behorden geloscht werden®34® Ein Eingriff
sei insoweit nur anzunehmen, wenn sich das behérdliche Interesse an den
betroffenen Daten ,spezifisch verdichtet” hat.3*° Dazu fithrte das Bundes-
verfassungsgericht aus:3>°

s=Unter den Bedingungen der modernen Informationstechnik, die den
Abgleich von Kennziffern oder personlichen Merkmalen mit groflen
Datenmengen in kiirzester Zeit erlauben, ist bei Kontrollvorgingen wie
vorliegend der Kennzeichenkontrolle eine solche Verdichtung gegeben.
Wenn gezielt mittels Datenabgleich Personen im 6ffentlichen Raum dar-

344 Der Umstand, dass ein Abgleich mit weniger Personen stattfindet, kann hingegen
beim Eingriffsgewicht eine Rolle spielen, wie sogleich noch erdrtert wird, siehe
Kapitel II. A. I. 2. b).

345 BVerfGE 120, 378.

346 BVerfGE 150, 244 (266).

347 BVerfGE 150, 244 (268).

348 BVerfGE 150, 244 (266 1.); siehe auch bereits BVerfGE 100, 313 (366); 115, 320 (343).

349 BVerfGE 150, 244 (266 f.).

350 BVerfGE 150, 244 (267 ).
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aufhin @iberpriift werden, ob sie oder die von ihnen mitgefiihrten Sachen
polizeilich gesucht werden, besteht an deren Daten auch dann ein ver-
dichtetes behordliches Interesse, wenn diese Daten im Anschluss an die
Uberpriifung unmittelbar wieder geldscht werden.

MafSgeblich ist hierfiir, dass Erfassung und Abgleich der Daten einen
Kontrollvorgang begriinden, der sich bewusst auf alle in die Kennzei-
chenkontrolle einbezogenen Personen erstreckt und erstrecken soll. Die
Einbeziehung der Daten auch von Personen, deren Abgleich letztlich zu
Nichttreffern fiihrt, erfolgt nicht ungezielt und allein technikbedingt, son-
dern ist notwendiger und gewollter Teil der Kontrolle und gibt ihr als
FahndungsmafSnahme erst ihren Sinn. In der ex ante-Perspektive der Be-
horde, die fiir die Einrichtung einer Kennzeichenkontrolle mafigeblich
ist, besteht ein spezifisch verdichtetes Interesse daran, die Kennzeichen
aller an der Kennzeichenerfassungsanlage vorbeifahrenden oder sonst in
die Kontrolle einbezogenen Fahrzeuge zu erfassen, weil es gerade um
deren Kontrolle selbst geht. Zu diesem Zweck werden die Daten gezielt
erhoben und kommt es auch auf deren Zuordenbarkeit zu den jeweiligen
Personen an. Dass deren Auswertung automatisiert erfolgt, stellt dies
nicht in Frage; vielmehr werden damit die Kontrollmdoglichkeiten der
Polizei wesentlich erweitert.“ (Hervorhebung J. H.)

So liegt der Fall auch und erst recht bei der Verwendung von Gesichtser-
kennung zum Abgleich der Embeddings aller in einer Datenbank gespei-
cherten Personen mit dem Embedding des unbekannten Tatverddchtigen.
Es besteht ein verdichtetes behordliches Interesse an den Daten aller in
der Datenbank erfassten Individuen, weil gerade ermittelt werden soll, ob
einer oder eine von ihnen der Verdichtige ist (bzw. mit dem Verdichtigen
ibereinstimmende Gesichtsmerkmale aufweist).

Dem steht auch nicht entgegen, dass bei der automatisierten Kfz-Kenn-
zeichenkontrolle die vorbeifahrenden Pkw gerade wegen der Kontrolle auf-
gezeichnet werden, wihrend bei der Verwendung von Gesichtserkennung
zur Identititsermittlung Bilder (bzw. daraus generierte Embeddings) abge-
glichen werden, die zuvor ohnehin bereits in der Datenbank gespeichert
waren und unter anderem dem Zweck dienten, unbekannte Verdédchtige
zu identifizieren. Dies konnte fiir die Bestimmung des Eingriffsgewichts
relevant sein;3! fur die Frage, ob ein Eingriff vorliegt, gilt jedoch, dass
zwischen der Erhebung und Verarbeitung personenbezogener Daten gerade

351 Hierzu Kapitel II. A. L. 2. b).
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differenziert werden soll und daher jeweils eigenstindige Eingriffe vorlie-
gen.

Auch ist ein Eingriff nicht deshalb abzulehnen, weil ein Mensch (z. B.
Polizeibeamter) ohne Weiteres analog eine Kartei mit Lichtbildern durch-
blattern diirfte und so versuchen kénnte, den Verdachtigen zu identifizie-
ren. Denn das besondere Eingriffspotenzial von Mafinahmen der elektro-
nischen Datenverarbeitung liegt gerade in der Menge der verarbeitbaren
Daten, die auf konventionellem Wege gar nicht bewiltigt werden konnte.3>?
Die Schnelligkeit und Menge an bewéltigbaren Daten bei einem Abgleich
per Gesichtserkennung ist mit menschlichen Fahigkeiten nicht zu verglei-
chen. Dieser Unterschied in der Quantitat ist so immens, dass er damit
auch einen Unterschied in der Qualitit der Datenverarbeitung bewirkt.3>3

cc) Eingriff durch Treffer

Fithrt der Abgleich dazu, dass eine Person in die Kandidatenliste mit mog-
lichen Ubereinstimmungen aufgenommen wird (,Treffer), so liegt hierin
ein Eingriff.3>* Durch einen (echten) Treffer konnen neue Erkenntnisse ge-
wonnen werden. Zum einen kénnen Name und Adresse der unbekannten
Person sowie weitere Informationen iiber sie herausgefunden werden.3>
Zum anderen kann erkannt werden, wo sich eine (durch die Datenbank na-
mentlich bekannte) Person aufgehalten hat und was sie gemacht hat, denn
diese Information enthdlt das von der Polizei oder Privaten angefertigte
Lichtbild, das zum Abgleich herangezogen wird.>*¢

Daran @ndert auch der Umstand nichts, dass nicht unmittelbar ein
eindeutiger ,Treffer gemeldet, sondern nur eine Kandidatenliste mit meh-

352 BVerfGE 120, 378 (397 f.) mwN; stRspr.

353 Hierzu bereits oben Kapitel II. A. I. am Anfang.

354 Schindler, Biometrische Videoiiberwachung, 313. Siehe zu Gesichtserkennung be-
reits Zoller, NVWZ 2005, 1235, 1238 (,zumindest ein Eingriff der handelnden Poli-
zeibehorde in das informationelle Selbstbestimmungsrecht derjenigen Personen, die
bei einer solchen Rasterung als ;Treffer vom Computersystem angezeigt werden®).

355 Schindler, Biometrische Videoiiberwachung, 313.

356 Dies gilt nicht nur dann, wenn auf dem Bild unmittelbar der Ort der Aufnahme
ersichtlich ist, sondern grundsitzlich fiir alle digitalen Fotos, da sie zusitzliche
Informationen enthalten (sog. Exif-Daten), z. B. iiber den Ort und die Zeit ihrer
Aufnahme.
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reren moglichen Ubereinstimmungen generiert wird®” und ein Mensch
die letztendliche Entscheidung dariiber trifft, ob sich die gesuchte Person
unter den ermittelten Kandidaten befindet. Denn fiir die Eingriffsqualitat
kommt es nach der Rechtsprechung nicht darauf an, ob eine Auswahl
maschinell oder durch einen Menschen erfolgt.3>® Dann muss ein Eingriff
erst recht gegeben sein, wenn die Technologie bereits eine konkrete Vor-
auswahl in Form einer Kandidatenliste getroffen hat und dann zusitzlich
noch ein Mensch auswiéhlt. Auch mit Blick auf die automatisierten Kfz-
Kennzeichenkontrollen wurde ein Eingrift nicht etwa deshalb abgelehnt,
weil Polizeibeamte die vom Computer gemeldete Ubereinstimmung visuell
tberpriften.’>

Auch Dbei falschen Treffern (False positives) ist ein Eingriff anzuneh-
men. Die gegenteilige Auffassung hatte noch das Bundesverwaltungsgericht
vor der verfassungsgerichtlichen Entscheidung Automatisierte Kfz-Kenn-
zeichenkontrolle II vertreten.’s® Zwar werde das erfasste Kennzeichen in
dieser Konstellation durch den Polizeibeamten, der mit dem visuellen Ab-
gleich betraut ist, zur Kenntnis genommen. Der Polizeibeamte beschranke
sich jedoch auf die Vornahme dieses Abgleichs und lésche den Vorgang
umgehend, wenn der Abgleich negativ ausfalle; daher sei das behérdliche
Interesse ist in diesem Stadium nur ein ,systembezogenes Korrekturinter-

357 Es liefSe sich daher dariiber diskutieren, ob der Begriff ,Treffer” in diesem Einsatz-
szenario von Gesichtserkennung passend ist. Aus technologischer Sicht handelt
es sich jedoch um einen Treffer, denn er entspricht den gewéhlten Kriterien wie
Ahnlichkeitsschwelle usw.

358 BVerfGE 100, 313 (366) (zu Art.10 GG): ,Dem Abgleich selbst kommt als Akt der
Auswahl fiir die weitere Auswertung Eingriffscharakter zu. Das gilt unabhéngig
davon, ob er maschinell vor sich geht oder durch Mitarbeiter des Bundesnachrich-
tendienstes erfolgt, die zu diesem Zweck den Kommunikationsinhalt zur Kenntnis
nehmen.”. Hierbei ging es zwar um den Abgleich als solchen, nicht die letztendliche
Auswahl. Da die letztendliche Auswahl aber mit noch héherer Wahrscheinlichkeit
mit Folgemafinahmen einhergeht, muss diese Aussage des Bundesverfassungsge-
richts erst recht auch fiir diesen Akt gelten.

359 Zum Vorgehen bei automatisierten Kfz-Kennzeichenkontrollen BVerfGE 150, 244
(251): ,Polizeibeamte iiberpriifen visuell, ob das aufgenommene Bild des Kraftfahr-
zeugkennzeichens und das im Fahndungsbestand gespeicherte Kraftfahrzeugkenn-
zeichen iibereinstimmen. Bestitigt die visuelle Uberpriifung die vom Computer
gemeldete Ubereinstimmung nicht (unechter Trefferfall), gibt ein Polizeibeamter
durch Betitigen der Taste ,Entfernen’ den Befehl, den gesamten Vorgang zu 16schen.
Sofern die Uberpriifung einen Treffer bestitigt (Trefferfall), werden diese Daten ge-
speichert und gegebenenfalls weitere polizeiliche Mafinahmen in die Wege geleitet.

360 BVerwG, NVwZ 2015, 906, 908.
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esse“3¢! Das Bundesverfassungsgericht geht in seiner anschliefenden Ent-
scheidung auf diese Fallkonstellation gar nicht gesondert ein, da es ohnehin
bereits mit Blick auf den Abgleich (also sogar fiir die Nichttreffer) einen
Eingriff annimmt.36?

Die Auffassung, dass bei falschen Treffern ein Eingriff abzulehnen sei, ist
jedoch auch in der Sache abzulehnen, insbesondere bei der Verwendung
von Gesichtserkennung. Denn bereits das Auftauchen in der Liste konkre-
tisiert das behordliche Interesse an den Daten der betroffenen Person
ndher und begriindet zudem die konkrete Gefahr fiir Folgemafinahmen.
Dies gilt nicht zuletzt deshalb, weil die Identifizierung von Menschen an-
hand von Lichtbildern fehleranfallig ist. Sowohl der Maschine als auch
dem iiberpriifenden Polizeibeamten konnen Fehler unterlaufen, sodass ein
Unschuldiger als Verdéchtiger identifiziert werden kann. Dass dies nicht
nur eine theoretische Gefahr ist, wird besonders deutlich bei einem Blick
auf die Falle der Festnahmen Unschuldiger in den USA nach falschen
Gesichtserkennungs-Matches.3* Dabei ist Gesichtserkennung in gewisser
Hinsicht noch deutlich fehleranfilliger als die automatisierte Kfz-Kennzei-
chenkontrolle.3¢4 Bereits bei der automatisierten Kfz-Kennzeichenkontrolle
sind Fehler moglich;3%5 im Zeitraum Juni bis September 2011 wurden in
Bayern etwa 40.000 bis 50.000 Treffermeldungen generiert, davon waren
aber nur 500 bis 600 echte Treffer.36® Hier konnen falsche Treffer aber
leichter dadurch erkannt werden, dass im Rahmen der menschlichen Uber-
priffung der Treffer lediglich Buchstaben und Ziffern (das Kennzeichen)
abgeglichen werden miissen. Bei der Gesichtserkennung ist ein Abgleich
weniger eindeutig. Die Fehleranfalligkeit von Gesichtserkennung wird zwar
deutlich reduziert, wenn - wie beim BKA und den Landeskriminaldmtern
praktiziert — Experten (hierzu ndher unten) die letztendliche Identifizie-
rung vornehmen. Aber auch diese konnen Fehler machen. Und wenn ledig-

361 BVerwG, NVwZ 2015, 906, 908.

362 BVerfGE 150, 244 (266).

363 Hierzu bereits Kapitel I. G. II. 1. A) und ausfiihrlich Kapitel III. B. Zwar diirfen diese
Falle nicht unkritisch auf Deutschland tibertragen werden. Das Bundesverfassungs-
gericht argumentiert jedoch selbst (auch etwa im Hinblick auf Missbrauchsgefah-
ren) regelméfig auch dann mit dem ,worst case®, wenn nicht naheliegt, dass dieser
in absehbarer Zeit in Deutschland eintritt, sieche nur BVerfG, NJW 2023, 3698, 3708.

364 Zur Fehleranfilligkeit von Gesichtserkennung und den Ursachen fiir Fehler auf
technischer Ebene Kapitel I. E. IV,, zu menschlichen Ursachen fiir Fehler Kapi-
tel III. B. IL. 2.

365 Zu moglichen Griinden fiir Fehler LT-Drs. SN 6/8121, 2.

366 BVerfGE 150,244 (252).
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lich ein Bild von schlechter Qualitdt vorliegt, konnen auch die Experten
nur einen ,Verdacht® der Personenidentitit dufern; dieser miisste dann
durch weitere Ermittlungen tiberpriift werden und kann sich als unzutref-
fend erweisen.

dd) Fazit

Der Einsatz von Gesichtserkennung zur Ermittlung der Identitit unbe-
kannter Verdéchtiger begriindet Eingriffe in das Recht auf informationelle
Selbstbestimmung. Ein Eingriff ist dann anzunehmen, wenn eine Person
auf der Kandidatenliste erscheint (,Ireffer). Aber auch bereits die Erstel-
lung der Face Embeddings sowie der Abgleich mit den Embeddings aller in
der Datenbank gespeicherten Personen begriinden eigenstindige Eingriffe,
die rechtfertigungsbediirftig sind. Betroffen ist insoweit die informationelle
Selbstbestimmung aller Personen, die in einer zur Gesichtserkennung ver-
wendeten Datenbank gespeichert sind.

b) Erhebliches Eingriffsgewicht

Im néchsten Schritt ist nach der Intensitét der Eingriffe zu fragen.>¢” Diese
bestimmt vor allem, welche Anforderungen an die Verhiltnismafiigkeit
sowie an die Bestimmtheit und Normenklarheit zu stellen sind.

Das Eingriffsgewicht orientiert sich an den tatsdchlichen Wirkungen
einer Mafinahme und ihrer normativen Bewertung.3¢® Fiir seine Bestim-
mung haben sich in der Rechtsprechung des Bundesverfassungsgerichts

367 Das Bundesverfassungsgericht spricht mit Blick auf die Intensitdt eines Eingriffs
etwa von einem ,erheblichen“ (z. B. BVerfGE 150, 244 (284)), ,erhohten (z. B.
BVerfGE 155, 119 (200)), ,hohen“ (z. B. BVerfG, NVwZ 2007, 688 (691)), ,besonders
hohen® (z. B. BVerfGE 155, 119 (229)), ,besonders schweren* (BVerfGE 162, 1 (161)),
~auflerordentlichen” BVerfGE 162, 1 (108) oder auch ,speziellen“ (BVerfGE 162, 1
(74)) Eingriffsgewicht. Eine genaue Abgrenzung ist nicht ersichtlich und aufgrund
der unterschiedlichen Natur der Eingriffe in das Recht auf informationelle Selbstbe-
stimmung auch nicht allgemeingiiltig méglich. Zu einem moglichen vierstufigen
Modell Biicker, in: Herdegen/Masing/Poscher/Girditz, Handbuch des Verfassungs-
rechts, 2021, § 28 Sicherheitsverfassungsrecht, Rn. 93.

368 Schwabenbauer, in: Lisken/Denninger, Handbuch des Polizeirechts, 7. Aufl. 2021,
Kapitel G. Informationsverarbeitung im Polizei- und Strafverfahrensrecht, Rn. 119.
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und in der Literatur verschiedene Kriterien herausgebildet.>®® Die Kategori-
en erganzen und iiberschneiden sich teilweise. Die Intensitdt des Eingriffs
wird vor allem durch Art, Umfang und denkbare Verwendung der Daten
sowie die Gefahr ihres Missbrauchs bestimmt.’’" Dabei ist unter anderem
bedeutsam, wie viele Grundrechtstriager wie intensiven Beeintrachtigun-
gen ausgesetzt sind und unter welchen Voraussetzungen dies geschieht,
insbesondere ob diese Personen hierfiir einen Anlass gegeben haben.”!
Maf3gebend sind also die Gestaltung der Eingriffsschwellen, die Zahl der
Betroffenen und die Intensitit der individuellen Beeintrichtigung im Ubri-
gen.’’2 Fiir das Gewicht der individuellen Beeintrachtigung ist erheblich,
ob die Betroffenen als Personen anonym bleiben, welche personlichkeitsbe-
zogenen Informationen erfasst werden und welche Nachteile den Grund-
rechtstragern aufgrund der Mafinahmen drohen oder von ihnen nicht
ohne Grund befiirchtet werden.’”® Dabei fiihrt insbesondere die Heimlich-
keit einer staatlichen Eingriffsmafinahme zur Erhdhung ihrer Intensitat,>*
ebenso wie die faktische Verwehrung vorherigen Rechtsschutzes und die
Erschwerung nachtréglichen Rechtsschutzes, wenn er iiberhaupt zu erlan-
gen ist’”.

Im Folgenden werden die Faktoren herausgearbeitet, die beim Einsatz
von Gesichtserkennung zur Identititsermittlung bei unbekannten Verdach-
tigen das Eingriffsgewicht erhéhen; zudem wird ein eigener Vorschlag fiir
ein weiteres relevantes Kriterium unterbreitet. Auch wird untersucht, wel-
che Umstande das Eingriffsgewicht bei dieser Mafinahme abmildern.

369 Zu diesen kritisch etwa Sondervotum Haas, BVerfGE 115, 320 (371). Zu den Kriteri-
en etwa auch Schwabenbauer, in: Lisken/Denninger, Handbuch des Polizeirechts,
7. Aufl. 2021, Kapitel G. Informationsverarbeitung im Polizei- und Strafverfahrens-
recht, Rn. 119 ff.; Martini, in: Emmenegger/Wiedmann, Linien der Rechtsprechung
des Bundesverfassungsgerichts — erortert von den wissenschaftlichen Mitarbeitern,
2011, 301, 315 ff.; Tanneberger, Die Sicherheitsverfassung, 2014, 232 ff., auch mit dem
Versuch einer Systematisierung.

370 Vgl. BVerfGE 65,1 (451.); 155, 119 (178); siehe auch BVerfGE 165, 363 (399 ff.).

371 BVerfGE 155, 119 (178).

372 BVerfGE 165, 363 (399).

373 BVerfGE 115, 320 (347).

374 BVerfGE 155, 119 (179) mwN.

375 BVerfGE 113, 348 (383 £); 118, 168 (197 £); 120, 378 (403).
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aa) Heimlichkeit

Mafinahmen, die heimlich - also ohne Wissen der Betroffenen — durchge-
fithrt werden, haben eine erhohte Eingriffsintensitit.?’¢ Sie erschweren den
Rechtsschutz (vgl. Art.19 Abs.4 GG) und damit auch die Kontrolle durch
Betroffene und die Offentlichkeit.”” Dadurch bergen heimliche Mafinah-
men auch eine erhéhte Missbrauchsgefahr.’’® Zudem fithren sie zu einem
Mangel an Transparenz, da der Einzelne bei einer geheimen Datenverarbei-
tung nicht nachvollziehen kann, welche Informationen die Behorden iiber
ihn haben.3”?

Der Einsatz von Gesichtserkennung zur Ermittlung der Identitdt un-
bekannter Verddchtiger erfolgt ohne Kenntnis der Betroffenen. Von der
Mafinahme erfahren weder die Personen, deren Embeddings abgeglichen
werden, noch die Person, die letztendlich als Tatverdachtiger identifiziert
wurde. Erst zu einem spéteren Zeitpunkt im Zuge der Ermittlungen (bei
Beantragung von Akteneinsicht) oder im Rahmen der Hauptverhandlung
erfahrt der als Tater Identifizierte unter Umstdnden von der Verwendung
von Gesichtserkennung. Zwar entspricht es jedenfalls im Zusammenhang
mit Recherchen im BKA-GES der gingigen Praxis, einen Bericht iiber

376 BVerfGE 113, 348 (383f); 115, 320 (353); 118, 168 (197f); 141, 220 (265); vgl.
auch EuGH, Urt. v. 21.12.2016, Tele2 Sverige und Watson u. a., C-203/15 u. a.,
EU:C:2016: 970, Rn.100). Vgl. zum Ganzen ndher auch Schwabenbauer, Heimliche
Grundrechtseingriffe, 2013, 123 ff; zur Besonderheit heimlicher Mafinahmen etwa
Diggelmann, VVDStRL 2011, 50, 73. Kritisch zum Kriterium der Heimlichkeit (Un-
kenntnis von der MafSnahme) Sondervotum Haas, BVerfGE 115, 320 (372), die
hierin einen Widerspruch zum gleichzeitig vom Bundesverfassungsgericht heran-
gezogenen Kriterium der Einschiichterungseffekte (Sorge vor und daher Wissen
um die Mafinahme) sieht. Gegen diesen vermeintlichen Widerspruch iiberzeugend
Schindler, Biometrische Videotiberwachung, 2021, 481.

377 Vgl. auch MiiKoStPO/Gaede, 1. Aufl. 2018, EMRK Art. 8 Rn. 22. Zu weiteren Griin-
den dafiir, warum bei heimlichen Mafinahmen eine erhéhte Eingriffsintensitit be-
steht Schwabenbauer, in: Lisken/Denninger, Handbuch des Polizeirechts, 7. Aufl.
2021, Kapitel G. Informationsverarbeitung im Polizei- und Strafverfahrensrecht,
Rn. 126 ff.

378 Vgl. auch zu diesem Gedanken EGMR, NJW 2007, 1433 (1435): ,Insbesondere bei
geheimer Ausiibung einer der Exekutive zustehenden Befugnis ist [...] die Gefahr
der Willkiir offensichtlich.

379 Vgl. etwa zur Vorratsdatenspeicherung BVerfGE 125, 260 (335): ,Der Einzelne weif3
nicht, was welche staatliche Behorde iiber ihn weif3, weif8 aber, dass die Behorden
vieles, auch Hochstpersonliches iiber ihn wissen kénnen. Der Gesetzgeber muss die
diffuse Bedrohlichkeit, die die Datenspeicherung hierdurch erhalten kann, durch
wirksame Transparenzregeln auffangen.”
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die Recherche zu den Akten zu nehmen, deren Einsicht der Betroffene
beantragen kann.38 Gesetzlich geregelt ist eine Benachrichtigung allerdings
nicht. Die Intensitit einer Mafinahme ist im Ubrigen auch dann erhoht,
wenn eine Benachrichtigung zwar gesetzlich vorgesehen ist, aber erst nach
Abschluss der Mafinahme erfolgt.?8!

Nicht entscheidend ist, dass die urspriingliche erkennungsdienstliche Er-
fassung (einschliefllich der Lichtbildaufnahme) mit Kenntnis des Betroffe-
nen erfolgt ist. Auch ist unerheblich, ob die Aufzeichnung des unbekannten
Verdachtigen durch eine offene Videoiiberwachung oder ein offen erkenn-
bares Fotografieren durch Polizeibeamte erfolgte. Denn die Verwendung
von Gesichtserkennung ist eine davon unabhingige eigenstindige Mafinah-
me. Wer weif3, dass er fotografiert wurde, weify noch lange nicht, dass sein
Gesicht spater automatisiert abgeglichen wird.2

bb) Streubreite und Anlasslosigkeit

Eingriffserhohend wirken auch die Streubreite (Vielzahl von Betroffenen)
und die Anlasslosigkeit einer Mafinahme.3®* Denn der Einzelne ist in seiner
grundrechtlichen Freiheit umso intensiver betroffen, je weniger er selbst fiir
einen staatlichen Eingriff Anlass gegeben hat.*8* Anlasslos bedeutet dabei,
dass Personen in den Wirkungsbereich einer Mafinahme einbezogen wer-
den, die hierfiir durch ihr Verhalten keinen Anlass gegeben haben.3% Diese
Frage ist gerade bei der Gesichtserkennung eine entscheidende Weichen-

380 Das gilt sowohl fiir (ausfithrliche) Untersuchungsberichte zur Personenidentitét
als auch fiir Kurzberichte, wenn lediglich ein ermittlungsunterstiitzender Hinweis
vorliegt (Verdacht auf Personenidentitit).

381 BVerfGE 115, 320 (353).

382 Ahnlich fiir den Kontext der Echtzeit-Fahndung auch Schindler, Biometrische Vi-
deotiberwachung, 2021, 507.

383 Vgl. BVerfGE 100, 313 (376, 392); 107, 299 (320 £.); 109, 279 (353); 113, 29 (53); 113,
348 (383); 115,320 (354). Zur bislang fehlenden naheren Konturierung des Begriffs
der Streubreite Rademacher, JZ 2019, 702, 706 Fn. 45.

384 BVerfGE 115, 320 (354).

385 Vgl. etwa BVerfGE 120, 378 (411) (,,Personenkreis [...], der durch sein Verhalten kei-
nen Anlass fiir die Aufnahme in den Fahndungsbestand gegeben hat“) und BVerfGE
107, 299 (320f.) (,,Betroffen sind Personen, die selbst nicht verdachtig sind.“); sieche
auch BVerfGE 109, 279 (353); 113, 29 (53); 113, 348 (383); 115, 320 [354]); 150,
244 (283). Es ist damit nicht gemeint, dass aus Sicht der Polizei kein Anlass fiir
die Mafinahme besteht, vgl. Schindler, Biometrische Videoiiberwachung, 2021, 474.
Allerdings erscheint es etwas ungliicklich, dass das Bundesverfassungsgericht an
anderer Stelle auch davon spricht, dass ein ,,Anlass“ fiir die Mafinahme (als solche)

110

am 14.01.2028, 08:29:3!


https://doi.org/10.5771/9783748949459
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

A. Verfassungsrecht: Anforderungen an die Rechtsgrundlage

stellung fiir die Festlegung des Eingriffsgewichts. Dass der zu identifizieren-
de unbekannte Verddchtige einen Anlass zum Abgleich gibt, erschlief3t sich
ohne Weiteres, denn es steht im Raum, dass dieser eine Straftat begangen
hat. Bei den zahlreichen Personen in der Datenbank ist jedoch fraglich,
inwiefern diese einen Anlass fiir den Abgleich geben.

Wann ein zurechenbarer Anlass vorliegt, hat sich jedoch in der verfas-
sungsgerichtlichen Judikatur noch nicht eindeutig herauskristallisiert. In
der ersten Entscheidung zu automatisierten Kfz-Kennzeichenkontrollen
erwdhnt das Bundesverfassungsgericht nur am Rande, dass der Betroffe-
ne einen ihm zurechenbaren Anlass etwa durch eine ,Rechtsverletzung®
gebe. ¢ Gemeint sind damit wohl solche Rechtsverletzungen, zu deren
Aufklarung die Kennzeichenkontrollen durchgefiihrt werden, also etwa ein
Autodiebstahl®¥”. Es wird wohl kaum gemeint sein, dass jeder, der irgend-
wann einmal irgendeine Rechtsverletzung begangen hat, einen Anlass fir
die Kontrolle gibt.38® In der Entscheidung zu automatisierten Datenanaly-
sen spricht das Gericht von ,Personen, die objektiv nicht zurechenbar in
das relevante Geschehen verfangen sind“; auch das deutet darauf hin, dass
eine Anlassbezogenheit nur besteht, wenn die Person mit der konkreten
Situation im Zusammenhang steht.38

Mit Blick auf den Einsatz von Gesichtserkennung zur Identifizierung
unbekannter Verdachtiger ist fiir die Frage der Streubreite und Anlasslosig-
keit entscheidend, welche Datenbank zum Abgleich herangezogen wird.3%°
Denn damit wird die Entscheidung getroffen, wessen personenbezogene

vorliegen muss, siehe etwa BVerfGE 120, 378 (419) (,Anlass der Kennzeichenerfas-
sung®).

386 BVerfGE 120, 378 (402); hierzu etwa auch Hdrtel, LKV 2019, 49, 55. Teilweise for-
muliert das Bundesverfassungsgericht weiter und sieht es als intensititserhéhend
an, wenn ein Eingriff erfolgt, ,ohne Ankniipfung an ein zurechenbar vorwerfbares
Verhalten, eine - auch nur abstrakte — Gefdhrlichkeit oder sonst eine qualifizierte
Situation.; BVerfGE 125, 260 (318).

387 Frenz, JA 2013, 840, 843.

388 SchliefSlich argumentiert das Bundesverfassungsgericht in den Entscheidungen zu
automatisierten Kfz-Kennzeichenkontrollen (BVerfGE 150, 244 und BVerfGE 150,
244) nicht, dass etwa die zufélligerweise vorbeifahrenden Personen, die einer Straf-
tat verdachtig sind oder die einmal eine Straftat begangen haben (aber deren Kenn-
zeichen nicht auf der Fahndungsliste steht), einen Anlass fiir die Kontrolle gegeben
hatten.

389 BVerfGE 165, 363 (398 ).

390 Vgl. auch mit Blick auf automatisierte Kfz-Kennzeichenkontrollen BVerfGE 150, 244
(269), wonach ,Art und Bedeutung der in den Abgleich einbezogenen Datenbestin-
de® fiir die Bestimmung des Eingriffsgewichts entscheidend sind.
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Daten (Embeddings) mit denen des Verdachtigen abgeglichen werden und
daher welche und wie viele Personen von dem Eingriff betroffen sind. Mit
dem Gesichtserkennungssystem GES des BKA konnen die in INPOL-Z
gespeicherten Lichtbilder gescannt werden. Darunter sind insbesondere
Aufnahmen von Personen, die wegen des Verdachts einer Straftat erken-
nungsdienstlich behandelt wurden, aber auch etwa alle Asylsuchenden.?”!
6,7 Millionen Portrataufnahmen zu rund 4,6 Millionen Personen sind
gespeichert. Das bedeutet eine erhebliche Streubreite. Der Abgleich (und
auch bereits die Erstellung der Embeddings) betriftt zudem in erster Linie
Personen, die hierfiir keinen Anlass gegeben haben.

Wer wegen eines Ladendiebstahls in Oberbayern erkennungsdienstlich
behandelt wurde, gibt noch lange keinen Anlass dafiir, in einen Datenab-
gleich wegen eines Totschlags in Hamburg, dann wegen eines Betdubungs-
mitteldelikts in Frankfurt und dann wieder wegen eines Raubiiberfalls
in Koln einbezogen zu werden. Der Abgleich im GES erfolgt aber ohne
Filter etwa nach Tatort oder Deliktsart; alle gespeicherten Personen werden
abgeglichen. Es gibt jedoch keine auch nur ansatzweise konkreten Anhalts-
punkte dafiir, dass gerade einer von ihnen der unbekannte Verddchtige
ist.3%2

Selbst wenn man in der Begehung irgendeiner (!) Straftat einen hinrei-
chenden Anlass fiir die Einbeziehung in die Gesichtserkennungsrecherche
sehen wiirde, darf nicht aus dem Blick geraten, dass der Abgleich zu einem
grofSen Teil Personen erfasst, die lediglich einmal verddchtigt wurden, eine
Straftat’> begangen zu haben und in diesem Rahmen einer erkennungs-
dienstlichen Behandlung nach § 81b StPO unterzogen wurden, wenn die

391 Hierzu bereits Kapitel I. E. I. 1.

392 Anders Schindler, der der Auffassung ist, es liege bei den Personen, die der Gesichts-
erkennung unterworfen werden, ,in Gestalt eines Straftatverdachts ein konkreter
Grund vor® und es fehle der Mafinahme daher an der Streubreite, Schindler, Biome-
trische Videoiiberwachung, 2021, 509. In diese Richtung wohl auch Petri, GSZ 2018,
144, 148. Mit Blick auf Datenverwendung im Rahmen von Predictive Policing sieht
Singelnstein wohl ebenfalls keine Anlasslosigkeit, wenn Mafinahmen Verdichtige
oder Verurteilte betreffen; jedenfalls spricht er zunédchst von der Verwendung von
Daten von ,ehemals Verdichtigen oder Verurteilten und dann davon, dass ein
»sehr viel strengerer Maf3stab [...] hingegen jedenfalls fiir Personen gelten [muss],
die keinen zurechenbaren Anlass fiir eine Erfassung ihrer Daten gesetzt haben®
(Singelnstein, NStZ 2018, 1, 6; Hervorhebung J. H.).

393 Vereinzelt scheinen Polizeibehdrden auch bei dem Verdacht einer Ordnungswidrig-
keit auf § 81b Alt. 2 StPO zuriickzugreifen; hierzu kritisch Der Bayerische Landesbe-
auftragte fiir den Datenschutz, Tatigkeitsbericht 2021, 31f.
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Voraussetzungen hierfiir vorlagen.3** Mehr noch: Fiir eine Anordnung der
Mafinahmen ,fiir die Zwecke des Erkennungsdienstes® (§ 81b Alt.2 StPO)
ist es ausreichend, wenn mit Blick auf die Anlasstat ,Verdachtsmomente®
gegen den Betroffenen bestehen.’> Diese entsprechen dem Anfangsver-
dacht nach §152 Abs.2 StPO und konnen als ,Restverdacht® selbst dann
fortbestehen, wenn das Verfahren eingestellt wurde**® und sogar dann,
wenn der Betroffene rechtskraftig freigesprochen wurde®7.3%8 Es erschlief3t
sich nicht, inwiefern eine Person, die irgendwann einmal wegen einer Straf-
tat verddchtigt wurde, einen Anlass dafiir gibt, zum Abgleich mit dem Tater
jeder beliebigen irgendwo in Deutschland begangenen Straftat herangezo-
gen zu werden, die per Gesichtserkennung aufgekldrt werden soll.

Der Umstand, dass gegeniiber diesen Personen erkennungsdienstliche
Mafinahmen nach §81b Alt.2 StPO angeordnet, also insbesondere auch
Lichtbilder von ihnen angefertigt und gespeichert werden durften, andert
daran nichts.>® Zwar liefe sich argumentieren, dass die Vorschrift des § 81b
Alt. 2 StPO zum Ausdruck bringt, dass ein Anlass besteht, das Lichtbild des
Betroffenen grundsitzlich in Zukunft erneut zu verwenden. Dies geht aber
automatisch mit einem Filter einher. Die Polizeibeamten wiirden bereits
aus Ressourcengriinden nicht beliebig alle ihnen zugénglichen Lichtbilder

394 Bei Alt.2 muss also insbesondere eine Notwendigkeit der erkennungsdienstlichen
Behandlung fiir die Aufkldrung kiinftiger Straftaten bestehen (Wiederholungsge-
fahr), hierzu naher etwa MiiKoStPO/ Triick, 2. Aufl. 2023, StPO § 81b Rn. 10 ff.

395 Siehe nur OVG Greifswald, Urt. v. 25.11.2015, 3 L 146/13, BeckRS 2016, 42877 Rn. 43,
45ff; VGH Mannheim, Urt. v. 13.7.2011, 1 S 350/11, BeckRS 2011, 53016; OVG
Liineburg, Beschl. v. 31.8.2010, 11 ME 288/10, StV 2010, 676, 677; VGH Kassel, Urt. v.
16.12.2004, 11 UE 2982/02, NJW 2005, 2727, 2729, 2731.

396 Siehe etwa OVG Bautzen, Urt. v. 19.4.2018, 3 A 215/17, BeckRS 2018, 7292 Rn.22;
OVG Miinster, Beschl. v. 14.4.2010, 5 A 479/09, BeckRS 2010, 49130.

397 BVerfG, NJW 2002, 3231. Vgl. auch BayVGH, Beschl. v. 24.2.2015 - 10 C 14.1180;
BayVGH, Beschl. v. 21.10.2002 - 24 C 02.2268.

398 Denn die Speicherung erfolgt zu préaventiv-polizeilichen Zwecken, vgl. nur BVerfG,
NJW 2002, 3231, 3232. Zum Ganzen mwN auch BeckOK StPO/Goers, 49. Ed.,
Stand: 1.10.2023, StPO § 81b Rn.7 und MiiKoStPO/Triick, 2. Aufl. 2023, StPO § 81b
Rn. 1L

399 Anders wohl Schindler, Biometrische Videoiiberwachung, 2021, 509 Fn. 2579, wo-
nach zwar ,argumentiert werden konnte, dass bei jedem Abgleich alle in der Da-
tenbank erfassten Personen in den Abgleich einbezogen werden, so dass insoweit
zahlreiche Personen betroffen sind. Allerdings handelt es sich bei Personen in er-
kennungsdienstlichen Datenbanken nicht um ,unbescholtene’ Biirger, die keinerlei
Anlass fiir eine Mafinahme gegeben haben, sondern um Personen, deren Lichtbilder
aufgrund besonderer Befugnisse angefertigt (z. B. §81b StPO) und gespeichert
wurden.*
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jeder Person bei jedem Delikt durchbldttern, sondern anhand von Anhalts-
punkten entscheiden, welche Personen néher betrachtet werden. Dieser
Filter fallt bei einer automatisierten Suche per Gesichtserkennung weg,
denn hiermit kann in Sekundenschnelle eine grofie Datenbank mit Millio-
nen Fotos durchsucht werden. Einen Anlass fiir eine erkennungsdienstliche
Behandlung zu geben, bedeutet nicht, einen Anlass fiir einen Abgleich mit
dem Titer einer beliebigen irgendwo in Deutschland begangenen Straftat
zu geben, dessen Identitdt per Gesichtserkennung ermittelt werden soll.
Zudem erscheint es eine Uberlegung wert, bei der (normativen) Be-
stimmung, ob eine Person zurechenbar Anlass zum Gesichtserkennungsab-
gleich gegeben hat, wertend Aspekte der Rechtswirklichkeit zu beriicksich-
tigen. Denn bereits mit Blick auf die urspriingliche erkennungsdienstliche
Behandlung kann in rechtstatsachlicher Hinsicht durchaus in Frage gestellt
werden, ob jeder, der einer solchen unterzogen wurde, hierzu {iberhaupt
durch sein Verhalten einen Anlass gegeben hat. Voraussetzung fiir eine
Mafinahme nach § 81b StPO sind insbesondere ,Verdachtsmomente“4%0 So-
wohl mit Blick auf die Sachverhaltsfeststellung und -beurteilung als auch
die ,,kriminalistische Erfahrung®, anhand derer zureichende Anhaltspunkte
fiir einen Anfangsverdacht begriindet werden, besteht ein erheblicher Spiel-
raum, der Einfallstor auch fiir Diskriminierung sein kann.*! Vorurteile
gegen Angehorige bestimmter Bevolkerungsgruppen kénnen dazu fithren,

400 MiuKoStPO/Triick, 2. Aufl. 2023, StPO § 81b Rn. 11; BVerfG, NJW 2002, 3231.

401 Walburg, in: Hunold/Singelnstein Rassismus in der Polizei, 2022, 385, 393f., ins-
besondere S.393: ,Ob [...] bei einer oft noch mehrdeutigen Beobachtung mit
héufig unvollstindigen Informationen, aber auch bei der Entgegennahme einer
Strafanzeige, ein Verdacht angenommen wird, und inwiefern sowie mit wieviel Elan
dieser weiterverfolgt wird, ist von verschiedenen Faktoren abhéngig. Neben gegebe-
nenfalls konfligierenden Aufgaben und begrenzten Ressourcen kommen bei der
Sachverhaltsfeststellung und -beurteilung, bei der die zwischen Devianten und An-
gepassten unterscheidende soziale Ordnung hergestellt wird [...], abermals tradierte
Situationsdeutungen, zugrundeliegende Wissensbestdnde sowie Handlungsroutinen
ins Spiel. Auch diese Entscheidungen sind daher ein mégliches Einfallstor fiir Ste-
reotype und darauf gestiitzte diskriminierende Praktiken.’; Ricker, Anfangsverdacht
und Vorurteil, 2021, 167, 181ff. Vgl. zudem dazu, dass Personen einiger Bevolke-
rungsgruppen héufiger polizeilich kontrolliert werden nur erneut Niemz/Singeln-
stein, in: Hunold/Singelnstein, Rassismus in der Polizei, 2022, 337; Abdul-Rahman,
in: Hunold/Singelnstein Rassismus in der Polizei, 2022, 471, 479 mwN; Hunold/
Wegner, Aus Politik und Zeitgeschichte 2020, 27, 30 f.; Hunold, Polizei im Revier,
2015, 103 ff.; Schweer/Strasser/Zdun, ,Das da drauflen ist ein Zoo, und wir sind die
Dompteure® - Polizisten im Konflikt mit ethnischen Minderheiten und sozialen
Randgruppen, 2008; Schweer/Strasser, in: Groenemeyer/Mansel, Die Ethnisierung
von Alltagskonflikten, 2003, 229.
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dass bei ihnen vorschnell ein Verdacht bejaht wird*?? und sie daher mit-
unter auch vorschnell observiert, kontrolliert, durchsucht, festgenommen
und erkennungsdienstlich behandelt werden*®. Es ist zweifelhaft, ob diese
Personen hierfiir tatsdchlich immer ,durch ihr Verhalten® einen Anlass
gegeben haben (womdglich mitunter eher: durch ihr Erscheinungsbild).

Im Ubrigen sei daran erinnert, dass die Annahme einer Anlasslosigkeit
nicht bedeutet, dass ein Gesichtserkennungsabgleich mit diesen Personen
per se unzulissig ist. Die Konsequenz ist aber, dass hieran strenge Anfor-
derungen zu stellen sind, da durch die Einbeziehung vieler Personen, die
hierzu keinen Anlass gegeben haben, eine grofle Streubreite und damit ein
erhebliches Eingriffsgewicht der Mafinahme besteht.

Jedenfalls aber geben Asylsuchende nicht generell Anlass dazu, in einen
Gesichtserkennungsabgleich zur Ermittlung der Identitdt unbekannter
Straftatverdéchtiger einbezogen zu werden. Auch wenn die Lichtbilder der
Asylsuchenden separat von denen Verurteilte und Verdachtiger gespeichert
sind: Indem alle Asylsuchenden pauschal bei jeder Gesichtserkennungssu-
che dahingehend tberpriift werden, ob sie der Téter waren, stellt man
sie faktisch unter einen Generalverdacht. Allein mit Blick auf sie wird
deutlich, dass die Gesichtserkennungsrecherchen eine Vielzahl von Perso-
nen erfassen, die hierzu keinerlei Anlass gegeben haben. Dies erhdht die
Eingriffsintensitat betrachtlich.

cc) Einschiichterungseffekte

Das Bundesverfassungsgericht argumentiert im Zusammenhang mit der
Streubreite und Anlasslosigkeit von Mafinahmen zudem haufig mit Ein-
schiichterungseffekten.*** Diese konnten zu Beeintrachtigungen bei der
Ausiibung von Grundrechten fithren.*®> Hierdurch werde auch das Ge-

402 Ricker, Anfangsverdacht und Vorurteil, 2021, 121 f.

403 Feuerhelm, Polizei und ,Zigeuner®, 1987, 184, 194 f., 208 ., 234.

404 Vgl. nur BVerfGE 113, 29 (46); 115, 320 (354); 120, 378 (402); 156, 11 (54). Kube
spricht etwa davon, dass sich gerade ,auf der Nutzung der Informationstechnologie
beruhende, lautlose und punktuelle Beeintrachtigungen aus der Distanz als beson-
ders eingriffsintensiv darstellen konnen, weil der Staat dem Biirger hier nicht rechts-
staatlich offen und greifbar entgegentritt, sondern im verborgenen [sic!] bleibt und
potentiell omniprisent ist.; Kube, in: Isensee/Kirchhof, Handbuch des Staatsrechts,
Band VII, 3. Aufl. 2009, § 148 Rn. 81.

405 Vgl. nur BVerfGE 65, 1 (42); 113, 29 (46).
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meinwohl beeintrachtigt, weil Selbstbestimmung eine elementare Funkti-
onsbedingung eines auf Handlungs- und Mitwirkungsféhigkeit seiner Biir-
ger gegriindeten freiheitlichen demokratischen Gemeinwesens sei.*%® Es
gefahrde die Unbefangenheit des Verhaltens, wenn die Streubreite von
Ermittlungsmafinahmen dazu beitrage, dass Risiken des Missbrauchs und
ein Gefiihl des Uberwachtwerdens entstiinden.*” Wenig konkret fiihrt das
Bundesverfassungsgericht dies zuriick auf ein ,,Gefiihl des unkontrollierba-
ren Beobachtetwerdens 98, ein ,diffus bedrohliches Gefiihl des Beobach-
tetseins 499 oder eine ,,diffuse Bedrohlichkeit“410,411

Zwar wird der Ruckgriff auf Einschiichterungseffekte — nicht zuletzt
wegen fehlender Empirie#'> - zu Recht vielfach kritisiert. Das Bundesver-
fassungsgericht greift auf diese Argumentationsfigur aber jedenfalls zuriick,
sodass sie auch mit Blick auf die Gesichtserkennung eine Rolle spielen
kann. Beim Einsatz zur Identifizierung unbekannter Verdachtiger durch
Recherche in einer Lichtbilddatenbank liefe sich argumentieren, dass die
Verwendung von Gesichtserkennung dazu fithre, dass jeder, der in der
durchsuchten Datenbank gespeichert ist, stindig damit rechnen miisse, mit
unbekannten Verdachtigen abgeglichen zu werden und zudem Sorge davor
haben miisse, womdglich zu Unrecht identifiziert zu werden, sodass dann

406 BVerfGE 115, 320 (354), vgl. auch BVerfGE 113, 29 (46).

407 BVerfGE 107, 299 (328); 115, 320 (354).

408 BVerfGE 125, 260 (332); 156, 11 (54).

409 BVerfGE 120, 378 (402); 125, 260 (320).

410 BVerfGE 150, 244 (268, 283).

411 Uberzeugender hingegen die Formulierung bei Poscher/Buchheim, DVBI 2015, 1273,
1279, dass eine Grundrechtsgefdhrdung ,plausibilisiert“ werden muss (die hierin
bereits einen Eingriff in das Recht auf informationelle Selbstbestimmung sehen).
Zur Rekonstruktion des Rechts auf informationelle Selbstbestimmung als Schutz
vor Grundrechtsgefdhrdungen Poscher, in: Gander/Perron/Poscher/Riescher/Wiir-
tenberger, Resilienz in der offenen Gesellschaft, 2012, 167; vgl. in eine dhnliche
Richtung Britz, in: Hoffmann-Riem, Offene Rechtswissenschaft, 2010, 561, 569 ft.

412 Sondervotum Eichberger, BVerfGE 125, 260 (380 ff., Rn. 337 ff.; 381, Rn. 338); Sta-
ben, Der Abschreckungseffekt auf die Grundrechtsausiibung, 2016, 121ff., (speziell
auch zur fehlenden Empirie fiir Deutschland); kritisch auch Bull, Informationelle
Selbstbestimmung - Vision oder Illusion?, 2. Aufl. 2011, 63f., 97ff.; Nettesheim,
VVDStRL 2011, 7, 28; zur fehlenden Empirie sieche auch Sklansky, California Law
Review 2014, 1069, 1094 ff.; De Mot/Faure, Tort Law Review 2014, 120, 121. Zu wei-
teren Kritikpunkten sieche etwa Schwabenbauer, in: Lisken/Denninger, Handbuch
des Polizeirechts, 7. Aufl. 2021, Kapitel G. Informationsverarbeitung im Polizei- und
Strafverfahrensrecht, Rn.134 (Unvereinbarkeit mit der Ausrichtung der Eingriffs-
dogmatik am individuellen Freiheitsschutz), siehe auch Dreier GG/Barczak, 4. Aufl.
2023, GG Art. 2 Abs. 1 Rn. 101.
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ohne sein Wissen noch weitere Ermittlungen iiber ihn gefithrt werden.
Ob zudem die Auswertung von Aufzeichnungen potenzieller Tatverdachti-
ger bei einer Versammlung zu Einschiichterungseffekten fiihrt, wird im
Abschnitt zur Versammlungsfreiheit betrachtet.*®

dd) Ankniipfen an hochstpersonliche Merkmale

Erschwerend tritt hinzu, dass Gesichtserkennung an das Gesicht und damit
an hochstpersonliche Merkmale ankniipft.** In der Entscheidung zu auto-
matisierten Kfz-Kennzeichenkontrollen beriicksichtigte das Bundesverfas-
sungsgericht ausdriicklich mildernd, dass die Mafinahme gerade nicht ,an
hochstpersonliche Merkmale wie etwa das Gesicht ankniipft, sondern an
offentliche Kennzeichen, die nur mittelbar auf einige begrenzte Halterdaten
hinweisen“4"> Der Personenbezug lasse sich nur mittelbar herstellen.#16
Dagegen wird bei der Gesichtserkennung direkt an ein hochstpersonli-
ches korperliches Merkmal angekniipft.#” Zudem handelt es sich bei den
extrahierten Gesichtsmerkmalen um biometrische Merkmale#8, die sekun-
darrechtlich (vgl. Art.9 Abs.1, 2 DSGVO sowie Art.10 JI-RL) besonders
geschiitzt sind und auch auf Ebene des Verfassungsrechts eine besondere
Beachtung verdienen.*”® Das Bundesverfassungsgericht scheint die beson-

413 Kapitel IL. A. IL.

414 Vgl. auch Schwabenbauer, in: Lisken/Denninger, Handbuch des Polizeirechts,
7.Aufl. 2021, Kapitel G. Informationsverarbeitung im Polizei- und Strafverfahrens-
recht, Rn. 121, Schindler, Biometrische Videotiberwachung, 2021, 485; Stettner, Si-
cherheit am Bahnhof, 2017, 150. Siehe zudem BVerfGE 150, 244 (269) (,,Bedeutsam
ist dabei auch, dass [...] nur Ort, Datum, Uhrzeit und Fahrtrichtung erfasst werden,
nicht aber die Personen oder die Kraftfahrzeuge:). Vgl. zur Bedeutung der Sensibi-
litat der Daten fiir die Intensitdt des Eingriffs auch Heckmann/Paschke, in: Stern/
Sodan/Mostl, Das Staatsrecht der Bundesrepublik Deutschland im européischen
Staatenverbund, 2. Aufl. 2022, § 103 Datenschutz, Rn. 45.

415 BVerfGE 150, 244 (269).

416 BVerfGE 150, 244 (283).

417 Vgl. auch Kulick, NVwZ 2020, 1622, 1625.

418 Vgl. erneut die Definition in Art.3 Nr.13 JI-RL und Art. 3 Nr. 34 KI-VO: Biometri-
sche Daten sind ,,mit speziellen technischen Verfahren gewonnene personenbezoge-
ne Daten zu den physischen, physiologischen oder verhaltenstypischen Merkmalen
einer natiirlichen Person, die die eindeutige Identifizierung dieser natiirlichen Per-
son ermdglichen oder bestatigen*.

419 In diese Richtung auch Martini/Thiessen/Ganter, Digitale Versammlungsbeobach-
tung, 2023, 62 f.
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dere Schutzwiirdigkeit biometrischer Merkmale ebenfalls anzuerkennen,
wenn es den Ausschluss biometrischer Merkmale bei einer Datenanalyse
als eingriffsmildernd ansieht.*? Beim Gesicht handelt es sich zudem um
ein biometrisches Merkmal, das nicht etwa verhaltensbezogen (dynamisch)
ist wie etwa die Stimme, die Unterschrift oder der Anschlagsrhythmus der
Tastatur, sondern physisch: Es ist angeboren, weitgehend unveranderlich
und kann - anders als ein Autokennzeichen - nicht gewechselt oder zu
Hause gelassen werden.*?! Damit geht auch einher, dass die durch Gesichts-
erkennung gewonnenen Informationen eine besondere Personlichkeitsrele-
vanz aufweisen kénnen. Dem Gesicht kommt auch eine herausgehobene
Bedeutung zu, da es zudem noch (anders als etwa Fingerabdriicke) aus
einer gewissen Distanz leicht erkennbar und auf Fotos oder Videos leicht
heimlich erfassbar ist.

ee) Moglichkeit der Verkniipfung von Informationen

Eng mit der Personlichkeitsrelevanz verbunden ist die Moglichkeit der
Verkniipfung von Informationen sowie der Profilbildung, die ebenfalls die
Eingriffsintensitat erhhen.*?? Dabei kommt es gerade nicht darauf an, ob
die Informationen fatsdchlich verkniipft oder Personlichkeits- und Bewe-
gungsprofile erstellt werden. Entscheidend ist vielmehr, dass dies durch die
Mafinahme maglich wére.?*> Denn das Recht auf informationelle Selbstbe-
stimmung will auch Gefdhrdungen im Vorfeld der Bedrohung konkreter

420 BVerfGE 165, 363 (404).

421 Auch wenn bei der Identifizierung unbekannter Verdichtiger Gesichtserkennung
nur punktuell eingesetzt wird; potenziell ldsst ihr Einsatz tief in das Leben des
Betroffenen blicken. Wenn etwa verschiedene Videoaufzeichnungen einer Person
per Gesichtserkennung kombiniert werden, kann herausgefunden werden, wo er
sich aufgehalten und mit wem er interagiert hat.

422 Zur Unzulidssigkeit der Erstellung von umfassenden Personlichkeitsprofilen bereits
BVerfGE 65, 1 (53); vgl. zudem zuvor schon BVerfGE 27,1 (6).

423 Siehe etwa BVerfGE 125, 260 (292): ,Umfassende Personlichkeitsprofile kénnten
erstellt werden. (Hervorhebung J. H.) und BVerfGE 125, 260 (319): ,Je nach Nut-
zung der Telekommunikation und kiinftig in zunehmender Dichte kann eine solche
Speicherung die Erstellung aussagekraftiger Personlichkeits- und Bewegungsprofile
praktisch jeden Biirgers ermdiglichen” (Hervorhebung J. H.). Kritisch zu solchen
Befiirchtungen etwa Trute, Die Verwaltung 2009, 85, 100 f.; Ziller, Informations-
systeme und Vorfeldmafinahmen von Polizei, Staatsanwaltschaft und Nachrichten-
diensten, 2002, 43.
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Rechtsgiiter verhindern.*?* Eingriffserh6hend wirken daher auch bereits
Missbrauchsmdglichkeiten, die mit einer Datensammlung einhergehen;*?
im Rahmen der Rechtfertigung einer solchen Mafinahme ist daher auch zu
priifen, ob Sicherungen gegen einen Missbrauch der Daten bestehen.

Gesichtserkennung macht es besonders leicht, unterschiedlichste Infor-
mationen iiber eine Person zu verkniipfen, da etwa alle Video- und Fotoauf-
nahmen einer Person, die in staatlicher Hand sind, zusammengefiihrt wer-
den konnten. Zwar ist dies im konkreten Einsatzszenario der Verwendung
von Gesichtserkennung zur Identifizierung von unbekannten Verdachtigen
nicht das Ziel. Gerade wenn eine Person aber beispielsweise mehrmals
stiehlt, kann es vorkommen, dass (zufallig) mehrmals Aufnahme derselben
Person eingereicht werden; die daraus gewonnen Informationen kénnen
verkniipft werden. Auch in Anbetracht dessen, dass der Einsatz von Ge-
sichtserkennung - und damit auch die Grenzen - gar nicht ausdriicklich in
der Strafprozessordnung geregelt sind und zugleich jeden Tag nicht bewal-
tigbare grofie Mengen staatlicher Videoaufnahmen generiert werden (die
ausgewertet werden wollen), erscheint es angezeigt, bereits die abstrakte
Gefahr der leichten Verkniipfbarkeit von Informationen durch Gesichtser-
kennung eingriffserhohend zu beriicksichtigen.

ff) Drohende Nachteile

Weiter hdngt das Eingriffsgewicht davon ab, welche Nachteile einem
Grundrechtstriager aufgrund der Mafinahme dariiber hinaus drohen oder

424 Vgl. nur BVerfGE 150, 244 (264); vgl. auch Bdcker, Der Staat 2012, 91, 94 ff. und die
Konzeption des Rechts auf informationelle Selbstbestimmung bei Poscher, in: Gan-
der/Perron/Poscher/Riescher/Wiirtenberger, Resilienz in der offenen Gesellschaft,
2012, 167, 174 ft.

425 Siehe etwa BVerfGE 125, 260 (320): ,Auch die Missbrauchsmdoglichkeiten, die
mit einer solchen Datensammlung verbunden sind, verschiarfen deren belastende
Wirkung:. Heckmann/Paschke, in: Stern/Sodan/MGéstl, Das Staatsrecht der Bundes-
republik Deutschland im europdischen Staatenverbund, 2. Aufl. 2022, § 103 Daten-
schutz, Rn. 45; treffend im Ubrigen mit Blick auf Erbgutanalysen Diirig/Herzog/
Scholz/Di Fabio, 102. EL August 2023, GG Art. 2 Abs.1 Rn. 159 Fn.17 (,Das eigent-
liche Eingriffspotential von Erbgutanalysen liegt nicht im bestimmungsgeméfien
Gebrauch, hier unterscheiden sie sich kaum vom Fingerabdruck, sondern in Miss-
brauchsmoglichkeiten hinsichtlich der damit gewonnenen, {iber den Aufklarungs-
zweck hinausreichenden, Erbgutinformationen.).
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von ihm nicht ohne Grund befiirchtet werden.*?¢ In der Entscheidung zur
Rasterfahndung fithrte das Bundesverfassungsgericht etwa aus, dass ,die
Ubermittlung und Verwendung von Daten fiir die davon Betroffenen das
Risiko begriinden [kénne], Gegenstand staatlicher Ermittlungsmafinahmen
zu werden, das iiber das allgemeine Risiko hinausgeht, einem unberechtig-
ten Verdacht ausgesetzt zu werden“4%”

Ebenso verhalt es sich bei der automatisierten Gesichtserkennung. Sie
dient gerade dazu, einen Verdacht (gegen Unbekannt) zu einem Verdacht
gegen eine (nun namentlich benennbare) Person zu konkretisieren und
in der Folge durch weitere Ermittlungsmafinahmen gegen diese Person
herauszufinden, ob sie etwa auch in der Nahe des Tatorts war oder andere
Verbindungen zum Tatgeschehen hat. Daher geht der Eingrift ,, Abgleich
per Gesichtserkennung® womoglich mit weiteren intensiven Grundrechts-
eingriffen einher; erst recht besteht diese Gefahr fiir diejenigen, die auf
der Trefferliste auftauchen.*?® Wie bei der Rasterfahndung besteht auch bei
der Identifizierung nach einer Gesichtserkennungsrecherche die Gefahr,
unberechtigt staatlichen Ermittlungsmafinahmen ausgesetzt zu sein.*?”

Welches Gewicht diesen moglichen nachteiligen Wirkungen einer in-
formationsbezogenen Mafinahme im Hinblick auf die Beurteilung dieser
Mafinahme zukommt, soll nach der Rechtsprechung auch davon abhin-
gen, welche Moglichkeit der Grundrechtstriger hat, eine eventuelle Grund-
rechtsbeeintrichtigung oder jedenfalls weitere Folgen des Eingriffs abweh-
ren zu konnen.*3® Bei heimlichen Mafinahmen wie der automatisierten
Gesichtserkennung kann zumindest diese Mafinahme als solche nicht abge-
wehrt werden; auch die Folgeeingriffe (weitere Ermittlungsmafinahmen)
sind als strafprozessuale Mafinahmen schwerlich abwendbar.

426 Vgl. BVerfGE 100, 313 (376); 113, 348 (382); 115, 320 (347); 118, 168 (197).

427 BVerfGE 115, 320 (351); vgl. auch BVerfGE 107, 299 (321); 118, 168 (197). Auch kénn-
ten informationsbezogene Ermittlungsmafinahmen ,,im Falle ihres Bekanntwerdens
eine stigmatisierende Wirkung fiir die Betroffenen haben und so mittelbar das
Risiko erhohen, im Alltag oder im Berufsleben diskriminiert zu werden®

428 Vgl. auch Schindler, Biometrische Videoiiberwachung, 2021, 509 f.

429 Wie bereits angesprochen, ist beim Einsatz von Gesichtserkennung die Gefahr sogar
erhoht, dass Unbeteiligte in den Fokus der Polizei geraten und dass dies wegen einer
starken optischen Ahnlichkeit nicht frithzeitig entdeckt wird, siehe hierzu bereits
Kapitel I. D. I. 2.

430 Vgl. BVerfGE 118, 168 (197).
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gg) Eigener Ansatz zur Fortschreibung der Maf3stibe: Spezifische
Fehleranfilligkeit der Mafinahme

Zudem erscheint es eine Uberlegung wert, die spezifische Fehleranfillig-
keit einer MafSnahme als eigenstindiges Kriterium beim Eingriffsgewicht
heranzuziehen. In seiner Entscheidung zur automatisierten Datenanalyse
deutet das Bundesverfassungsgericht zumindest kurz an, dass die Frage,
~wie fehleranfillig die eingesetzte Datenauswertungstechnologie ist und ob
gegebenenfalls Vorkehrungen zur Entdeckung und Korrektur von Fehlern
getroffen sind“ die Eingriffsintensitét einer Datenanalysemafinahme beein-
flussen.*3! Das Gericht berticksichtigt aulerdem das Risiko, dass Personen
einem unberechtigten Verdacht ausgesetzt werden, teilweise bei den Krite-
rien Streubreite/Anlasslosigkeit**> und mogliche Folgeeingriffe nach einer
Mafinahme*3®. Denn durch die Verarbeitung von Daten Unverdichtiger
werde das Risiko geschaffen, einem unberechtigten Verdacht ausgesetzt zu
werden.®3* In der Entscheidung zu automatisierten Kfz-Kennzeichenkon-
trollen**> duflert sich das Gericht allerdings gar nicht zu den ,unechten®
(also falschen) Treffern, obwohl es feststellt, dass von den etwa 40.000
bis 50.000 Treffermeldungen, die in einem Zeitraum von vier Monaten

431 BVerfGE 165, 363 (409).

432 Siehe z. B. BVerfGE 107, 299 (321): ,Wird die Kommunikation Unverdéchtiger
erfasst, so schafft die Erhebung der Verbindungsdaten fiir sie das Risiko, Gegen-
stand staatlicher Ermittlungen zu sein, das zu dem allgemeinen Risiko hinzutritt,
einem unberechtigten Verdacht ausgesetzt zu werden.; dhnlich auch Bdcker, in:
Herdegen/Masing/Poscher/Garditz, Handbuch des Verfassungsrechts, 2021, § 28
Sicherheitsverfassungsrecht, Rn. 92, wonach sich aus der groflen Streubreite ,ein
gesteigertes Risiko [ergebe], dass solche Personen aufgrund eines falsch positiven
sicherheitsbehordlichen Wahrscheinlichkeitsurteils weiteren Eingriffsmafinahmen
ausgesetzt werden., dazu auch bereits Bdcker, Kriminalpriventionsrecht, 2015,
270 ff.; Schwabenbauer, Grundrechtseingriffe, 2013, 167 ff.

433 Siehe z. B. BVerfGE 115, 320 (351): ,Das Gewicht informationsbezogener Grund-
rechtseingriffe richtet sich auch danach, welche Nachteile den Betroffenen aufgrund
der Eingriffe drohen oder von ihnen nicht ohne Grund befiirchtet werden [...]. So
kann die Ubermittlung und Verwendung von Daten fiir die davon Betroffenen das
Risiko begriinden, Gegenstand staatlicher Ermittlungsmafinahmen zu werden, das
iiber das allgemeine Risiko hinausgeht, einem unberechtigten Verdacht ausgesetzt
zu werden [...].*

434 Vgl. BVerfGE 107, 299 (321); 115, 320 (351); 125, 260 (320).

435 BVerfGE 150, 244.
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generiert wurden, nur 500 bis 600 echte Treffer waren.*3¢ Der Grund
dafiir konnte darin liegen, dass bei falschen Treffern bei der Kfz-Kennzei-
chenkontrolle Folgemafinahmen gegen Unschuldige sehr unwahrscheinlich
sind, da Fehler sehr leicht erkennbar sind: das als Treffer gemeldete Kenn-
zeichen befindet sich nicht auf der Fahndungsliste. Dies kann durch einen
einfachen Vergleich der Ziffern und Buchstaben der Kennzeichen iiberpriift
werden. ,Grauzonen® wie beim Vergleich zweier Gesichter und damit eine
besondere Fehleranfilligkeit gibt es insofern nicht.**” In der Entscheidung
zur Vorratsdatenspeicherung aus dem Jahr 2010 beispielsweise beriicksich-
tigte das Gericht hingegen ausdriicklich den Umstand, dass das ,,Risiko von
Biirgern erheblich steigt, weiteren Ermittlungen ausgesetzt zu werden, ohne
selbst Anlass dazu gegeben zu haben“*® Denn es konne etwa ausreichen,
»ZU einem ungiinstigen Zeitpunkt in einer bestimmten Funkzelle gewesen
oder von einer bestimmten Person kontaktiert worden zu sein, um in
weitem Umfang Ermittlungen ausgesetzt zu werden und unter Erklarungs-
druck zu geraten 4%

Wie mit Blick auf die automatisierte Gesichtserkennung deutlich wird,
konnte es aber sinnvoll sein, die spezifische Fehleranfalligkeit einer Maf3-
nahme als eigenstandiges Kriterium zu betrachten. Das gilt erst recht, wenn
eine Technologie im Verdacht steht, bei einzelnen Bevolkerungsgruppen
sogar noch mehr Fehler zu machen.*40 Bei der Gesichtserkennung beruht
die Gefahr, unberechtigt verdachtigt zu werden, nicht lediglich auf der
Streubreite, sondern ist aufgrund der Funktionsweise dieser Technologie

436 Auch in der ersten Entscheidung zur automatisierten Erfassung von Kfz-Kennzei-
chen differenziert das Bundesverfassungsgericht gar nicht zwischen echten und
unechten Treffern, vgl. BVerfGE 120, 378.

437 Zu Problemen bei der Uberpriifung kann es nur kommen, wenn das aufgezeichne-
te Kennzeichen (z. B. wegen Verschmutzung oder schlechter Wetterverhaltnisse)
schwer zu erkennen ist.

438 BVerfGE 125, 260 (320).

439 BVerfGE 125, 260 (320).

440 In diese Richtung deutet BVerfGE 165, 363 (408) (,Eine spezifische Herausfor-
derung [des Einsatzes Kiinstlicher Intelligenz] besteht dariiber hinaus darin, die
Herausbildung und Verwendung diskriminierender Algorithmen zu verhindern. ).
Angesichts des aktuellen Stands der Technik mit Blick auf unterschiedliche Fehler-
raten fiir unterschiedliche Bevélkerungsgruppen (Kapitel I. E. IV. 5.) muss gerade
fiir Gesichtserkennungssysteme wie das GES, die offenbar nicht selbst evaluiert
werden (weder allgemein noch mit Blick auf verschiedene Bevolkerungsgruppen),
der Verdacht ausreichen, dass auch dieses System hohere Fehlerraten fiir einzelne
Bevolkerungsgruppen aufweist und insofern ,verzerrt® sein konnte.
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noch spezifisch erhoht:#4! Es sollen gerade mdglichst dhnliche Gesichter
zum unbekannten Verdachtigen gefunden werden. Die nun ins Visier ge-
nommene Person war nicht nur zu einem ungiinstigen Zeitpunkt in einer
bestimmten Funkzelle oder von einer bestimmten Person kontaktiert wor-
den, sondern sie sieht aus wie der Verdéchtige.

Diese Fehleranfilligkeit kann auch nicht vollstindig durch die mensch-
liche Kontrolle der Gesichtserkennungstreffer abgefangen werden. Denn
auch diese ist nicht fehlerfrei.*4> Insbesondere kénnen die Lichtbildexper-
ten oder -sachverstindigen aus der Liste die falsche Person auswihlen
(zumal nach geltendem Recht nicht eindeutig vorgeschrieben ist, dass und
wie die identifizierende Person geschult sein muss). Wenn das Bild des
unbekannten Verdachtigen von hoher Qualitit ist, dann ist dies zwar wenig
wahrscheinlich (allerdings dennoch méglich). Falsch liegen kénnen die Ex-
perten — und erst recht nicht geschulte Polizeibeamte — aber gerade in den
Fillen, in denen das Bild nicht von ausreichender Qualitét ist, um einen
detaillierten (menschlichen) Abgleich durchzufithren und daher lediglich
ein Verdacht der Personenidentitit als ermittlungsunterstiitzender Hinweis
besteht.*** Damit ist nicht gemeint, dass ihnen der Fehler vorwerfbar ist,
denn sie legen schliefilich offen, dass eine ndhere Aussage nicht moglich ist.
Dennoch kénnen die Polizisten mit diesem Verdacht einer Personenidenti-
tat weiterermitteln, um herauszufinden, ob andere Hinweise darauf hindeu-
ten, dass es sich bei dem Identifizierten um den gesuchten Téter handelt.
Auch wenn die Ermittlungsbeamten dann dieser Person im realen Leben
gegeniiberstehen, kldrt sich nicht direkt auf, wenn der Verdacht auf einen
Unschuldigen gefallen ist. Denn sie haben zum (menschlichen) Abgleich
dieser nun realen Person weiterhin nur das Bild des unbekannten Verdéch-
tigen mit schlechter Qualitit.*** Automatisierte Gesichtserkennung geht

441 Siehe Kapitel I. D. I. 2. Anders Schindler, Biometrische Videotiberwachung, 2021,
510 (,Fehlerhafte Erkennungen sind auch bei der anlassbezogenen Suche in Licht-
bilddatenbanken nicht auszuschliefSen. Da der Gesichtserkennung hier aber letzten
Endes nur eine Filter- und Sortierfunktion zukommt, ist von vornherein eine
menschliche Uberpriifung der Ergebnisse vorgesehen. Die eigentliche Zuordnung
erfolgt somit durch menschliche Spezialisten. [...] Diese konnen zwar ebenfalls Feh-
ler machen. Dabei realisiert sich dann aber kein spezifisches Risiko der Gesichtser-
kennung.).

442 Zu den in der Verantwortung von Menschen liegenden Fehlern im Zusammenhang
mit Gesichtserkennung vertieft Kapitel III. B. II. 2. und 3.

443 Kapitel I. E 1. 2. ¢).

444 Zudem sind sie weniger geschult als die Experten, eine Personenidentitit zu erken-
nen.
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daher mit der spezifisch erhdhten Gefahr einher, dass gegen Unschuldige
ermittelt wird und dass dies nicht friihzeitig erkannt wird. Diese spezifische
Fehleranfilligkeit konnte als eigenes Kriterium fiir ein erhdhtes Eingriffs-
gewicht bei der automatisierten Gesichtserkennung beriicksichtigt und in
Zukunft auch fiir andere datenbasierte polizeiliche Mafinahmen untersucht
werden.

hh) Eingriffsgewicht mindernde Umstande

Andererseits sind auch Umstande zu beriicksichtigen, die das Eingriffsge-
wicht reduzieren. So wirkt sich mindernd aus, dass in den Gesichtserken-
nungsvorgang zwar Daten vieler iiberwiegend nicht beteiligter Personen
einbezogen werden, der Datenabgleich aber in Sekundenschnelle durchge-
fithrt wird und die erfassten Daten im Nichttrefferfall keine weitere polizei-
liche Tatigkeit veranlassen.**> Weiter reduziert es die Eingriffsintensitit,
dass zumindest die den Embeddings zugrunde liegenden Lichtbilder nicht
erst fiir die Gesichtserkennung erhoben wurden, sondern die Strafverfol-
gungsbehorden die Daten bereits gesetzlich legitimiert erhoben haben.#4

Nicht eingriffsmindernd wirkt sich hingegen aus, dass ein konkreter An-
lass fiir den Abgleich besteht (Begehung einer Straftat und Notwendigkeit
der Identifizierung des Verdéchtigen).*¥” Denn es ist gerade der Regelfall,
dass ein Anlass fiir eine Datenverarbeitung bestehen muss; nur wenn sie
ausnahmsweise anlasslos erfolgt, ist der Eingriff umgekehrt besonders in-
tensiv.448

445 Vgl. BVerfGE 165, 36 (403 f.) zur automatisierten Datenanalyse; vgl. auch zur auto-
matisierten Kfz-Kennzeichenkontrolle BVerfGE 150, 244 (283).

446 In diese Richtung wohl auch Schindler, Biometrische Videoiiberwachung, 2021,
510 (,bereits aufgrund anderer Mafinahmen (z. B. Videoiiberwachung oder
erkennungsdienstlicher Behandlung) im Besitz der polizeilichen Stellen®); Hor-
nung/Schindler, ZD 2017, 203, 207 (,bereits auf Grundlage anderer gesetzlicher
Ermachtigungen in der Verfiigungsgewalt der staatlichen Behérden®); Petri, GSZ
2018, 144, 148. (,bereits erhobener Bilddaten®). Dies dndert jedoch, wie oben ange-
sprochen, nichts daran, dass diese Personen keinen Anlass fiir den Abgleich gegeben
haben, vgl. Kapitel IT. A. I. 2. b) bb).

447 1In diese Richtung aber offenbar Hornung/Schindler, ZD 2017, 203, 207, die ein
wvergleichsweise geringe[s][...] Eingriffsgewicht annehmen, da im Rahmen eines
»Strafverfahrens aus konkretem Anlass nur Daten miteinander abgeglichen [wer-
den], die sich bereits auf Grundlage anderer gesetzlicher Erméchtigungen in der
Verfiigungsgewalt der staatlichen Behorden befinden (Hervorhebung J. H.).

448 Vgl. etwa BVerfGE 125, 260 (317); 133, 277 (327£.).
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Der Umstand, dass die letztendliche Identifizierung durch Menschen
vorgenommen wird und (jedenfalls bei der Verwendung des BKA-GES)
nur geschulte Experten diese Kontrolle durchfiihren, erscheint grundsatz-
lich geeignet, das Eingriffsgewicht zu verringern (oder die Fehleranfallig-
keit weniger stark ins Gewicht fallen zu lassen). Allerdings ist die Uber-
prifung durch Menschen gesetzlich nicht festgelegt,*** sodass es letztlich
eine Entscheidung der Strafverfolgungsbehérden bleibt, ob und wie diese
vorgenommen wird. Auch ist nicht offiziell bekannt, wie die Polizeibehor-
den, die zusidtzlich noch eigene Gesichtserkennungssysteme einsetzen, die
menschliche Kontrolle handhaben.

Jedenfalls ist aber mindernd zu beriicksichtigen, dass die zum Abgleich
herangezogene Datenbank zwar umfangreich (6,7 Millionen Bilder), doch
zumindest begrenzt ist. Anders als bei der automatisierten Kfz-Kennzei-
chenkontrolle oder bei einer Echtzeit-Fahndung per Gesichtserkennung
im offentlichen Raum werden daher zumindest nicht alle vorbeilaufenden
oder -fahrenden Personen wahllos erfasst. Auch diese Begrenzung der Da-
tenbank ist allerdings in keiner gesetzlichen Grundlage festgelegt.*>0

Dagegen reduziert der Umstand, dass der Abgleich erst im Nachhinein
(statt in Echtzeit) erfolgt, nicht per se das Eingriffsgewicht.*! In diese

449 Daher erscheint dieser Umstand nur begrenzt beriicksichtigungsfahig, vgl. in diese
Richtung BVerfGE 115, 320 (354).

450 Insbesondere die fiir Gesichtserkennung herangezogene Vorschrift des § 98¢ StPO
begrenzt die Datenbanken nicht néher; sie erlaubt einen maschinellen Abgleich
~personenbezogene[r] Daten aus einem Strafverfahren mit anderen zur Strafverfol-
gung oder Strafvollstreckung oder zur Gefahrenabwehr gespeicherten Daten®.

451 Mit Blick auf die Vorratsdatenspeicherung vertrat der EuGH die Auffassung, dass
der ,Eingriff, der mit einer Erhebung von Daten, die es ermdglichen, den Standort
eines Endgerits zu ermitteln, in Echtzeit verbunden ist, [...] besonders schwerwie-
gend [ist], denn diese Daten versetzen die zustindigen nationalen Behorden in die
Lage, die Ortsverdnderungen der Nutzer von Mobiltelefonen prézise und perma-
nent nachzuverfolgen. Da diese Daten somit als besonders sensibel einzustufen sind,
ist der Echtzeit-Zugang der zustindigen Behorden zu solchen Daten von einem
zeitversetzten Zugang zu ihnen zu unterscheiden; Ersterer ist einschneidender, weil
er eine nahezu perfekte Uberwachung dieser Nutzer erlaubt [...] EuGH, Urt.
v. 6.10.2020, La Quadrature du Net ua/Premier ministre ua sowie Ordre des bar-
reaux francophones et germanophone ua/Conseil des Ministres, C-511/18, C-512/18,
C-520/18, Rn. 187. Auch hier ist es jedoch nicht die Echtzeit-Auswertung als solche,
sondern die — notwendig nachtrégliche - Zusammenfiithrung der Informationen,
die es erlaubt, ein prézises Bewegungsprofil zu erstellen. Die Echtzeit-Auswertung
zeigt hingegen nur, wo die Person sich derzeit befindet. Und erneut: Um eine
Echtzeit-Datenerhebung wiirde es sich auch dann handeln, wenn die Standortdaten
in Echtzeit erfasst, aber wenige Minuten spater wieder geloscht wiirden. Auch das
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Richtung geht aber die KI-Verordnung auf EU-Ebene, die zwischen nach-
traglicher und Echtzeit-Fernidentifizierung (im 6ffentlichen Raum zu Zwe-
cken der Strafverfolgung) unterscheidet und die nachtragliche Fernidentifi-
zierung pauschal als weniger eingriffsintensiv ansieht.*>> Begriindet wird
das hohere Eingriffsgewicht der Echtzeit-Fernidentifizierung dort mit der
~=Unmittelbarkeit der Auswirkungen und [den] [...] begrenzten Méglichkei-
ten weiterer Kontrollen oder Korrekturen® und damit zusammenhéngend
serhohte[n] Risiken fiir die Rechte und Freiheiten der betreffenden Perso-
nen, die im Zusammenhang mit Strafverfolgungsmafinahmen stehen oder
davon betroffen sind“ (ErwG 32). Zudem greife Echtzeit-Fernidentifizie-
rung natiirlicher Personen in o6ffentlich zugénglichen Raumen zu Strafver-
folgungszwecken besonders in die Rechte und Freiheiten der betroffenen
Personen ein, da sie ,die Privatsphire eines grof3en Teils der Bevolkerung
beeintrichtigt, ein Gefiihl der stindigen Uberwachung weckt und indirekt
von der Ausiibung der Versammlungsfreiheit und anderer Grundrechte
abhalten kann“ (ErwG 32). Auch in der deutschen verfassungsrechtlichen
Literatur wird mit Blick auf Gesichtserkennung der Faktor, dass die Aus-
wertung im Nachhinein erfolgt, neben anderen Umstdnden als mildernd
erwahnt.*>® Die nachtragliche Anwendung von Gesichtserkennung zur
Aufkldrung von Straftaten ist zwar weniger eingriffsintensiv als die Echt-
zeit-Videoiiberwachung per Gesichtserkennung im 6ffentlichen Raum. Die
Nachtriglichkeit der Auswertung ist dabei aber kein entscheidender Faktor.
Der Grund, warum eine Videoiiberwachung mit Gesichtserkennung im 6f-
fentlichen Raum so eingriffsintensiv ist, liegt an der Streubreite (am &ffent-
lichen Raum), nicht an der Echtzeit der Auswertung. Wiirden diese Videos
von Flughéfen, Bahnhofen und anderen 6ffentlichen Plitzen erst Stunden,

ist nicht zwingend eingriffsintensiver als Daten erst zeitversetzt (z. B. Stunden
oder Tage spiter), aber dafiir gesammelt und in groflem Umfang zu erheben, um
sie dann zusammenfithren zu kénnen. Eine Verkiirzung auf ,Datenerhebung in
Echtzeit ist immer eingriffsintensiver® sollte daher auch aus dieser Entscheidung des
EuGH nicht abgeleitet werden.

452 Dazu kritisch bereits Hahn, ZfDR 2023, 142, 155 ff.; dhnlich kritisch auch Rostal-
ski/Weiss, in: Hilgendorf/Roth-Isigkeit, Die neue Verordnung der EU zur Kiinstli-
chen Intelligenz, 2023, 35 (44); Linardatos, GPR 2022, 58, 62; Schindler/Schomberg,
in: Friedewald/Rofinagel/Heesen/Kriamer/Lamla, Kiinstliche Intelligenz, Demokra-
tie und Privatheit, 2022, 103, 121; Rostalski/Weiss, ZfDR 2021, 329, 344. Anders
Tschorr, MMR 2024, 304, 307, die hierfur entscheidend auf die ,Unmittelbarkeit der
Identifikation [...], die keinen Spielraum fiir menschliche Interaktion ldsst®; abstellt.

453 Vgl. etwa Martini/Thiessen/Ganter, Digitale Versammlungsbeobachtung, 2023, 95,
Fn. 451, 111 {;; Petri, GSZ 2018, 144, 148; Kulick, NVwZ 2020, 1622, 1625.
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Tage, Wochen oder Monate spiter per Gesichtserkennung ausgewertet,
dann ldge hierin kein geringerer Eingriff. Womdglich wiére der Eingriff
sogar ein tieferer, da bedeutend mehr Informationen iiber einen Menschen
bekannt und verkniipft werden kénnten, etwa auch, um ein Bewegungs-
oder Personlichkeitsprofil zu erstellen.** Um eine Echtzeitauswertung han-
delt es sich dagegen auch, wenn die Personen zwar live per Gesichtserken-
nung mit einer Fahndungsliste abgeglichen werden, die Videoaufnahmen
und die biometrischen Daten aber sofort danach automatisch geldscht
werden, sofern kein Treffer vorliegt. Das ist sicher nicht eingriffsintensiver
als eine umfangreiche nachtrégliche Auswertung der Aufnahmen im 6ffent-
lichen Raum.

c) Fazit

Der Einsatz von Gesichtserkennung zur Identifizierung unbekannter Ver-
ddchtiger geht mit Eingriffen in das Recht auf informationelle Selbstbe-
stimmung einher. Eigenstindige Eingriffe begriinden die Erstellung der
Embeddings, der Abgleich mit den Embeddings der in der durchsuchten
Datenbank gespeicherten Personen sowie die Treffer (Auftauchen auf der
Kandidatenliste).

Dabei kommt jedenfalls dem Abgleich und den Treffern ein erhebliches
Eingriffsgewicht zu. Grund dafiir sind vor allem die Heimlichkeit, Streu-
breite und Anlasslosigkeit, Ankniipfung an hochstpersonliche kérperliche
Merkmale und die drohenden Folgeeingriffe. Nachrangig kénnten auch
Einschiichterungseffekte und die grundsitzliche leichte Verkniipfbarkeit
von Informationen durch Gesichtserkennung herangezogen werden. Sinn-
voll erscheint es zudem, die spezifische Fehleranfilligkeit von Gesichtser-
kennung als eigenes Kriterium verstdrkt eingriffserhéhend zu beriicksichti-

454 Hahn, ZfDR 2023, 142, 155f. Zudem werden bei der Echtzeit-Auswertung nur
Aufnahmen durchleuchtet, die aktuell zu staatlichen Zwecken angefertigt werden,
da nur dann die Erfassung biometrischer Daten (also etwa die Videoaufnahme),
der Abgleich und die Identifizierung ,ohne erhebliche Verzégerung erfolgen. Bei
der nachtriglichen Auswertung kann hingegen auch Bild- und Videomaterial, das
urspriinglich zu anderen Zwecken erstellt wurde, ,umgewidmet® und daher viel
mehr Datenmaterial herangezogen werden; hierzu bereits Hahn, ZfDR 2023, 142,
156.
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gen.* Das Eingriffsgewicht reduzierend wirkt sich insbesondere aus, dass
zwar Daten vieler iberwiegend nicht beteiligter Personen einbezogen wer-
den, der Datenabgleich aber in Sekundenschnelle durchgefiihrt wird und
die erfassten Daten im Nichttrefferfall keine weitere polizeiliche Tatigkeit
veranlassen. Insgesamt ist daher jedenfalls mit Blick auf den Abgleich per
Gesichtserkennung und die Treffer von einem erheblichen Eingriff in das
Recht auf informationelle Selbstbestimmung auszugehen.

Auch der Eingriff durch Treffer ist erheblich. Er zeichnet sich zwar durch
eine geringere Streubreite als der Abgleich aus, jedoch besteht bei einem
Treffer die bereits sehr konkrete Gefahr, fehlerhaft identifiziert und Folge-
mafinahmen unterworfen zu werden. Der Eingriff durch die Erstellung der
Embeddings hat dagegen eine etwas geringere Eingriffsintensitdt, denn die
Gefahr von Folgemafinahmen ist hier noch nicht konkretisiert.

455 Der Umstand, dass automatisierte Gesichtserkennung auf Methoden des maschinel-
len Lernens und damit der Kiinstlichen Intelligenz beruht, diirfte sich hingegen
nicht zusatzlich eingriffserh6hend auswirken. Richtigerweise hat das Bundesverfas-
sungsgericht in der Entscheidung zur automatisierten Datenanalyse den Einsatz
von Kiinstlicher Intelligenz nicht per se als Eingriffsgewicht erhéhenden Faktor
angesehen, BVerfGE 165, 363 (408) (,Besonderes Eingriffsgewicht kann je nach
Einsatzart die Verwendung lernfihiger Systeme, also Kiinstlicher Intelligenz (KI),
haben.“ (Hervorhebung J. H.)). Zwar sind Gesichtserkennungssysteme insofern
»selbstlernend?; als dass sie die fiir die Gesichtserkennung relevanten Gesichtsmerk-
male selbst herausfinden und festlegen. Nachdem sie ,austrainiert sind, werden
diese Systeme aber nicht mehr weitertrainiert und lernen nicht mehr weiter. Bei
Gesichtserkennungssystemen besteht auflerdem - anders als bei anderen KI-Syste-
men - nicht die Gefahr, dass sie neue, nicht nachvollziehbare Zusammenhénge
erschaffen. Sie kénnen ausschliefllich eine Aussage iiber die Ahnlichkeit von Face
Embeddings (also von Gesichtern) treffen.
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Eingriffserhohende Faktoren beim Abgleich per Gesichtserkennung:

Einschilichterungs-
effekte

Streubreite und Anlasslosigkeit

Vorschlag:
Spezifische
Fehleranfalligkeit
der MaBnahme

Verknupfungsmoglichkeit

Eingriffsmindernd insbesondere:
| Begrenzung der Datenbank; im Nichttrefferfall keine weiteren MaBnahmen

Drohende
Nachteile

Anknlpfen an
hochstpersonliche Merkmale

Abbildung 4: Eingriffsgewicht bestimmende Faktoren beim Abgleich mit
Gesichtserkennung

3. Rechtfertigung

Das Recht auf informationelle Selbstbestimmung ist Schranken unterwor-
fen, denn der Einzelne hat als eine ,sich innerhalb der sozialen Gemein-
schaft entfaltende, auf Kommunikation angewiesene Personlichkeit® iber
seine Daten ,nicht ein Recht im Sinne einer absoluten, uneinschrankbaren
Herrschaft“4>¢ Es stellt sich daher die Frage, welche Anforderungen an eine
Rechtfertigung der oben festgestellten erheblichen Eingriffe zu stellen sind.
Mit anderen Worten: Wie muss eine gesetzliche Grundlage ausgestaltet
sein, auf die der Einsatz automatisierter Gesichtserkennung zur Identifizie-
rung unbekannter Verdachtiger gestiitzt werden darf? Die Erméachtigungen
fiir die verschiedenen Eingriffe (etwa Erhebung, Abgleich und Verwendung
von Daten) miissen nicht in verschiedenen Rechtsgrundlagen, sondern
kénnen in einer Vorschrift zusammengefasst geregelt sein.

456 BVerfGE 65,1 (431.).
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Bei besonders eingriffsintensiven MafSnahmen schrankt das Bundesver-
fassungsgericht den Spielraum des Gesetzgebers teilweise stark ein und
gibt ihm nahezu ,eine gesetzliche Regelung bis in die Einzelheiten nach
Art einer Handlungsanleitung vor#>7 Ungeachtet der Frage, ob dies nicht
einem oft behaupteten, freilich unscharfen Gebot verfassungsrichterlicher
Zuriickhaltung zuwiderlduft,*>8 erreicht jedenfalls der Einsatz von Gesichts-
erkennung zur Identifizierung unbekannter Verddchtiger eine solche Ein-
griffsintensitit nicht. Insbesondere wird, anders als etwa bei der Telekom-
munikationsiiberwachung (§ 100a StPO), der Kernbereich privater Lebens-
gestaltung kaum je betroffen sein. Dem Gesetzgeber wird daher grundsitz-
lich ein betrachtlicher Regelungsspielraum zuzubilligen sein; wie dieser
sinnvollerweise genutzt werden konnte, wird in Kapitel IV. besprochen. Die
wichtigen verfassungsrechtlich zwingenden Leitlinien hingegen sollen im
Folgenden dargestellt werden.*>

Die Ermiéchtigungsgrundlage ist insbesondere am Verhaltnismafligkeits-
grundsatz zu messen und muss insbesondere im Bereich der Datenver-
arbeitung den Geboten der Bestimmtheit und Normenklarheit gentigen.
Dariiber hinaus sind gerade bei heimlichen Mafinahmen Vorgaben zu Ver-
fahren, Organisation und Kontrolle zu machen.

a) VerhiltnismafSigkeit
Die Ermichtigungen fiir Grundrechtseingriffe miissen einen legitimen

Zweck verfolgen, zur Erreichung des Zwecks geeignet, erforderlich und
verhiltnisméflig im engeren Sinne (angemessen) sein.*¢0

457 Sondervotum Schluckebier, BVerfGE 125, 260 (369); kritisch etwa auch Sondervo-
tum Eichberger, BVerfGE 125, 260 (383).

458 So Sondervotum Schluckebier, BVerfGE 125, 260 (373).

459 Ob eine bestehende Vorschrift diesen Anforderungen geniigt und daher fiir die
Identifizierung unbekannter Verdéchtiger per Gesichtserkennung herangezogen
werden kann, wird nachfolgend naher untersucht (Kapitel II. C. Bestehen einer
Rechtsgrundlage).

460 BVerfGE 67,157 (173); 120, 378 (427); 141, 220 (265); stRspr.
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aa) Verfolgbare Straftaten

Der Verhiltnismafligkeitsgrundsatz kann auch den Spielraum des Gesetz-
gebers dahingehend einschranken, welche Straftaten mit welcher Mafinah-
me verfolgt werden diirfen.*®! Bei Mafinahmen hoher und besonders hoher
Eingriffsintensitét fordert das Bundesverfassungsgericht eine Beschrankung
auf einen gesetzlichen Katalog schwerer Straftaten.*®> Um eine Mafinahme
so hoher Intensitit handelt es sich aber beim Einsatz von Gesichtserken-
nung zur Identifizierung von Tédtern nicht.

bb) Geeignetheit

Auch aus dem Erfordernis der Geeignetheit ergibt sich nichts anderes. Au-
tomatisierte Gesichtserkennung kann zur Aufklirung jedes Delikts grund-
satzlich hilfreich sein, sofern ein unbekannter Tater zu identifizieren ist.
Der Geeignetheit von Gesichtserkennung zur Ermittlung der Identitdt un-
bekannter Verdichtiger steht im Ubrigen nicht entgegen, dass die Person
hierdurch nicht unmittelbar identifiziert, sondern nur eine Vorauswahl
getroffen wird. Denn die Wahrscheinlichkeit, die Person zu identifizieren,
wird jedenfalls erhoht.** Aus diesem Grund steht auch die Méglichkeit von
falsch-positiven Treffern oder falschen Nichttreffern der Geeignetheit nicht
entgegen.

cc) Erforderlichkeit

Der Erforderlichkeit des Einsatzes von Gesichtserkennung steht insbeson-
dere nicht entgegen, dass auch auf sog. Super Recognizer*®* zurtickgegrif-
fen werden konnte. Dies ist nicht gleich effektiv, da diese Menschen zwar
besondere Fahigkeit bei der Wiedererkennung von Personen haben, aber
anders als die Maschine nicht in Sekunden Millionen von Gesichtsbildern
durchsuchen kénnen.

461 Vgl. nur Bicker, in: Herdegen/Masing/Poscher/Gérditz, Handbuch des Verfas-
sungsrechts, 2021, § 28 Sicherheitsverfassungsrecht, Rn. 105.

462 Um die Schwere einer Straftat abstrakt zu bestimmen, greift das Gericht auf den
gesetzlichen Strafrahmen zuriick, siche etwa BVerfGE 129, 208.

463 Vgl. zu einer dhnlichen Begriindung BVerfGE 150, 244 (280).

464 Zu diesen bereits Kapitel I. G. I. 1.
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b) Bestimmtheit und Normenklarheit

Die Rechtsgrundlage muss zudem insbesondere im Bereich der Datenver-
arbeitung dem Gebot der Bestimmtheit und Normenklarheit geniigen.46
Mit Blick auf die informationelle Selbstbestimmung konkretisiert das Ge-
richt zudem, dass ,der Anlass, der Zweck und die Grenzen® des Eingriffs
»~bereichsspezifisch, prazise und normenklar® festgelegt werden miissen.*66
Das Gebot der Bestimmtheit und Normenklarheit dient der Vorherseh-
barkeit von Eingriffen fiir die Biirger, einer wirksamen Begrenzung der
Befugnisse sowie der Ermdoglichung einer effektiven Kontrolle durch die
Gerichte.*$” Zudem soll durch dieses Prinzip sichergestellt werden, dass der
demokratisch legitimierte Gesetzgeber die wesentlichen Entscheidungen
tiber Grundrechtseingriffe und deren Reichweite selbst trifft (Wesentlich-
keitsprinzip). Jedenfalls mit Blick auf heimliche Mafinahmen ist nach der
neuen Rechtsprechung zwischen der Bestimmtheit einerseits und der Nor-
menklarheit andererseits zu unterscheiden.468

Bei der Bestimmtheit geht es vor allem darum, dass die Exekutive im
Gesetz steuernde und begrenzende Handlungsmafistabe vorfindet und dass
eine wirksame Rechtskontrolle durch die Gerichte mdglich ist.#¢® Der Ge-
setzgeber hat die Regelungen so bestimmt zu fassen, wie dies nach der Ei-
genart des zu ordnenden Lebenssachverhalts mit Riicksicht auf den Norm-
zweck moglich ist.47 Ausreichend ist es, wenn durch Auslegung der Vor-
schriften mithilfe der anerkannten Auslegungsregeln feststellbar ist, ob die
tatsdchlichen Voraussetzungen fiir die in der Rechtsnorm ausgesprochene
Rechtsfolge vorliegen.#”! Dem Bestimmtheitserfordernis ist daher gentigt,

465 Vgl. BVerfGE 113, 348 (375 ff.); 120, 378 (407 £.); 141, 220 (265); stRspr.

466 BVerfGE 113, 348 (375); 128, 1 (47); 130, 151 (202); zur Ubertragung dieses Erfor-
dernisses auf Art.10 GG Diirig/Herzog/Scholz/Durner, 102. EL August 2023, GG
Art. 10 Rn. 176.

467 BVerfGE 156, 11 (44 £); 113, 348 (375 £); 120, 378 (407 f)

468 So nun der Erste Senat in BVerfGE 156, 11 (44 f.), der in dieser Hinsicht zuvor aber
noch nicht differenziert hatte, siche etwa BVerfGE 113, 348 (375 ff.); 118, 168 (168 {f.).
Vgl. hierzu auch BVerfG (Zweiter Senat), Urt. v. 29.11.2023, 2 BvF 1/21, BeckRS 2023,
33683 Rn. 81.

469 Siehe z. B. BVerfGE 156, 11 (45).

470 Vgl. BVerfGE 49, 168 (181); 78, 205 (212); 102, 254 (337); 145, 20 (69 £.); stRspr.

471 Allerdings diirfen verbleibende Unsicherheiten nicht dazu fithren, dass die Vorher-
sehbarkeit und Justiziabilitdt des Handelns der durch die Norm erméchtigten staat-
lichen Stellen geféhrdet sind, BVerfGE 156, 11 (45) mwN.
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wenn die Auslegungsprobleme mit herkémmlichen juristischen Methoden
bewiltigt werden konnen.472

Dagegen steht bei der Normenklarheit die inhaltliche Verstdndlichkeit
der Regelung im Vordergrund, dies vor allem damit Biirger sich auf mog-
liche belastende Mafinahmen einstellen kénnen.*”3 In der Entscheidung
Antiterrordateigesetz II versteht der Erste Senat die Normenklarheit, soweit
ersichtlich, erstmals als eigenstdndiges und unter Umstdnden strengeres
Gebot als die Bestimmtheit.*’* Inhaltlich sind die Anforderungen an die
Normenklarheit jedoch nicht neu; sie wurden, auch in derselben Formu-
lierung, bereits zuvor schon im Rahmen eines einheitlich betrachteten
»Grundsatz[es] der Normenklarheit und Bestimmtheit® gestellt.*”> Beson-
ders strenge Anforderungen gelten danach bei der heimlichen Datenerhe-
bung und -verarbeitung, die tief in die Privatsphére einwirken konnen.4’¢
Dies wird damit begriindet, dass die Handhabung heimlicher Mafinahmen
von den Betroffenen weitgehend nicht wahrgenommen und angegriffen
werden konne, sodass ihr Gehalt nur sehr eingeschriankt im Wechselspiel
von Anwendungspraxis und gerichtlicher Kontrolle konkretisiert werden
kénne.*”7 Die Anforderungen an die Normenklarheit unterscheiden sich
vor allem nach dem Eingriffsgewicht und sind mit den jeweiligen materiel-
len Anforderungen der Verhéltnismafligkeit eng verbunden. Bei heimlichen
Mafinahmen miisse der Inhalt der einzelnen Norm verstdndlich und ohne
groflere Schwierigkeiten durch Auslegung zu konkretisieren sein, da hier
die Grundrechte ohne Wissen der Biirger und oft ohne die Erreichbarkeit
gerichtlicher Kontrolle eingeschrankt wiirden.*’”® Daher konne eine Rege-
lung durch Auslegung bestimmbar oder der verfassungskonformen Ausle-
gung zuganglich und damit im Verfassungssinne ,bestimmt“ sein (also dem
Bestimmtheitsgebot geniigen), jedoch gehe damit nicht zwingend auch ihre

472 Siehe nur mwN BVerfGE 134, 141 (184); 156, 11 (45).

473 Vgl. BVerfGE 145, 20 (69 £.); 156, 11 (45).

474 BVerfGE 156, 11 (45£).

475 So etwa in BVerfGE 141, 220 (265).

476 BVerfGE 156, 11 (45); so auch in BVerfGE 163, 43 (83).

477 BVerfGE 156, 11 (45). Mit dieser Formulierung aber etwa auch BVerfGE 141, 220
(265), wo noch nicht zwischen Normenklarheit und Bestimmtheit differenziert
wird. Treffend dazu Bdcker, in: Herdegen/Masing/Poscher/Garditz, Handbuch des
Verfassungsrechts, 2021, § 28 Sicherheitsverfassungsrecht, Rn. 87: Die Rechtsgrund-
lage miisse selbst ,bereits eine erhebliche Konkretisierungsleistung erbringen*.

478 BVerfGE 156, 11 (46).
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Normenklarheit fiir die Adressaten einher’°.480 Bei einer Ermachtigungs-
grundlage zum Einsatz von Gesichtserkennung als heimlicher Mafinahme
sind diese erhéhten Anforderungen an die Normenklarheit daher ebenfalls
zu beachten. Dabei sind aber etwas geringere Anforderungen zu stellen bei
noch eingriffsintensiveren Mafinahmen wie etwa der akustischen Wohn-
raumiiberwachung. Mit Blick auf technologische Entwicklungen verlangt
das Bundesverfassungsgericht keine gesetzlichen Formulierungen, die jede
Einbeziehung kriminaltechnischer Neuerungen ausschlieflen.*®! Wegen des
schnellen und fiir den Grundrechtsschutz riskanten informationstechni-
schen Wandels miisse der Gesetzgeber aber ,die technischen Entwicklun-
gen aufmerksam beobachten und bei Fehlentwicklungen hinsichtlich der
konkreten Ausfiillung offener Gesetzesbegriffe durch die Strafverfolgungs-
behorden und die Strafgerichte notfalls durch ergdnzende Rechtssetzung
korrigierend eingreifen”482 Dies betreffe auch die Frage, ob die bestehenden
verfahrensrechtlichen Vorkehrungen - wie etwa Benachrichtigungspflich-

479 So habe die Rechtsprechung etwa lange und intransparente Verweisungsketten als
Verstof’ gegen die Normenklarheit angesehen, so BVerfGE 156, 11 (46) unter Verweis
auf BVerfGE 110, 33 (57, 62£); 154, 152 (266 Rn. 215).

480 BVerfGE 156, 11 (46). Siche aber hingegen die Auffassung des Zweiten Senats in
BVerfG (Zweiter Senat), Urt. v. 29.11.2023, 2 BvF 1/21, BeckRS 2023, 33683 (LS 1):
»Bei dem Gebot hinreichender Bestimmtheit und Klarheit der Gesetze handelt es
sich um ein einheitliches Postulat, das verschiedene Aspekte in sich vereint. Demge-
maf ist der Mafistab hierfiir einheitlich zu bestimmen; eine Trennung zwischen
Bestimmtheits- und Klarheitsgebot dahingehend, dass eine Norm zwar noch hinrei-
chend bestimmt sein kann, dennoch aber gegen das Gebot der Normenklarheit
verstofit, kommt grundsdtzlich nicht in Betracht® (Hervorhebung J. H.). Dieser
Sichtweise, so der Zweite Senat, stehe die Auffassung des Ersten Senats in BVerfGE
156, 11 nicht entgegen. Denn diese Ausfithrungen seien auf die von ihm, dem
Zweiten Senat, zu entscheidende Konstellation nicht iibertragbar. In der Entschei-
dung des Ersten Senats sei es um heimliche Eingriffe gegangen, bei denen eine
gerichtliche Kontrolle oft nur eingeschrankt moglich sei. Bei der Entscheidung des
Zweiten Senats gehe es hingegen nicht um heimliche Grundrechtseingriffe, sondern
um Vorschriften, die die Umrechnung von bei der Wahl zum Deutschen Bundestag
abgegebenen Stimmen in Parlamentssitze regeln; auch sei nicht die Wahlhandlung
als solche betroffen. Das Erfordernis einer eigenstandigen und strengeren Kontrolle
der Normenklarheit primédr von der Frage abhingig zu machen, ob der Eingriff
heimlich erfolgt und (oder?) ob gerichtliche Kontrolle regelmaf3ig maoglich ist,
erscheint prima facie nicht zwingend. Auch in anderen Konstellationen kann es ein
besonderes Bediirfnis der Biirger dafiir geben, dass eine Norm fiir sie (vergleichs-
weise) verstandlich ist.

481 BVerfGE 112, 304 (316).

482 BVerfGE 112, 304 (316 f.); vgl. auch BVerfGE 90, 145 (191); BVerfG, NJOZ 2021, 1391,
1396.
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ten oder Rechtsschutzmoglichkeiten — angesichts zukiinftiger Entwicklun-
gen geeignet sind, den Grundrechtsschutz effektiv zu sichern.*83

Zunichst muss eine Rechtsgrundlage, auf die eine automatisierte Ge-
sichtserkennung gestiitzt wird, daher deutlich machen, dass ein automati-
sierter Abgleich von Daten durchgefiihrt wird. Zudem muss sie erkennen
lassen, welche Arten von Daten abgeglichen werden diirfen. Dies betrifft
zum einen die Frage, um welche Art von Daten es sich handelt. Wie oben
erlautert, handelt es sich bei den Gesichtsmerkmalen (die zur Gesichtser-
kennung in Embeddings extrahiert werden) nicht nur um personenbezo-
gene, sondern um biometrische Daten, die auflerdem noch weitgehend
unverdnderlich und individuell sind und einem Menschen immer und
tiberall hin ,folgen® Aus Griinden der Bestimmtheit und Normenklarheit
muss eine Rechtsgrundlage daher zumindest deutlich machen, dass biome-
trische Merkmale verwendet werden; angesichts der Einzigartigkeit und
weitgehenden Unverdnderlichkeit des menschlichen Gesichts konnte es
sogar erforderlich sein, dies naher zu spezifizieren und von Gesichtsmerk-
malen zu sprechen. Zum anderen muss aus der Erméachtigungsgrundlage
ersichtlich sein, welche Datensitze abgeglichen werden diirfen, also welche
polizeilichen Datenbanken herangezogen werden diirfen. Nur dann ist fiir
die Biirger ersichtlich, dass sie von der Mafinahme betroffen sein kénnten.
Mit Blick auf den Zweck muss die Ermachtigungsgrundlage insbesondere
festlegen, dass der Abgleich zur Identifizierung unbekannter Verdéchtiger
dient; diese ndhere Zweckbeschreibung wiirde zugleich deutlich machen,
dass der Einsatz von Gesichtserkennung etwa zur Echtzeit-Fahndung nicht
erfasst ist. Dies dient zugleich der Verwirklichung des Wesentlichkeitsprin-
zips*4, wonach der parlamentarische Gesetzgeber alle wichtigen (wesentli-
chen) Entscheidungen mit Blick auf Art und Ausmafd der Grundrechtsbe-
eintrachtigung selbst zu treffen hat.

c) Verfahren und Organisation

Die Heimlichkeit einer MafSnahme und die damit einhergehende fehlende
Transparenz miissen durch besondere Vorgaben zu Verfahren und Organi-

483 BVerfG, NJOZ 2021, 1391 (1396).
484 Vgl. nur BVerfGE 49, 89 LS. 2.
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sation kompensiert werden.*8 Fiir die Gesichtserkennung kommen insbe-
sondere Benachrichtigungspflichten, ein Richtervorbehalt, eine aufsichtli-
che Kontrolle und Berichts- und Evaluationspflichten in Betracht.

aa) Richtervorbehalt

Das Bundesverfassungsgericht hilt allerdings in seiner Rechtsprechung
eine vorherige Bewilligung durch eine unabhingige Stelle, insbesondere ein
Gericht, bei heimlichen Ermittlungsmafinahmen verfassungsrechtlich nur
fiir erforderlich, wenn der Eingriff ,,schwerwiegend“48¢ bzw. von ,besonders
hohe[r] Eingriffsintensitdt® ist, insbesondere wenn zu erwarten ist, dass
hochstprivate Informationen erfasst werden.*” Ob der Einsatz automati-
sierter Gesichtserkennung zur Identifizierung unbekannter Verdachtiger
ein so schwerwiegender Grundrechtseingrift ist, dass es eines Richtervorbe-
halts bediirfte, ist fraglich;* hochstprivate Informationen werden in den
seltensten Fillen erfasst. Aus kriminalpolitischen Griinden erscheint eine
vorherige Bewilligung der Gesichtserkennung durch ein Gericht jedoch
sinnvoll (hierzu néher Kapitel IV.).48

bb) Benachrichtigungspflicht

Grundsatzlich hat der Gesetzgeber sicherzustellen, dass die von einer
heimlichen Mafinahme Betroffenen jedenfalls im Nachhinein von dieser
erfahren konnen (etwa durch Auskunftsrechte) und so in die Lage versetzt
werden, gegebenenfalls Rechtsschutz zu suchen.*** Zudem ist eine (akti-

485 Vgl. auch Bdcker, in: Herdegen/Masing/Poscher/Garditz, Handbuch des Ver-
fassungsrechts, 2021, § 28 Sicherheitsverfassungsrecht, Rn.110; Eifert, in: Herde-
gen/Masing/Poscher/Girditz, Handbuch des Verfassungsrechts, 2021, § 18 Person-
liche Freiheit, Rn. 129; Heckmann/Paschke, in: Stern/Sodan/Mostl, Das Staatsrecht
der Bundesrepublik Deutschland im europdischen Staatenverbund, 2. Aufl. 2022,
§ 103 Datenschutz, Rn. 47.

486 Vgl. nur BVerfGE 125, 260 (337); hierzu auch BeckOK InfoMedienR/Gersdorf, 42.
Ed., Stand: 1.5.2021, GG Art. 2 Rn. 88.

487 Vgl. nur BVerfGE 141, 220 (294).

488 Ablehnend Schindler, Biometrische Videoiiberwachung, 2021, 614.

489 Kapitel IV. B.II. 2.

490 Bdcker, in: Herdegen/Masing/Poscher/Gérditz, Handbuch des Verfassungsrechts,
2021, § 28 Sicherheitsverfassungsrecht, Rn. 110.
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ve) Benachrichtigung durch die Strafverfolgungsbehorden bei heimlichen
Mafinahmen typischerweise verfassungsrechtlich geboten, wenn es sich um
einen heimlichen Grundrechtseingriff von erheblichem Gewicht handelt
und andere Kenntnismdglichkeiten den Interessen des Betroffenen nicht
hinreichend Rechnung tragen.**! Nach iiberzeugender neuerer bundesver-
fassungsgerichtlicher Rechtsprechung diirfte bei heimlichen Mafinahmen
eine Benachrichtigungspflicht sogar der Regelfall sein, nur bei Eingriffen
geringer Intensitat bedarf es einer solchen nicht.*> Mit Blick auf automati-
sierte Kfz-Kennzeichenkontrollen hat es das Bundesverfassungsgericht an-
gesichts des im Vergleich mit anderen heimlichen Mafinahmen geringeren
Eingriffsgewichts eine Benachrichtigungspflicht auch im Trefferfall nicht
tiir erforderlich gehalten. Unter Verhdltnismaf3igkeitsgesichtspunkten genii-
ge es, ,wenn die Betroffenen von den Kontrollen nur im Rahmen von ihnen
gegeniiber ergriffenen FolgemafSnahmen erfahren und deren Rechtmafig-
keit dann fachgerichtlich tberpriifen lassen koénnen“*** In welcher Form
die Betroffenen bei den Folgemafinahmen dann von der Kennzeichenkon-
trolle ,erfahren® sollen, wird nicht néher festgelegt.

Mit Blick auf die automatisierte Gesichtserkennung muss differenziert
werden zwischen den Personen, die in der durchsuchbaren Datenbank
gespeichert sind und abgeglichen werden, den ,Ireffern die auf der
Kandidatenliste erscheinen und den Personen, gegen die weitere Mafinah-
men ergriffen werden. Hinsichtlich der abgeglichenen Personen ist eine
Benachrichtigung bereits nicht praktikabel,** da hierfiir mehrmals taglich
Millionen von Menschen kontaktiert werden miissten.*>> Auch erscheint
es verfassungsrechtlich nicht zwingend, die auf der Liste auftauchenden
Personen zu benachrichtigen, denn dazu miissten zundchst deren Namen
und Adressen anhand der INPOL-Eintragung festgestellt werden; das wiir-

491 Vgl. BVerfGE 65, 1 (70); 100, 313 (361); 109, 279 (3631f); 118, 168 (208); 120, 351
(363). Hierzu zu Recht kritisch Schwabenbauer, in: Lisken/Denninger, Handbuch
des Polizeirechts, 7. Aufl. 2021, Kapitel G. Informationsverarbeitung im Polizei- und
Strafverfahrensrecht, Rn. 321.

492 BVerfGE 130, 151 (210); 155, 119 (226). So auch Riickert, Digitale Daten als Beweis-
mittel im Strafverfahren, 2023, 168.

493 BVerfGE 150, 244 (302).

494 Zu diesem Gedanken im Zusammenhang mit der automatischen Kennzeichenerfas-
sung BT-Drs. 19/27654, 72.

495 Zur Vereinbarkeit einer solchen Ausnahme von der Benachrichtigungspflicht fiir
nur unerheblich betroffene Personen mit Art. 13 JI-RL Schindler, Biometrische Vi-
deoiiberwachung, 2021, 717.
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de den Grundrechtseingriff noch vertiefen.#%¢ Allerdings erscheint es ver-
fassungsrechtlich geboten, die Person, gegen die weiter ermittelt werden
soll, zu benachrichtigen. Bei der Rasterfahndung nach § 98a StPO oder
der Schleppnetzfahndung nach §163d StPO sind etwa Benachrichtigungs-
pflichten geregelt fiir ,die betroffenen Personen, gegen die nach Auswer-
tung der Daten weitere Ermittlungen gefiithrt wurden®;*” die Benachrich-
tigung kann in Ausnahmefillen unterbleiben**® oder zuriickgestellt wer-
den®”. Eine solche grundsitzliche Benachrichtigungspflicht sollte auch fiir
den Einsatz von Gesichtserkennung geregelt werden. Dies legt nicht nur
das Eingriffsgewicht nahe, sondern auch die spezifische Fehleranfilligkeit
von Gesichtserkennung. Der Betroffene muss daher ausdriicklich dariiber
informiert sein, dass Ermittlungen sich gegen ihn deshalb richten, weil er
dem unbekannten Verdachtigen dhnlich sieht und er daher nach einer Ge-
sichtserkennungsrecherche identifiziert wurde. Ein blofies Auskunftsrecht,
fur dessen Wahrnehmung der Betroffene womdglich gar keinen Anlass
sieht, ist bei einer so eingriffsintensiven und fehleranfalligen Mafinahme
nicht ausreichend. Verfassungsrechtlich erscheint eine (aktive) Benachrich-
tigungspflicht mit Blick auf den nun Verdachtigten daher geboten.>%0

cc) Kontrolle

Bereits im Volkszdhlungsurteil hielt das Bundesverfassungsgericht fest,
dass ,[wlegen der fiir den Biirger bestehenden Undurchsichtigkeit der
Speicherung und Verwendung von Daten unter den Bedingungen der
automatischen Datenverarbeitung und auch im Interesse eines vorgezo-
genen Rechtsschutzes durch rechtzeitige Vorkehrungen [...] die Beteili-
gung unabhéngiger Datenschutzbeauftragter von erheblicher Bedeutung
fiir einen effektiven Schutz des Rechts auf informationelle Selbstbestim-

496 In diese Richtung auch BVerfGE 109, 279 (365).

497 Siehe §101 Abs.4 S.1 Nr.1 und 10 StPO. Hierzu auch MuKoStPO/Riickert, 2. Aufl.
2023, StPO § 101 Rn. 24 und 49. Dies umfasst alle Personen, gegen die sich aufgrund
der Datenverarbeitung ein Tatverdacht ergeben hatte, unabhéingig davon, ob sich
dieser bestitigt hat oder nicht, vgl. Kahmen, Die Vorschriften zur Benachrichti-
gungspflicht gemaf § 101 IV-VI StPO und ihre praktische Umsetzung, 2017, 105f.

498 §101 Abs. 4 S.3 bis 5 StPO und § 101 Abs. 6 S. 3 StPO zum endgiiltigen Absehen von
der Benachrichtigung nach Zuriickstellungen.

499 Vgl. zum Zeitpunkt der Benachrichtigung § 101 Abs. 5 und 6 StPO.

500 Zur kriminalpolitischen Ausgestaltung siehe Kapitel IV. B. I1. L.
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mung” ist.>! Dadurch soll eine nachtrégliche Kontrolle>*? der Verwendung
der Daten und ein Schutz vor Missbrauch sichergestellt werden.’® Eine
Kontrolle durch den Bundes- oder Landesdatenschutzbeauftragten, teilwei-
se auch durch behordliche Datenschutzbeauftragte hat das Bundesverfas-
sungsgericht in der Vergangenheit als ausreichend angesehen.>%* Allerdings
ist zweifelhaft, ob dies fiir den Einsatz von Gesichtserkennung in der
Strafverfolgung die richtige Kontrollinstitution ist. Wichtige Fragen wie die
Fehlerantilligkeit dieser Mafinahme oder mdégliche diskriminierende Wir-
kungen durch haufigere Fehlidentifizierungen bei einzelnen Bevdlkerungs-
gruppen betreffen mehr als den - auf das Individuum zugeschnittenen
- Datenschutz.>%® Aus kriminalpolitischer Sicht wird hier eine umfangrei-
chere Kontrolle sinnvoll sein,>% als verfassungsrechtlich zwingend hat das
Bundesverfassungsgericht eine solche bislang, soweit ersichtlich, noch in
keiner Konstellation angesehen (oder auch nur erortert).

501 BVerfGE 65, 1(46).

502 Kritisch zu dem vom Bundesverfassungsgericht hdufig verwendeten Begrift ,,Auf-
sicht® Schwabenbauer, in: Lisken/Denninger, Handbuch des Polizeirechts, 7. Aufl.
2021, Kapitel G. Informationsverarbeitung im Polizei- und Strafverfahrensrecht,
Rn. 294.

503 Heckmann/Paschke, in: Stern/Sodan/Mostl, Das Staatsrecht der Bundesrepublik
Deutschland im europdischen Staatenverbund, 2.Aufl. 2022, §103 Datenschutz,
Rn. 47. Néher zur Datenschutzaufsicht im strafprozessualen Ermittlungsverfahren
Gisch, KriPoZ 2020, 328.

504 Siehe etwa BVerfGE 133, 277 (365, 370 £.); 150, 244 (302); 155, 119 (227). Allerdings
muss diese wirksam ausgestaltet sein, vgl. hierzu auch BVerfGE 141, 220 (321).
Zu Art. 10 GG vgl. BVerfGE 100, 313 (361): ,Wie die Kontrolle auszugestalten ist,
schreibt die Verfassung jedoch nicht vor. Dem Gesetzgeber steht es frei, die ihm
geeignet erscheinende Form zu wihlen, wenn sie nur hinreichend wirksam ist.

505 In diese Richtung auch mit Blick auf personenbezogenes Predictive Policing Sorm-
merer, Personenbezogenes Predictive Policing, 2020, 213. Poscher betont zutreffend,
dass es in den Fillen der Festnahmen Unschuldiger nach falschen Gesichtserken-
nungstreffern weniger um ein formales Recht auf Datenschutz geht als um inhaltli-
che Recht wie das Recht auf Freiheit oder Schutz vor rassistischer Diskriminierung,
vgl. Poscher, in: Véneky/Kellmeyer/Miiller/Burgard, The Cambridge Handbook of
Responsible Artificial Intelligence, 2022, 281, 288 (,The actual cases, however, are
not about some formal right to data protection but about substantive rights, such
as the right to liberty or the right against racial discrimination, and the dangers AI
technologies pose for these rights.).

506 Hierzu Kapitel IV. C. II.
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dd) Berichts- und Evaluationspflichten

Zudem stellt sich die Frage, ob Berichts- und Evaluationspflichten gegen-
iiber Parlament und Offentlichkeit verfassungsrechtlich geboten sind. In
seiner Entscheidung zur Antiterrordatei im Jahr 2013 begriindete das Bun-
desverfassungsgericht die Erforderlichkeit von Berichtspflichten fiir Spei-
cherung und Nutzung der Daten nach dem Antiterrordateigesetz damit,
dass sich diese der Wahrnehmung der Betroffenen und der Offentlichkeit
weitgehend entzdgen, dass dem auch die Auskunftsrechte nur begrenzt
entgegenwirken konnten und dass eine effektive gerichtliche Kontrolle
nicht ausreichend maglich sei.>*” Diese Argumentation scheint auf ande-
re heimliche Mafinahmen {ibertragbar, das Gericht sieht Berichtspflichten
gegeniiber Parlament und Offentlichkeit aber nur in eng umgrenzten Fal-
len vor, etwa fiir ,tief in die Privatsphire eingreifende Ermittlungs- und
Uberwachungsbefugnisse mit spezifisch breitenwirksamem Grundrechts-
gefdhrdungspotenzial>%8 Bei der automatisierten Kfz-Kennzeichenkontrol-
le wurde eine Berichtspflicht nicht einmal erdrtert. Angesichts des zwar er-
heblichen, aber im Vergleich zu anderen heimlichen Mafinahmen nicht be-
sonders erhohten Eingriffsgewichts ist fraglich, ob das Bundesverfassungs-
gericht bei der Verwendung automatisierter Gesichtserkennung zur Iden-
tifizierung unbekannter Verdichtiger Berichtspflichten annehmen wird.
Angezeigt scheint dies aber durchaus. Jedenfalls aus kriminalpolitischer
Perspektive sollten gerade bei einer so stark in der 6ffentlichen Diskussion
stehenden Technologie wie der Gesichtserkennung Berichtspflichten gere-
gelt werden; dies wird in Kapitel IV. erdrtert.

Auch Pflichten zur Beobachtung und Evaluation des Einsatzes automa-
tisierter Gesichtserkennung erscheinen sinnvoll. Das Bundesverfassungs-
gericht hat solche Pflichten bislang in unterschiedlichsten Rechtsgebieten
etwa im Umweltrecht®® und Versicherungsrecht®'® zwar vereinzelt ange-
sprochen,! aber nicht naher ausgestaltet.>> Im Bereich der Strafverfolgung

507 BVerfGE 133,277 (273).

508 BVerfGE 155, 119 (228); Vgl. auch BVerfGE 141, 220 (268f., 285); BVerfGE 162, 1
(67 ff, 1311.).

509 BVerfGE 49, 89 (130 ff.). Hierzu auch Britz, NVwZ 2023, 1449, 1457 mit Verweis auf
weitere Entscheidungen.

510 BVerfG, NJW 2009, 2033 (2045).

511 Vgl. auch BVerfGE 150, 1 (90).

512 Schwabenbauer, in: Lisken/Denninger, Handbuch des Polizeirechts, 7. Aufl. 2021,
Kapitel G. Informationsverarbeitung im Polizei- und Strafverfahrensrecht, Rn. 351.
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und Gefahrenabwehr erscheint es angesichts des grundrechtssensiblen Ein-
satzbereichs und des raschen technologischen Fortschritts®® besonders
wichtig, Entwicklungen aufmerksam zu beobachten.”* Bicker weist zutref-
fend darauf hin, dass Effektivitdt und Eingriffsintensitit einer Mafinahme
etwa davon abhdngen, ,wie die Polizei die Mafinahme einsetzt, wie Krimi-
nelle auf sie reagieren oder wie sich die MafSnahme auf Dritte auswirkt“>1®
Zu dem Zeitpunkt, in dem der Gesetzgeber die Ermachtigungsgrundlage
fiir eine Mafinahme schaftt, sind solche Auswirkungen aber meist noch
nicht absehbar.>'® Wie bereits im Abschnitt zum Gebot der Bestimmtheit
und Normenklarheit angesprochen,®” billigt das Bundesverfassungsgericht
grundsatzlich eine ,technikoffene“ Formulierung der Mafinahmeermaéchti-
gungen. Im Gegenzug verlangt es aber vom Gesetzgeber ,die technischen
Entwicklungen aufmerksam [zu] beobachten und bei Fehlentwicklungen
hinsichtlich der konkreten Ausfiillung offener Gesetzesbegriffe durch die
Strafverfolgungsbehdrden und die Strafgerichte notfalls durch erginzen-
de Rechtssetzung korrigierend ein[zu]greifen“>® In seiner Entscheidung
zum BKA-Gesetz betonte das Bundesverfassungsgericht mit Blick auf das
Eingriffsgewicht einer Mafinahme, dass ,der Gesetzgeber in seine Abwi-
gung auch die Entwicklung der Informationstechnik einzustellen [habe],
die die Reichweite von Uberwachungsmafinahmen zunehmend ausdehnt,
ihre Durchfiihrbarkeit erleichtert und Verkniipfungen erlaubt, die bis hin
zur Erstellung von Personlichkeitsprofilen reichen“® Diesen Auflerungen
des Bundesverfassungsgerichts kann man zwar durchaus gewisse Beobach-
tungs- und Evaluationspflichten beim Einsatz neuer Technologien in Straf-
verfolgung und Gefahrenabwehr entnehmen. Naher konkretisiert und jus-
tiziabel gemacht wurden sie allerdings bislang nicht.

513 Vgl. auch BVerfGE 112, 304 (316) (,[w]egen des schnellen und fiir den Grundrechts-
schutz riskanten [...] informationstechnischen Wandels®).

514 Naher dazu, wie das Recht mit den technologischen Entwicklungen Schritt halten
kann Golla, Kriminologisches Journal 2020, 149.

515 Bdcker, Kriminalpraventionsrecht, 2015, 181.

516 Vgl. Bdcker, Kriminalpraventionsrecht, 2015, 181; vgl. auch Schwabenbauer, Heimli-
che Grundrechtseingriffe, 2013, 358 ff.

517 Kapitel IT. A. 3. b).

518 BVerfGE 112,304 (316 £.); vgl. auch BVerfGE 90, 145 (191).

519 BVerfGE 141, 220 (267).
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4. Fazit

Eine Rechtsgrundlage, auf die der Einsatz automatisierter Gesichtserken-
nung zur Identifizierung unbekannter Verdachtiger gestiitzt werden soll,
muss insbesondere verhéltnisméflig sein und dem Gebot der Bestimmtheit
und Normenklarheit geniigen. Die Aufklarung von Straftaten ist ein legiti-
mer Zweck; eine Beschrankung auf besonders schwere Straftaten ist nicht
verfassungsrechtlich geboten. Als Erméchtigung fiir Eingriffe in das Recht
auf informationelle Selbstbestimmung muss die Rechtsgrundlage Anlass,
Zweck und Grenzen des Eingriffs bereichsspezifisch, prazise und normen-
klar regeln. Dabei sind wegen der erheblichen Eingriffsintensitat erhdhte
Anforderungen zu stellen. Auch sind Benachrichtigungspflichten vorzuse-
hen. Eine wirksame Kontrolle ist ebenfalls erforderlich; die Ausgestaltung
ist eine kriminalpolitische Frage.

Berichtspflichten fiir Parlament und Offentlichkeit erscheinen durchaus
angezeigt; ob das Bundesverfassungsgericht sie bei der Gesichtserkennung
angesichts des ,nur“ erheblichen und nicht besonders erhéhten Eingriffs-
gewichts einfordern wird, ist hingegen fraglich. Auch Beobachtungs- und
Evaluationspflichten wiren zweckmifiig, sind bislang aber wenig justiziabel
ausgestaltet.

II. Sonstige Grundrechte

Weiterhin ist zu fragen, ob neben dem Recht auf informationelle Selbstbe-
stimmung auch andere Grundrechte beeintrichtigt werden und wie sich
dies auf die Anforderungen an eine Rechtsgrundlage auswirkt. Dabei ist
zum einen zu untersuchen, ob in bestimmten Konstellationen auch die
Versammlungsfreiheit (Art.8 Abs.1 GG) betroffen ist. Zudem stellt sich
die Frage, inwiefern der Einsatz automatisierter Gesichtserkennung mit
gleichheitsrechtlichen Problemen (Art. 3 GG) einhergeht und ob die Men-
schenwiirde betroffen ist.

1. Versammlungsfreiheit
Der Schutzbereich des Art. 8 Abs. 1 GG kann betroffen sein, wenn bei einer

Versammlung Aufnahmen angefertigt werden und diese anschlieflend in
ein Gesichtserkennungssystem eingespielt werden, um die Identitdt von
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Personen zu ermitteln, die einer Straftat verdachtig sind. Dabei kann es sich
um spezifisch versammlungsrechtliche Straftaten handeln (z. B. abweichen-
de Durchfiihrung von Versammlungen oder Verstéfie gegen das Uniform-
und politische Kennzeichenverbot, siehe fiir das Bundesversammlungsge-
setz §§ 25, 28 VersG). In Betracht kommen aber auch andere Straftaten, die
im Rahmen der Versammlung begangen werden, etwa Korperverletzun-
gen, Beleidigungen oder Widerstand gegen Vollstreckungsbeamte. Dabei
ist auch zu beachten, dass es im Versammlungskontext besonders schnell
zum Verdacht einer Straftat kommen kann, etwa wenn Demonstranten ihre
Meinung polemisch oder zugespitzt dufern und sie daher einer Beleidigung
verdidchtigt werden.

Art. 8 Abs.1 GG ist neben dem Recht auf informationelle Selbstbestim-
mung anwendbar und wird nicht verdrangt.>?® Bereits die Videoaufzeich-
nung einer Versammlung durch Kameras,*?! Drohnen>?? oder Bodycams®??
stellt einen Eingriff in die Versammlungsfreiheit dar. Denn die Demons-
tranten kénnen hierdurch von der Teilnahme abgeschreckt werden, was fiir
einen Eingriff in die Versammlungsfreiheit ausreicht.”?* Die nun hinzukom-

520 Siehe nur OVG Nordrhein-Westfalen, DVBI 2011, 175; Kniesel/Poscher, in: Lis-
ken/Denninger, Handbuch des Polizeirechts, 7. Aufl. 2021, Kapitel J. Versammlungs-
recht, Rn. 190; Poscher, in: Gander/Perron/Poscher/Riescher/Wiirtenberger, Resili-
enz in der offenen Gesellschaft, 2012, 167; Albers, in: Friedewald/Lamla/Rofinagel,
Informationelle Selbstbestimmung im digitalen Wandel, 11, 26 ff.; aA Gétz, NVwZ
1990, 112, 116. Auch in BVerfGE 150, 244 (automatisierte Kennzeichenkontrolle)
zieht das Bundesverfassungsgericht sowohl das Recht auf informationelle Selbstbe-
stimmung als auch die Versammlungsfreiheit heran.

521 Vgl. nur BVerfGE 122, 342 (368 f.) (Eingriff bereits durch Ubersichtsaufnahmen und
-aufzeichnungen), siche aus der Rechtsprechung etwa auch OVG Miinster, Beschl. v.
23.11.2010, 5 A 2288/09, BeckRS 2010, 56136 und bereits OVG Bremen, NVwZ 1990,
1188, 1189; in der Literatur etwa Dreier GG/Kaiser, 4. Aufl. 2023, GG Art. 8 Rn. 51;
Heldt, MMR 2019, 285, 288; Koranyi/Singelnstein, NJW 2011, 124. Ein Eingriff ist
auch zu bejahen, wenn die Kameras nur im Kamera-Monitor laufen (also das
Geschehen nicht aufzeichnen), vgl. etwa BVerfG, NVwZ 2009, 441 (447); dazu
auch niher Donaubauer, Der polizeiliche Einsatz von Bodycams, 2017, 356 £., 360 ff.
Siehe zudem BVerfGE 150, 244 (295) (Eingriff in Art.8 GG durch den Einsatz
automatisierter Kennzeichenkontrollen an Kontrollstellen, die den Zugang zu einer
Versammlung kontrollieren).

522 Zur Verwendung von Video-Drohnen bei Versammlungen etwa Tomerius, LKV
2020, 481; Zéller/Thwas, NVwZ 2014, 408; Roggan, NVwZ 2011, 590, 591.

523 Siehe nur Martini/Thiessen/Ganter, Digitale Versammlungsbeobachtung, 2023,
69 ff.

524 Siehe nur BVerwGE 160, 169 (182); vgl. auch BVerfGE 140, 225 (228); Dreier GG/
Kaiser, 4. Aufl. 2023, GG Art. 8 Rn. 51; Kloepfer, in: Isensee/Kirchhof, Handbuch des
Staatsrechts, Band VII, 3. Aufl. 2009, § 164 Rn. 74 (,[s]patestens dann, wenn durch
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mende Moglichkeit, diese Aufzeichnungen anschlieflend per Gesichtserken-
nung auszuwerten,”> konnte unter zwei Gesichtspunkten zu berticksichti-
gen sein.

a) Erhohtes Eingriffsgewicht der Aufzeichnung der Versammlung

Zum einen erhoht sie die Eingriffsintensitat des urspriinglichen Eingriffs
in die Versammlungsfreiheit durch die Videotiberwachung. Denn durch
die Moglichkeit der Gesichtserkennung lauft der Einzelne bei einer Video-
aufzeichnung nicht nur Gefahr, aufgezeichnet zu werden, sondern danach
noch identifiziert zu werden. Das Eingriffsgewicht einer Uberwachungs-
mafinahme im Zusammenhang mit der Versammlungsfreiheit bestimmt
sich nach denselben Kriterien wie bei der informationellen Selbstbestim-
mung; eingriffserhéhend wirken auch hier insbesondere Heimlichkeit,
Streubreite, Anlasslosigkeit, Erfassung hochstpersonlicher Merkmale, Még-
lichkeit der Verkniipfung.>?® Durch Gesichtserkennung werden besonders
sensible Daten (biometrische Merkmale) verarbeitet und eine einfache Ver-
kniipfung von Daten ermdglicht; dies erh6ht den Eingrift erheblich. Daher
sind an eine Rechtsgrundlage, die eine Videoiiberwachung von Versamm-
lungen erlaubt, erhohte Anforderungen zu stellen, wenn die Aufnahmen
danach zur Identifizierung Verddchtiger per Gesichtserkennung verwendet
werden diirfen.

Dabei ist erneut (wie bereits beim Recht auf informationelle Selbst-
bestimmung®?’) darauf hinzuweisen, dass auch und gerade im Rahmen
einer Versammlung eine nachtrdgliche Auswertung nicht per se weniger
eingriffsintensiv ist als eine Echtzeit-Gesichtserkennung.>?® Gerade bei Ver-

staatliche Uberwachungsmafinahmen die innere Entschlufifreiheit des einzelnen
Teilnehmers in der Weise so beschrinkt wird, dafl dieser aus Angst vor staatlichen
Uberwachungsmafinahmen auf die ihm zustehende Grundrechtsausiibung verzich-
tet®).

525 Zu den hohen Anforderungen fiir eine Rechtfertigung beim Einsatz von Echtzeit-
Gesichtserkennung Martini/Thiessen/Ganter, Digitale Versammlungsbeobachtung,
2023, 110 ff.

526 Martini/Thiessen/Ganter, Digitale Versammlungsbeobachtung, 2023, 57 ff.; Schind-
ler, Biometrische Videotiberwachung, 2021, 472. Zu den Kriterien bereits Kapitel II.
A.L2.Db).

527 Kapitel IT. A. I. 2. b) hh).

528 Hahn, ZfDR 2023, 142, 155ff. In eine dhnliche Richtung (allerdings nicht im Ver-
sammlungskontext) Rostalski/Weiss, in: Hilgendorf/Roth-Isigkeit, Die neue Verord-
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sammlungen kénnen eine nachtragliche Gesichtserkennung und damit ver-
zOgerte Mafinahmen der Strafverfolgungsbehorden sogar problematischer
sein, denn sie konnen eine grofle Verunsicherung auslésen und gesche-
hen auflerhalb der mit einer Versammlung oft einhergehenden medialen
Kontrolle des polizeilichen Handelns.”?® Erinnert sei nur an die Praktiken
Russlands, Hunderte Demonstranten nach der Teilnahme an Versammlun-
gen zu Hause festzunehmen - nachtréiglich identifiziert per Gesichtserken-
nung.>* Natalia Zviagina, die Leiterin des Moskau-Biiros von Amnesty
International, sagte dazu: ,Bisher bestand das grofite Risiko fiir die De-
monstranten darin, bei einer Kundgebung von der Polizei verpriigelt und
willkiirlich festgenommen zu werden. Diesem Schicksal zu entgehen, be-
deutet ab sofort nicht mehr, dass man sich sicher fuhlen kann — der Unter-
driickungsstaat weifS, wer man ist, und kann einen jederzeit abholen.>!
Deutschland ist nicht Russland, aber die Auﬁerung trifft den Kern. Bei
einer Echtzeit-Gesichtserkennung weify der Betroffene nach Verlassen der
Versammlung, dass ihm nun nichts mehr droht. Er hat zumindest Gewiss-
heit. Bei einer nachtraglichen Auswertung bleibt die Unsicherheit bestehen
- noch Tage, Wochen und Monate spiter. AufSerdem werden Festnahmen

nung der EU zur Kunstlichen Intelligenz, 2023, 35 (44); Linardatos, GPR 2022,
58 (62); Schindler/Schomberg, in: Friedewald/Rofinagel/Heesen/Krimer/Lamla,
Kiinstliche Intelligenz, Demokratie und Privatheit, 2022, 103 (121); Rostalski/Weiss,
ZfDR 2021, 329, 344. Anders Martini/Thiessen/Ganter, Digitale Versammlungsbe-
obachtung, 2023, 111f,, die argumentieren, dass eine ,Live-Auswertung anhand
biometrischer Merkmale [...] spiirbar grofieres Eingriffspotenzial [berge] als eine
Ex-post-Analyse von Fotos und Videoaufnahmen. Denn eine Echtzeitanalyse er-
moglicht es den iiberwachenden Beamten, unmittelbar Vollzugsmafinahmen zu
ergreifen. Sie konnen identifizierte Personen direkt aus der Versammlung heraus
aufgreifen sowie ggf. festnehmen und miissen diese — anders als bei einer Ex-post-
Auswertung — nicht erst zur Fahndung ausschreiben. Fiir Versammlungsteilnehmer
hat dies zur Folge, dass sie bereits wihrend einer Versammlung mit der Authebung
ihrer Anonymitit und den daraus folgenden Mafinahmen rechnen miissen. Dem
ist insofern zuzustimmen, dass die Echtzeit-Gesichtserkennung einen spiirbaren
Eingriff in die Versammlungsfreiheit darstellt. Das gilt aber ebenso fiir die Erken-
nung im Nachhinein. Darauf, dass auch die nachtrégliche Gesichtserkennung einen
erheblichen Eingriff bedeutet, weisen aber auch Martini/Thiessen/Ganter, Digitale
Versammlungsbeobachtung, 2023, 112 hin.

529 Hahn, ZfDR 2023, 142, 157.

530 Hierzu bereits Kapitel I G. II. 1. ¢).

531 Amnesty International, News v. 27.4.2021, https://perma.cc/9G8D-CG8B (,Previ-
ously the protesters’ main risk was being beaten and arbitrarily detained by police
at a rally. As of now, avoiding this fate does not mean that you can feel safe - the
repressive state knows who you are and can come for you at any point.).
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bei einer Versammlung regelméflig auch von der Presse dokumentiert und
in der Bevolkerung wahrgenommen; spatere Mafinahmen der Behérden
bleiben der Offentlichkeit dagegen verborgen. Eine nachtrigliche Auswer-
tung von Aufzeichnungen einer Versammlung per Gesichtserkennung ist
daher nicht per se weniger eingriffsintensiv als eine Echtzeit-Auswertung.
Die Videoiiberwachung einer Versammlung hat daher eine hohere Ein-
griffsintensitdt, wenn die Aufzeichnungen zur Gesichtserkennung (auch
im Nachhinein) verwendet werden konnen. Dies miisste bei den versamm-
lungsrechtlichen Ermichtigungsgrundlagen®? fiir den Einsatz von Video-
tiberwachung, Drohnen und Body-Cams beriicksichtigt werden.>*

b) Beriicksichtigung der Versammlungsfreiheit bei spaterer
Gesichtserkennung

Zum anderen stellt sich die Frage, ob und wie die Versammlungsfreiheit bei
der anschlieffenden Auswertung der Videoaufnahmen einer Versammlung
zur Identifizierung unbekannter Verddchtiger zu beriicksichtigen ist. Insbe-
sondere ist zu fragen, ob die Identifizierung einen erneuten Eingriff in die
Versammlungsfreiheit darstellt.>** Da ein Eingriff in die Versammlungsfrei-

532 Wegen der Polizeifestigkeit des Versammlungsrechts (hierzu etwa BVerwGE 129,
142 (147); VofSkuhle/Schemmel, JuS 2022, 1113, 1116; Kniesel/Poscher, in: Lisken/Den-
ninger, Handbuch des Polizeirechts, 7. Aufl. 2021, Kapitel J. Versammlungsrecht,
Rn. 24 ff.; Friedrich, DOV 2019, 55, 57; Hoffmann-Riem, in: Merten/Papier, Hand-
buch der Grundrechte, Bd. IV, 2011, § 106 Rn. 14, 19, 22; Kotter/Nolte, DOV 2009,
399, 402 ff.) miissen diese Mafinahmen in dem jeweiligen Versammlungsgesetz ge-
regelt sein. Die bisherigen Regelungen in den Versammlungsgesetzen halten keine
Rechtsgrundlage fiir die Echtzeit-Auswertung von Videoaufzeichnungen im Rah-
men einer Versammlung bereit, Martini/Thiessen/Ganter, Digitale Versammlungs-
beobachtung, 2023, 94 ff.

533 Zu den Anforderungen an eine solche Ermiachtigungsgrundlage vgl. Martini/ Thies-
sen/Ganter, Digitale Versammlungsbeobachtung, 2023, 99f,, die sich damit aber of-
fenbar nur auf Echtzeit-Gesichtserkennung beziehen, wenn sie fiir die nachtragliche
Auswertung ausschliefllich von einer Eingriffsermachtigung in der StPO sprechen.
Die Moglichkeit der nachtréaglichen Auswertung (auf Basis einer Rechtsgrundlage
in der StPO) sollte aber auch bei der Eingriffsintensitdt fiir den urspriinglichen
Eingriff in die Versammlungsfreiheit eingriffserhhend beriicksichtigt werden.

534 So wohl Martini/Thiessen/Ganter, Digitale Versammlungsbeobachtung, 2023, 112,
die davon sprechen, dass eine Ex-post-Gesichtserkennung einen schwerwiegenden
Eingriff in die Versammlungsfreiheit auslost; einen Eingriff in Art. 8 GG bejaht auch
Schindler, Biometrische Videotiberwachung, 2021, 349 mit der Begriindung, dass
das Bundesverfassungsgericht davon ausgeht, dass bei Daten, die durch Eingriff in
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heit bereits bejaht wird, wenn Biirger davon abgeschreckt werden kdnnten,
an einer Versammlung teilzunehmen, liefle sich argumentieren, dass eine
nachtrégliche Erkennung die Versammlungsfreiheit insofern beschrénkt,
dass die Biirger zukiinftige Versammlungen nun meiden. Allerdings ist
fraglich, ob Art. 8 GG zum Zeitpunkt der (nachtréglichen) Identifizierung
Verdachtiger tiberhaupt noch zeitlich anwendbar ist.>3> Die Versammlungs-
freiheit schiitzt vor allem die eigentliche Versammlungsdurchfiithrung; sie
gewidhrt aber auch einen Vorfeldschutz, etwa mit Blick auf die Ankiindi-
gung der Veranstaltung, Teilnahmeaufrufe, die Anreise und den Zugang zur
Versammlung.>3¢ Denn andernfalls liefe die Versammlungsfreiheit Gefahr,
durch staatliche Mafinahmen im Vorfeld der Grundrechtsausiibung ausge-
hohlt zu werden.>¥” Auch in der Beendigungsphase wirkt Art. 8 GG fort, das
freie, geordnete Verlassen des Versammlungsorts muss fiir die Teilnehmer
moglich sein,>3® da Personen andernfalls von der Teilnahme an zukiinftigen
Versammlungen abgehalten werden kénnten.>*® Ob dies allerdings noch
weit im Nachgang an eine Versammlung fiir die Auswertung von Bildmate-
rial gilt, ist fraglich.

Art. 10 Abs.1 GG und Art. 13 Abs.1 GG erhoben wurden, auch deren Folgeverwen-
dung an diesen Grundrechten zu messen ist; diese Argumentation sei auf Art.8
GG iibertragbar. Zu dieser Rechtsprechung des Bundesverfassungsgerichts siehe
BVerfGE 100, 313 (359); 110, 33 (68 £.); 113, 348 (365); 125, 260 (313); 133, 277 (317).

535 Auch miisste man fragen, ob (nur) die Auswertung als solche eine faktische Be-
hinderung von einem solchen Gewicht ist, dass sie einer imperativen Mafinahme
gleichkommt (und daher einen eigenstdndigen Eingriff begriindet).

536 Diirig/Herzog/Scholz/Depenheuer, 102. EL August 2023, GG Art. 8 Rn. 80; BeckOK
GG/Schneider, 56. Ed., Stand: 15.8.2023, GG Art.8 Rn.2l; Kloepfer, in: Isen-
see/Kirchhof, Handbuch des Staatsrechts, Band VII, 3. Aufl. 2009, §164 Rn. 45;
ausfithrlich Ebeling, Die organisierte Versammlung, 2017, 231 ff.

537 BVerfGE 69, 315 (349); 84, 203 (209); siehe auch BVerwG, NJW 2018, 716 (720);

538 So VG Hamburg, NVwZ 1987, 829, 833: ,Die Versammlungsfreiheit schiitzt das
freie Zusammenstromen, die eigentliche Versammlung und das freie Auseinander-
stromen der Teilnehmer gleichermafien.’. Siehe auch v. Miinch/Kunig/Ernst, 7. Aufl.
2021, GG Art. 8 Rn.70 mit Verweis auf die frithere gegenteilige Auffassung in der
Rechtsprechung.

539 VG Hamburg, NVwZ 1987, 829 (833); v. Miinch/Kunig/Ernst, 7. Aufl. 2021, GG
Art. 8 Rn. 70; Sachs/Hofling, 9. Aufl. 2021, GG Art. 8 Rn. 26 (mit der Einschrankung
auf ,[s]taatliche Mafinahmen im Anschluss an die Versammlung, welche darauf
abzielen, von der kiinftigen Teilnahme an Versammlungen abzuhalten®).
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Ungeachtet der Frage, ob man hierin einen eigenstandigen Eingrift se-
hen will, kommt aber jedenfalls der objektiv-rechtliche Gehalt>? der Ver-
sammlungsfreiheit hier weiterhin zum Tragen. Die Grundrechte sind nicht
nur Abwehrrechte, sondern auch eine grundlegende verfassungsrechtliche
Wertentscheidung; sie entfalten daher Ausstrahlungswirkungen auf die ge-
samte Rechtsordnung. Die Versammlungsfreiheit ist fiir eine freiheitlich
demokratische Staatsordnung konstituierend>! und gewihrleistet, so das
Bundesverfassungsgericht, ,ein Stiick urspriinglicher ungebéndigter unmit-
telbarer Demokratie“>*2. Diese hohe Bedeutung des Art. 8 GG ist bei der
Auslegung von Rechtsvorschriften zu beachten.>** Das Gebot einer ver-
sammlungsfreundlichen Auslegung gilt nicht nur fiir versammlungsrecht-
liche Vorschriften, sondern erstreckt sich daruber hinaus auf alle Rechts-
bereiche,>** gilt also etwa auch fiir straf- und haftungsrechtliche Mafinah-
men nach einer Versammlung.>*> Der BGH hat die Versammlungsfreiheit
in einer strafrechtlichen Entscheidung etwa dahingehend beriicksichtigt,
dass eine Mittdterschaft oder Beihilfe an gewalttitigen Ausschreitungen
im Rahmen einer Versammlung nicht vorschnell angenommen werden
darf>46 Daher ldsst sich argumentieren, dass auch eine Rechtsgrundlage,
auf die eine Identifizierung von Versammlungsteilnehmern wegen (mut-

540 Naher hierzu mit Blick auf die Versammlungsfreiheit etwa Sachs/Hdofling, 9. Aufl.
2021, GG Art.8 Rn.47ff. Zu den Grundrechten als objektiv-rechtliche Wertent-
scheidungen auch BVerfGE 39, 1 (41); 88, 203 (251).

541 BVerfGE 128, 226 (250); zur hohen Bedeutung der Versammlungsfreiheit etwa auch
Kloepfer, in: Isensee/Kirchhof, Handbuch des Staatsrechts, Band VII, 3. Aufl. 2009,
§164 Rn. 1.

542 BVerfGE 69, 315 (347) unter Verweis auf Hesse, Grundziige des Verfassungsrechts,
20. Aufl. 1999, Rn. 404.

543 Siehe nur BVerfGE 69, 315 (348f.); 87, 399 (407); vgl. etwa auch BVerfG, NVwZ
2007, 1180, 1182; Hufen, Staatsrecht IT Grundrechte, 10. Aufl., 2023, § 30 Versamm-
lungsfreiheit Rn. 23; VofSkuhle/Schemmel, JuS 2022, 1113, 1115; Jarass/Pieroth/Jarass,
17. Aufl. 2022, GG Art. 8 Rn. 19; Koranyi/Singelnstein, NJW 2011, 124.

544 Huber/Voflkuhle/Gusy, 8. Aufl. 2024, GG Art. 8 Rn. 46.

545 BVerfGE 69, 315, (361£).

546 Siehe BGH, NJW 1984, 1226, 1229, wonach es wegen der Wertungen des Art. 8 GG
fiir die Annahme einer Mittédterschaft oder Beihilfe an gewalttitigen Ausschreitun-
gen bei einer Versammlung nicht schon ausreicht, dass ,der an ihnen nicht aktiv
beteiligte Demonstrant an Ort und Stelle verharrt, auch wenn er, wie es die Regel
sein wird, von vornherein mit Gewalttétigkeiten einzelner oder ganzer Gruppen
rechnet und weif3, dafl er allein schon mit seiner Anwesenheit den Gewalttitern
mindestens durch Gewahrung von Anonymitét Forderung und Schutz geben kann®
Denn ein solches Verhalten konne auch nur die Kundgabe der eigenen Meinung zu
den sachlichen Anliegen der Demonstration in der Offentlichkeit darstellen.
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mafilicher) Straftaten gestiitzt wird, im Lichte der besonderen Bedeutung
der Versammlungsfreiheit auszulegen ist.>*” Das konnte bedeuten, eine
Identifizierung nur zur Aufklarung von Straftaten einer bestimmten Schwe-
re zuzulassen.>*® Dann muss die Rechtsgrundlage aber tiberhaupt in die-
ser Hinsicht einer Auslegung zuginglich sein. Es sei aber bereits hier
vorab darauf verwiesen, dass dies bei den strafprozessualen Normen, die
fiir eine Gesichtserkennung herangezogen werden konnten (insbesondere
§ 98c StPO), nicht der Fall ist. Davon abgesehen wire es moglich, den
besonderen Versammlungskontext bei der Auswertung der Aufnahmen zur
Identifizierung unbekannter Verdachtiger bereits ausdriicklich in der straf-
prozessualen Ermachtigungsgrundlage zu beriicksichtigen.>#”

2. Diskriminierungsverbot

Zudem kann der Einsatz von Gesichtserkennung in der Strafverfolgung
gleichheitsrechtliche Fragen aufwerfen.>>® Viele Gesichtserkennungsalgo-
rithmen haben erheblich hohere Fehlerraten fiir einige Gruppen, etwa
People of Color oder Frauen.” Das kann dazu fiithren, dass diese Men-
schen auch deutlich héufiger unschuldig®? Ermittlungsmafinahmen ausge-
setzt sind. Daher steht eine Ungleichbehandlung im Raum, insbesondere ist

547 Vgl. auch BVerfG, NVwZ 2017, 555 zu Mafinahmen nach §163b StPO und §163¢
StPO im Rahmen einer Versammlung.

548 In diese Richtung wohl auch Martini/Thiessen/Ganter, Digitale Versammlungs-
beobachtung, 2023, 112; vgl. auch United Nations High Commissioner for Human
Rights, Impact of new technologies on the promotion and protection of human
rights in the context of assemblies, including peaceful protests, Report, UN Doc.
A/HRC/44/24, 2020, 10.

549 Hierzu Kapitel IV. B. III.

550 Siehe auch Schindler, Biometrische Videoiiberwachung, 2021, 655; kurze Erwiah-
nung bei Golla, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, 2. Teil: § 9
A. KI-Einsatz bei der Polizei Rn. 18f. und Hornung/Schindler, DuD 2021, 515, 517.
Zu Fragen der Diskriminierung durch algorithmische Systeme siehe etwa BeckOK
GG/Kischel, Art.3 Abs.3 Rn.218aff.; Lauscher/Legner, ZfDR 2022, 367; Miiller,
in: BMUV/Rostalski, Kiinstliche Intelligenz, 2022, 205; von Ungern-Sternberg, in:
Voneky/Kellmeyer/Miiller/Burgard, The Cambridge Handbook of Responsible Ar-
tificial Intelligence, 2022, 252; von Ungern-Sternberg, in: Mangold/Payandeh, Hand-
buch Antidiskriminierungsrecht, 2022, 1131; Hértel LKV 2019, 49, 56 f.; Heldt, MMR
2019, 285, 286; Steege, MMR 2019, 715; Martini, JZ 2017, 1017, 1018 .

551 Kapitel I. E. IV. 5.

552 Wie bereits angesprochen, ist damit gemeint: ohne dass sich der Tatvorwurf im
Nachgang bestatigen lasst.
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zu fragen, ob Art. 3 Abs. 3 GG verletzt wird. Eine unmittelbare Benachteili-
gung scheidet aus, da beim Einsatz von Gesichtserkennung nicht ausdriick-
lich an verbotene Merkmale wie Geschlecht oder ,Rasse“ angekniipft
wird.>>* In Betracht kommt nur eine mittelbare Benachteiligung.>> Eine
solche liegt vor, wenn nicht direkt an eines der Merkmale angekniipft wird,
sondern sich die Diskriminierung aus den tatsichlichen Auswirkungen
einer Regelung ergibt.>*¢ Dabei ist danach zu fragen, ob faktisch weitgehend
nur eine Gruppe benachteiligt wird, deren Ungleichbehandlung nach Art. 3
Abs. 3 GG strikt verboten ist. Eine Diskriminierungsabsicht oder auch nur
Kenntnis (der handelnden Person) von den diskriminierenden Wirkungen
ist nicht erforderlich.” Es geniigt, dass sich eine Mafinahme zum Nach-
teil einer durch die verbotenen Merkmale geschiitzten Gruppe auswirkt.
Erfasst sind nicht nur rechtliche, sondern auch tatsiachliche Benachteiligun-
gen.”® Die Figur der mittelbaren Benachteiligung ist als solche und im
Einzelnen umstritten> und in der Rechtsprechung noch nicht ausreichend

553 Hierzu wird auch die Hautfarbe gezahlt, siehe etwa Diirig/Herzog/Scholz/Langen-
feld, 102. EL August 2023, GG Art.3 Abs.3 Rn. 45; dazu kritisch Dreier GG/von
Achenbach, 4. Aufl. 2023, GG Art.3 Abs.2 Rn. 82 (,schreibt das biologische Fehl-
verstandnis von unterscheidbaren ,Menschenrassen’ unvermeidlich fort®). Kritisch
zum Begriff ,Rasse” etwa Kutting/Amin, DOV 2020, 612, 613f; Ludyga, NJW 2021,
911.

554 Instruktiv zu unterschiedlichen Gleichheitskonzeptionen hinter den Verboten der
unmittelbaren und der mittelbaren Diskriminierung Sacksofsky, in: Mangold/Pa-
yandeh, Handbuch Antidiskriminierungsrecht, 2022, 597, 603 ff. Rn. 15 ff.

555 Teilweise wird auch von ,faktischer Benachteiligung® (z. B. BVerfGE 113, 1 (20))
oder ,indirekter Ungleichbehandlung® (z. B. Jarass/Pieroth/Jarass, 17. Aufl. 2022,
GG Art. 3 Rn. 137) gesprochen.

556 Vgl. nur BVerfGE 113, 1 (15); 121, 241 (254 f.).

557 Sacksofsky, in: Mangold/Payandeh, Handbuch Antidiskriminierungsrecht, 2022,
597, 634 Rn.108. Anders wohl Schindler, Biometrische Videoiiberwachung, 2021,
665, der im Kontext der Gesichtserkennung scheinbar (auch) darauf abstellt, ob die
Unterschiede in der Erkennungsleistung ,.intendiert® sind.

558 Siehe nur Huber/Vofikuhle/Baer/Markard, 8. Aufl. 2024, GG Art. 3 Rn. 421.

559 Auf die Figur der mittelbaren Benachteiligung greift das Bundesverfassungsgericht
bislang mit Blick auf Ungleichbehandlungen wegen des Geschlechts zuriick, siehe
etwa BVerfGE 113, 1 (15); 121, 241 (254f.); 126, 29 (53); siehe jingst aber auch
BVerfGE 160, 79 (112) zu mittelbarer Benachteiligung wegen Behinderung; die Fi-
gur der mittelbaren Benachteiligung bejahend Dreier GG/von Achenbach, 4. Aufl.
2023, GG Art.3 Abs.2 Rn.4l; Jarass/Pieroth/Jarass, 17. Aufl. 2022, GG Art.3
Rn.137; Sachs/Nufberger, 9.Aufl. 2021, GG Art.3 Rn.248ff.; Huber/Vo8kuhle/
Baer/Markard, 8. Aufl. 2024, GG Art. 3 Rn. 429; ablehnend zur Rechtsfigur der mit-
telbaren Diskriminierung Sachs in: Isensee/Kirchhof, Handbuch des Staatsrechts,
Band VIII § 182 Rn. 32; differenzierend (nur fiir Geschlecht) BeckOK GG/Kischel,
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konkretisiert worden. Mit Blick auf eine mittelbare Ungleichbehandlung
durch den Einsatz von Gesichtserkennung und hohere Fehlerraten fiir
einzelne Gruppen stellen sich mehrere Fragen und Probleme:

Erstens ist fraglich, auf welche ,, Auswirkungen® fiir die Feststellung einer
Ungleichbehandlung abzustellen ist: auf moglicherweise erhohte Fehlerra-
ten eines Gesichtserkennungssystems fiir bestimmte Gruppen oder auf
moglicherweise haufigere Ermittlungsmafinahmen gegen Angehorige einer
Gruppe, bei denen sich hinterher die Unschuld herausstellt. Fiir ein Ab-
stellen bereits auf erh6hte Fehlerraten spricht, dass bereits mit einer Fehl-
Erkennung die Gefahr einhergeht, ErmittlungsmafSnahmen ausgesetzt zu
sein. Bereits dieses erhohte Risiko konnte man als einen Nachteil begreifen.
Dagegen lésst sich jedoch argumentieren, dass ein (falscher) Treffer noch
nicht bedeutet, dass gegen diese Person tatsachlich ermittelt wird; zunachst
muss ein Mensch den Treffer als richtig bestitigen und die Entscheidung
treffen, dass nun weitere Mafinahmen ergriffen werden. Eine Ungleichbe-
handlung stellt es aber jedenfalls dar, wenn gegen Angehorige bestimmter
Personengruppen nach Gesichtserkennungstreffern haufiger ermittelt wird,
obwohl sich im Nachhinein herausstellt, dass sie unschuldig waren.>¢°
Denn jedenfalls dann hitten die fehlerhaften Erkennungen handfeste nach-
teilige Auswirkungen.

Zweitens stellt sich dann aber die Frage, wie stark ungleich die Auswir-
kungen sein miissen, um eine Ungleichbehandlung anzunehmen.>®! Ist es

56. Ed., Stand: 15.8.2023, GG Art. 3 Rn. 215. Die Rechtsfigur basiert auf dem vom
US-amerikanischen Supreme Court entwickelten Konzept des ,disparate impact’,
das in Griggs v. Duke Power Co., 401 US 424, 432 (1971) entwickelt wurde.

560 In diese Richtung auch von Ungern-Sternberg, in: Mangold/Payandeh, Handbuch
Antidiskriminierungsrecht, 2022, 1131, 1143 Rn. 24: ,Wenn Fehler bei der Gesichts-
erkennung etwa tiberwiegend zur Verhaftung falscher dunkelhdutiger Personen fiih-
ren, lasst sich dies durchaus als Benachteiligung im diskriminierungsrechtlichen
Sinn einstufen.” Nicht ganz eindeutig bei Schindler, Biometrische Videotiberwa-
chung, 2021, 665, der einerseits zutreffend darauf hinweist, dass ,Unterschiede in
der Erkennungsleistung bei unterschiedlichen Personengruppen [...] dazu fihren
[kénnen], dass Mitglieder einer Gruppe haufiger Fehlerkennungen und Verwechs-
lungen ausgesetzt sind als Mitglieder anderer Gruppen, was sich wiederum in Ge-
stalt zusétzlicher belastender Mafinahmen (z. B. Anhalten zur Identitatsfeststellung)
duflern kann’, andererseits aber auf die ,Unterschiede in der Erkennungsleistung®
(der Gesichtserkennungssysteme) abstellt. Ebenfalls nicht ganz eindeutig bei Hor-
nung/Schindler, DuD 2021, 515, 517, die davon sprechen, dass es ,,zu gleichheitsrecht-
lichen Problemen kommen kann, wenn die Algorithmen bestimmte Bevolkerungs-
gruppen besser oder schlechter erkennen®.

561 Vgl. auch Schindler, Biometrische Videoiiberwachung, 2021, 665.

151

1401.2026, 08:28:3;



https://doi.org/10.5771/9783748949459
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

Kapitel II. Rechtlicher Rahmen

eine Ungleichbehandlung, wenn sich in 1000 Fillen herausstellt, dass die
falsche Person als Verdachtiger identifiziert wurde und es sich dabei in
300 Fallen um People of Color handelt?>°2 Dabei miisste aber auch bertick-
sichtigt werden, wie viel Prozent der Ermittlungsverfahren insgesamt gegen
Personen dieser Gruppe gefithrt werden. Wenn in dem Beispiel nur 350
Verfahren insgesamt gegen People of Color gefithrt wurden, dann ist eine
»Quote” von 300 Ermittlungen gegen Unschuldige sehr hoch. Aussagekrif-
tiger wire es, fiir verschiedene Gruppen (z. B. Ménner, Frauen, People of
Color, Weifle) zu ermitteln, in wie viel Prozent aller Ermittlungsverfahren
gegen diese Gruppe im Zusammenhang mit Gesichtserkennung am Ende
sich herausstellte, dass gegen den falschen Verddchtigen ermittelt wurde.
Wenn etwa (fiktiv) in 1000 Féllen gegen Minner ermittelt wurde, davon
in 20 Verfahren gegen einen Unschuldigen (2 %), hingegen insgesamt in
100 Fillen gegen Frauen ermittelt wurde, davon in 15 Verfahren gegen Un-
schuldige (15 %), dann spriche dies dafiir, dass Gesichtserkennung Frauen
benachteiligt.>%3

Drittens zeigt sich dadurch auch ein weiteres, und zwar das grofite Prob-
lem: die Nachweisbarkeit.>** Die Fille von Ermittlungen nach Gesichtser-
kennungstreffern miissten ausfithrlich dokumentiert und ausgewertet wer-
den, auch anhand der oben genannten Kriterien. Diese Informationen
miissten zudem den Betroffenen in allgemeinverstindlicher Sprache zur
Verfiigung stehen. Eine solche Evaluierung findet aber, soweit ersichtlich,
nicht statt; die Falle werden nicht einmal unabhéngig von der Frage mogli-
cher Diskriminierungen systematisch naher nachverfolgt.>¢°

562 Die Frage, was Fairness ist, stellt sich auch im Zusammenhang mit anderen algo-
rithmischen Anwendungen, siehe etwa zum Widerstreit verschiedener Gleichheits-
mafle beim Predictive Policing Sommerer, Personenbezogenes Predictive Policing,
2020, 184 ff.; siehe auch Zweig/Krafft, in: Mohabbat Kar/Thapa/Parycek, (Un)Bere-
chenbar? Algorithmen und Automatisierung in Staat und Gesellschaft, 2018, 204 ff.

563 Um die Intersektionalitit von Diskriminierung abzubilden, miisste zudem noch
niher differenziert werden, etwa nach weiblichen People of Color (hochste Fehler-
rate bei vielen Gesichtserkennungssystemen), méannlichen People of Color, weifien
Frauen, weiflen Mannern etc. Zudem miisste auch innerhalb der People of Color
noch niher differenziert werden.

564 Vgl. im Ubrigen zu den Durchsetzungsproblemen im Antidiskriminierungsrecht
Wachter/Mittelstadt/Russell, Computer Law & Security Review 2021, 105567; Orwat,
Diskriminierungsrisiken durch Verwendung von Algorithmen, 2019, 107 f.; Hacker,
Common Market Law Review 2018, 1143, 1167 ff.

565 Kapitel I. E. L. 5.
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Ob der Einsatz automatisierter Gesichtserkennung und die daraus fol-
genden weiteren Ermittlungen eine mittelbare Diskriminierung darstellen,
kann also nicht pauschal beantwortet werden.>®® Deutlich wird hierbei
erneut, dass — ungeachtet der Frage einer verfassungsrechtlichen Pflicht -
eine Evaluierung der verwendeten Gesichtserkennungssysteme sowie der
aus ihrer Anwendung folgenden polizeilichen Ermittlungspraxis dringend
notig ist.

3. Menschenwlrde

Nicht zuletzt stellt sich auch die Frage, inwiefern die Menschenwiirde
Grenzen fiir den Einsatz automatisierter Gesichtserkennung zur Identi-
fizierung unbekannter Verdédchtiger setzt. Das Bundesverfassungsgericht
konkretisiert die Menschenwiirde ex negativo vom Eingriff her.>®” Ob
sie verletzt sei, konne nicht abstrakt bestimmt werden, ,sondern immer
nur in Ansehung des konkreten Falles“>%® Dabei greift das Bundesverfas-
sungsgericht auf die ,Objektformel®® zuriick, wonach es der menschli-
chen Wiirde widerspricht, ,den Menschen zum bloflen Objekt im Staat
zu machen®>? Fir den Bereich der Datenverarbeitung durch den Staat
statuierte das Gericht bereits 1969 im Mikrozensus-Beschluss, dass es mit
der Menschenwiirde nicht zu vereinbaren wire, wenn der Staat das Recht
fir sich in Anspruch nehmen kénnte, ,den Menschen zwangsweise in

566 So im Ergebnis auch Schindler, Biometrische Videotiberwachung, 2021, 665. Welche
Mafistabe fiir eine Rechtfertigung mittelbarer Benachteiligung anzulegen sind, ist
in der verfassungsgerichtlichen Rechtsprechung noch nicht geklirt, hierzu néher
Sacksofsky, in: Mangold/Payandeh, Handbuch Antidiskriminierungsrecht, 2022,
597, 641 Rn.135f. Im Zusammenhang mit dem Einsatz von Gesichtserkennung
diirfte eine Rechtfertigung allerdings schwerfallen, so auch Schindler, Biometrische
Videoiiberwachung, 2021, 666.

567 Dreier, Idee und Gestalt des freiheitlichen Verfassungsstaates, 2014, 90. Zu Vorschli-
gen fiir eine mogliche positive Bestimmung der Menschenwiirde sieche etwa Hill-
gruber, in: Stern/Sodan/Mostl, Das Staatsrecht der Bundesrepublik Deutschland
im europdischen Staatenverbund, 2. Aufl. 2022, §100 Schutz der Menschenwiirde,
Rn. 17 ff.; v. Miinch/Kunig/Kunig/Kotzur, 7. Aufl. 2021, GG Art. 1 Rn. 31f.

568 BVerfGE 30,1 (25); 115, 118 (153).

569 Kritik an der ,,Objektformel“ etwa bei Herdegen, JZ 2001, 773 775; Hilgendorf, Jahr-
buch fiir Recht und Ethik 1999, 137, 141 ff;; siehe auch v. Miinch/Kunig/Kunig/Kot-
zur, 7. Aufl. 2021, GG Art. 1 Rn. 34 mwN.

570 BVerfGE 27, 1 (6); stRspr. Zuvor bereits Diirig, AGR 1956, 117, 127; dhnlich Wintrich,
Zur Problematik der Grundrechte, 1957, 7.
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seiner ganzen Personlichkeit zu registrieren und zu katalogisieren [...] und
ihn damit wie eine Sache zu behandeln, die einer Bestandsaufnahme in
jeder Beziehung zuginglich ist“>”! In eine dhnliche Richtung - freilich nicht
spezifisch zur Menschenwiirde im Sinne des Grundgesetzes — geht auch
die Formulierung der von der EU-Kommission eingesetzten unabhéngigen
High Level Expert Group on Artificial Intelligence: ,Im Kontext der KI
gebietet es die Achtung der Wiirde des Menschen, dass alle Menschen mit
Respekt zu behandeln sind, da es sich um moralische Subjekte und nicht
um blofle Objekte handelt, die es zu sieben, zu sortieren, zu bewerten, zu
gruppieren, zu konditionieren oder zu manipulieren gilt.”2

Speziell im Hinblick auf den Einsatz neuer Technologien im Sicher-
heitsrecht ist vor allem an das Verbot einer ,Rundumiiberwachung® zu
denken,””® mit der ein umfassendes Personlichkeitsprofil®”* erstellt werden
konnte. Danach ist es mit der Menschenwiirde unvereinbar, wenn staatliche
Uberwachungsmafinahmen sich iiber einen lingeren Zeitraum erstrecken
und derart umfassend sind, dass nahezu liickenlos alle Bewegungen und
Lebensauflerungen des Betroffenen registriert werden und zur Grundlage

571 BVerfGE 27, 1 (6). Vgl. auch allgemein zur zunehmenden Menschenwiirderelevanz
des Datenschutzrechts Hilgendorf, Zeitschrift fiir Evangelische Ethik 2013, 258, 269;
in eine dhnliche Richtung Gusy/Eichenhofer, in: FS Vedder 2017, 132, 144 unter
Verweis auf von Lewinski, Die Matrix des Datenschutzes, 2014, 19.

572 High Level Expert Group on Artificial Intelligence, Ethics guidelines for trustworthy
Al 8.4.2019, 13. Die Expertengruppe versteht Menschenwiirde in diesem Zusam-
menhang weniger im Sinne der Objektformel, sondern vielmehr als einen normati-
ven Anker, auf den sich (fast) alle Mitglieder einer Gesellschaft einigen kénnen;
siehe zu dieser Konzeption der Menschenwiirde Hilgendorf, in: Grimm/Kemme-
rer/Mollers, Human Dignity in Context, 2018, 325; Hilgendorf, Zeitschrift fiir Evan-
gelische Ethik 2013, 258, insbesondere 269: ,Wie miissen wir ,Menschenwiirde
konzipieren, um die von uns damit verfolgten Ziele erreichen zu konnen?*.

573 BVerfGE 109, 279 (323); 112, 304 (319); vgl. auch BVerfGE 65, 1 (43). Das Bundesver-
fassungsgericht scheint die Rundumiiberwachung als eigenstdndigen Verstof3 gegen
die Menschenwiirde anzusehen statt als Verletzung des Menschenwiirdekerns des
Rechts auf informationelle Selbstbestimmung; hierzu auch Huber/Vofikuhle/Eich-
berger, 8. Aufl. 2024, GG Art. 2 Rn. 315. Zum Verbot der Rundumiiberwachung siche
auch Schwabenbauer, in: Lisken/Denninger, Handbuch des Polizeirechts, 7. Aufl.
2021, Kapitel G. Informationsverarbeitung im Polizei- und Strafverfahrensrecht,
Rn. 171; Papier, in: Merten/Papier, Handbuch der Grundrechte, Bd. IV, 2011, § 91
Rn. 32; Tanneberger, Die Sicherheitsverfassung, 2014, 144 f.; Wolter, GA 1988, 129,
141.

574 Zur Frage, wann ein Personlichkeitsprofil vorliegt Riickert, Digitale Daten als Be-
weismittel im Strafverfahren, 2023, 170 ff.
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fiir ein Personlichkeitsprofil werden kénnen.>”> Eine Rundumiiberwachung
wire absolut unzuldssig, die Erkenntnisse unverwertbar; daher ist eine
solche Uberwachungsmafinahme nicht vorschnell zu bejahen.5’6 Bei der
in dieser Arbeit vorrangig untersuchten Einsatzvariante automatisierter
Gesichtserkennung — der Identititsermittlung - ist nicht von einer beson-
deren Gefahr der Rundumiiberwachung auszugehen. Denn bei dieser Er-
mittlungsmafinahme wird nur mit Blick auf ein einzelnes Foto (héchstens
einige wenige Fotos) die Identitét eines Beschuldigten ermittelt.>””

Die Gefahr einer Rundumiiberwachung besteht dagegen grundsitzlich
bei einer Verwendung automatisierter Gesichtserkennung zur digitalen
Beobachtung, bei der Videoaufnahmen von verschiedenen Orten zusam-
mengefiihrt werden, um weitere Informationen {iber den Verdachtigen zu
erlangen.”® Wird eine grofle Menge an Datenmaterial tiber eine Person
per automatisierter Gesichtserkennung kombiniert, kann sich wie ein Mo-
saik>”® ein sehr detailliertes Bild des Betroffenen zusammensetzen.>8 Bei
einer zu umfassenden Uberwachung kénnte die Menschenwiirde verletzt
werden. Daher wire es bei dieser Einsatzvariante womdoglich sinnvoll, das
Verbot der Erstellung von Personlichkeitsprofilen auch einfachgesetzlich
ausdriicklich zu verbieten. (In diese Richtung gehen etwa §14a Abs.2 S.5
HSOG, Art.39 Abs.3 S.2 BayPAG, die mit Blick auf die automatisierte

575 BVerfGE 156, 63 (123) mwN; Rudolf, in: Merten/Papier, Handbuch der Grundrech-
te, Bd. IV, 2011, § 90 Rn. 67.

576 Huber/Vofkuhle/Eichberger, 8. Aufl. 2024, GG Art. 2 Rn. 315.

577 Dies bekriftigt auch erneut das oben herausgearbeitete Erfordernis, in der Erméch-
tigungsgrundlage fiir den Einsatz automatisierter Gesichtserkennung den Zweck
der Mafinahme (Identifizierung unbekannter Verdéchtiger) festzulegen; vgl. Kapi-
tel IT. A. L. 3. b). Denn dadurch wird sichergestellt, dass automatisierte Gesichtser-
kennung nicht ohne Weiteres fiir andere Zwecke genutzt wird, etwa, um weitere
Informationen iiber den Verdichtigen zu erlangen — wodurch sich bei ausufernder
Anwendung die Frage der Rundumiiberwachung einer Person stellen wiirde.

578 Siehe zu dieser Einsatzvariante Kapitel I. C. II. 3.

579 Vgl. zur ,mosaic theory“ im US-amerikanischen Verfassungsrecht Kerr, Michigan
Law Review 2012, 311; siehe auch Wittmann, ZadRV 2013, 373, 392 ff.

580 Zu erhohten Risiken fiir die Privatheit durch Kombination 6ffentlich verfiigbarer
Daten zu einem umfassenden Bericht Solove, Minnesota Law Review 2002, 1137,
1139 f. Speziell im Zusammenhang mit Gesichtserkennung Ferguson, Minnesota Law
Review 2021, 1105, 1135; Schindler, Biometrische Videotiberwachung, 2021, 333 f,; vgl.
in diese Richtung auch Desoi, Intelligente Videoiiberwachung, 2018, 73; Stettner,
Sicherheit am Bahnhof, 2017, 150.
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Kennzeichenkontrolle grundsitzlich die Erstellung von Bewegungsbildern
verbieten. )8!

Interessanter fiir das in dieser Arbeit vorrangig untersuchte Einsatzsze-
nario der Identititsermittlung mit automatisierter Gesichtserkennung ist
die Frage, inwieweit sich aus der Menschenwiirde Grenzen fiir die Automa-
tisierung dieses Prozesses ergeben. Golla leitet aus der Menschenwiirde
ein Recht ab, ,nicht ungepriift automatisierten Entscheidungen von einer
gewissen Tragweite unterworfen zu werden®;>®? dies solle jedoch nur bei
einer ,erheblichen Beeintrachtigung® gelten.”® Er folgert dies daraus, dass
die Menschenwiirde garantiere, dass der Mensch nie ,,zum rechtlosen Ob-
jekt eines Verfahrens herabgewiirdigt werden darf. Diese Uberlegungen
erscheinen im Ansatz plausibel, bediirfen aber in Zukunft noch einer
Konkretisierung und lassen viele Fragen offen.”®* Warum bedeutet es eine
Herabwiirdigung eines Menschen zum rechtlosen Objekt eines Verfahrens,
wenn eine rein automatisierte Entscheidung einer gewissen Tragweite {iber

581 Vgl. zur Vermeidung einer ,Rundumiiberwachung® auch § 463a Abs. 4 StPO i. V. m.
§68a Abs.1 S.1 Nr.12 StGB; hierzu etwa BeckOK StPO/Coen, 49. Ed., Stand:
1.10.2023, StPO § 463a Rn. 7 und Schwabenbauer, in: Lisken/Denninger, Handbuch
des Polizeirechts, 7. Aufl. 2021, Kapitel G. Informationsverarbeitung im Polizei-
und Strafverfahrensrecht, Rn.171 Fn.565. Verfassungsrechtlich zwingend ist eine
ausdriickliche Regelung des Verbots der Rundumiiberwachung allerdings nicht; das
Bundesverfassungsgericht hilt insoweit ,allgemeine verfahrensrechtliche Sicherun-
gen” fiir ausreichend, siche BVerfGE 112, 304 (319f.).

582 Golla, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, 2. Teil: § 9 A. KI-
Einsatz bei der Polizei Rn. 12; Golla, DOV 2019, 673, 676; Golla, in: Donath/Brett-
hauer u. a., Verfassungen - ihre Rolle im Wandel der Zeit. 59. Assistententagung
Offentliches Recht, 2019, 183, 189 .

583 Verbreitet wird auch das grundsitzliche Verbot vollautomatisierter Entscheidungen
nach Art. 22 Abs.1 DSGVO (vgl. auch Art.11 Abs.1 JI-RL) als Ausdruck der Men-
schenwiirde gesehen. Vgl. zu einer Néahe des grundsitzlichen Verbots vollautomati-
sierter Entscheidungen zur Menschenwiirde etwa Paal/Hiiger, MMR 2024, 540;
Radtke, RDi 2024, 353, 355 f.; Malorny, RAA 2022, 170, 176; Malorny, JuS 2022, 289,
295; Golla, NJW 2021, 667, 672; Golla, in: Chibanguza/Kuf3/Steege, Kiinstliche In-
telligenz, 2022, 2. Teil: § 9 A. KI-Einsatz bei der Polizei Rn. 12 f.; Paal/Pauly/Martini,
3. Aufl. 2021, DSGVO Art. 22 Rn.29b; Geminn, DOV 2020, 172, 176; Golla, DOV
2019, 673, 6781.; Golla, in: Donath/Bretthauer u. a., Verfassungen - ihre Rolle im
Wandel der Zeit. 59. Assistententagung Offentliches Recht, 2019, 183, 196; Orwat,
Diskriminierungsrisiken durch Verwendung von Algorithmen, 2019, 91f,; Ernst, JZ
2017, 1026, 1030; Martini, DOV 2017, 443, 452; in eine dhnliche Richtung auch Vasel/
Heck, NVwZ 2024, 540, 544.

584 Vgl. auflerdem zu der Frage, inwiefern die Menschenwiirde als normativer Ankniip-
fungspunkt fiir Transparenzanforderungen an Algorithmen dienen kann Sommerer,
Personenbezogenes Predictive Policing, 2020, 234 ff.
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ihn getroffen wird? Warum liegt keine solche Objektivierung vor, wenn ein
Mensch exakt dieselbe Entscheidung trifft? Um ein ,Verfahren“ handelt es
sich in beiden Fillen. Auch wird in Zukunft weiter zu kldren sein, wann
eine Entscheidung {iberhaupt vollautomatisiert bzw. ungepriift automati-
siert ablauft. Wenn kein Mensch auch nur die theoretische Moglichkeit hat
einzugreifen? Was, wenn Menschen beteiligt sind, aber aufgrund fehlenden
Know-hows oder mangelnder Eingriffskompetenz faktisch nicht eingreifen?
Was, wenn die beteiligten Menschen zwar das Know-how und die Eingriffs-
kompetenz haben, aber (Stichwort: Automation bias) das Geschehen typi-
scherweise nur abnicken? Jedenfalls diirfte Konsens bestehen, dass dystopi-
sche Szenarien wie eine strafrechtliche Verurteilung allein aufgrund eines
rein automatisierten Verfahrens ohne jegliche menschliche Beteiligung der
Menschenwiirde widersprechen.®® Auch ldsst sich dariiber nachdenken,
ob die Menschenwiirde es verbietet, allein aufgrund eines automatisierten
Verfahrens (z. B. Treffer eines Gesichtserkennungssystems) eingriffsinten-
sive Ermittlungsmafinahmen ohne jegliche menschliche Uberpriifung zu
veranlassen. Ein solches Szenario steht allerdings nicht im Raum, da die
Strafverfolgungsbehdrden auf absehbare Zeit jedenfalls — wenn auch nicht
geschulte Gesichtserkennungspriifer — weiterhin einen menschlichen Poli-
zisten die Treffer iberpriifen lassen werden. Das gilt schon deshalb, weil
die Durchfithrung von Ermittlungsmafinahmen ohnehin regelmiflig ein
menschliches Handeln (z. B. Hausdurchsuchung, Befragung) erfordert.

II1. Fazit zu den verfassungsrechtlichen Anforderungen an eine
Rechtsgrundlage

Die Erstellung der Embeddings fiir die Gesichtserkennung, der Abgleich
und die ,Treffer” (Auftauchen auf der Kandidatenliste) begriinden jeweils
eigenstdndige Eingriffe in das Recht auf informationelle Selbstbestimmung.
Jedenfalls der Abgleich und die ,Treffer sind erhebliche Eingriffe. Eine Er-
machtigung, die den Einsatz automatisierter Gesichtserkennung zur Identi-
fizierung unbekannter Verdachtiger erlaubt, muss verhéltnisméafig sein. Die
Aufkldrung von Straftaten ist in dieser Hinsicht ein legitimer Zweck und
muss nicht auf besonders schwere Straftaten beschriankt werden. Angesichts
der Heimlichkeit der Mafinahme und der besonderen Fehleranfalligkeit

585 Vgl. auch allgemein zur Automatisierung der Rechtsprechung Bernzen, RDi
2023, 132, 136; siehe auch Nink, Justiz und Algorithmen, 2021, 348 ff.
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erscheinen Benachrichtigungspflichten verfassungsrechtlich geboten. Eine
aufsichtliche Kontrolle der Mafinahmen ist vorzusehen und vom Gesetzge-
ber niher auszugestalten. Sinnvoll, aber verfassungsrechtlich nicht néher
konkretisiert sind Beobachtungs- und Evaluationspflichten des Gesetzge-
bers und Berichtspflichten der Strafverfolgungsbehorden gegeniiber Parla-
ment und Offentlichkeit. Wird Videomaterial ausgewertet, das im Rahmen
einer Versammlung gefertigt wurde, so ist bei der Auslegung der Erméchti-
gungsgrundlage fiir die Gesichtserkennung die besondere Bedeutung der
Versammlungsfreiheit zu berticksichtigen. Eine mittelbare Diskriminierung
als Verstof§ gegen Art.3 Abs.3 GG kommt in Betracht, wenn Gesichtser-
kennungssysteme verwendet werden, die grofie Unterschiede in der Erken-
nungsleistung fiir verschiedene Bevolkerungsgruppen aufweisen und daher
deutlich haufiger Ermittlungsmafinahmen gegen Unschuldige durchgefiihrt
werden, die einer von Art. 3 Abs. 3 GG geschiitzten Gruppe angehdren.

B. Europdisches Recht

Weiterhin ist zu untersuchen, welche zusitzlichen Anforderungen das eu-
ropidische Recht an den Einsatz automatisierter Gesichtserkennung zur
Ermittlung der Identitit unbekannter Verdachtiger stellt. Dabei sind das
Unionsrecht und die Européische Menschenrechtskonvention niher in den
Blick zu nehmen.

L. Unionsrecht

Auf EU-Ebene macht die KI-Verordnung néhere Vorgaben zum Einsatz
automatisierter Gesichtserkennung in der Strafverfolgung. Zudem ist zu
untersuchen, ob die JI-Richtlinie und die EU-Grundrechte-Charta konkrete
Anforderungen stellen.

1. KI-Verordnung

Die EU hat sich zum Ziel gesetzt, das weltweit erste umfangreiche Gesetz
zur Regulierung Kiinstlicher Intelligenz zu erlassen.®®® Nach zahlreichen

586 Instruktiv zur Einordnung etwa Nemitz, MMR 2024, 603.
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Debatten und zahem Ringen einigten sich Kommission, Rat und Parla-
ment. Am 1. August 2024 trat die KI-VO in Kraft.>®” Die Vorschriften der
KI-Verordnung zu biometrischer Fernidentifizierung - dazu gehért auto-
matisierte Gesichtserkennung — enthalten keine Erméchtigung zum Einsatz
biometrischer Fernidentifizierung.>%® Sie setzen eine nationale Regelung
voraus und stellen zusdtzliche Anforderungen.

In den folgenden Abschnitten wird herausgearbeitet, welche Mindestan-
forderungen die KI-Verordnung an den Einsatz automatisierter Gesichtser-
kennung in der Strafverfolgung stellt, insbesondere mit Blick auf das in die-
ser Arbeit vorrangig betrachtete Szenario der Identifizierung unbekannter
Verdichtiger.>® Es wird zunéchst erldutert, dass nachtrigliche Gesichtser-
kennung in der KI-Verordnung als Hochrisiko-KI eingestuft wird. Danach
werden die allgemeinen Vorgaben fiir Hochrisiko-KI-Systeme vorgestellt
und zuletzt wird auf die spezifischen Vorschriften fiir den Einsatz nachtrag-
licher Gesichtserkennung in der Strafverfolgung eingegangen.

a) Nachtrégliche Gesichtserkennung als Hochrisiko-KI

Die KI-Verordnung der EU verfolgt einen risikobasierten Ansatz. Anstatt
fiir einzelne Sektoren spezifische Vorgaben zu erlassen, werden KI-An-
wendungen bereichsiibergreifend mit Blick auf ihre Risikoeinstufung regu-
liert.>® KI-Anwendungen, die als unannehmbar risikoreich kategorisiert
werden, sind grundsitzlich verboten (Art. 5 KI-VO).>! Anwendungen mit
hohem Risiko sind streng reguliert und konnen nur dann auf den EU-
Markt gebracht oder in Betrieb genommen werden, wenn sie strenge An-
forderungen erfiillen und eine Ex-ante-Konformititsbewertung durchlau-
fen.>*? Bei Anwendungen mit geringem Risiko miissen die in Art. 50 KI-VO
geregelten Transparenzanforderungen gewahrt werden. Fiir KI-Anwendun-

587 Zum Geltungsbeginn der einzelnen Vorgaben siehe Art. 113 KI-VO.

588 So auch Chibanguza/Steege, NJW 2024, 1769, 1772.

589 Siehe zur Regulierung biometrischer Fernidentifizierungssysteme in der Strafverfol-
gung im KI-Verordnungsentwurf der EU-Kommission Hahn, ZfDR 2023, 142; fiir
eine Gegeniiberstellung der Entwiirfe des EU-Parlaments und der EU-Kommission
siehe Feuerstack/Becker/Hertz, ZfDR 2023, 421.

590 Die folgenden Abschnitte beruhen teilweise auf Hahn, ZfDR 2023, 142. Zum risiko-
basierten Ansatz der KI-Verordnung siehe néher Roth-Isigkeit, MMR 2024, 621.

591 Zu diesen auch Rostalski/Weiss, in: Hilgendorf/Roth-Isigkeit, Die neue Verordnung
der EU zur Kinstlichen Intelligenz, 2023, 35 (noch zum Verordnungsentwurf).

592 Siehe insbesondere Art. 8 ff. KI-VO.
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gen mit minimalem Risiko sieht die KI-Verordnung keine Anforderungen
vor, sie miissen aber andere EU-Vorgaben, insbesondere die DSGVO, ein-
halten; freiwillig konnen Verhaltenskodizes befolgt werden (vgl. Art.95
KI-VO).

Die KI-Verordnung enthdlt auch Vorschriften fiir ,biometrische Fer-
nidentifizierungssysteme, die zur Strafverfolgung eingesetzt werden.>>* Die
Verwendung von Echtzeit-Fernidentifizierung in offentlich zugidnglichen
Raumen zur Strafverfolgung®* wird als unannehmbares Risiko eingestuft
und grundsitzlich verboten (Art.5 Abs.1 lit.h KI-VO).*®> Biometrische
Fernidentifizierungssysteme zur nachtrédglichen Auswertung werden dage-
gen als Hochrisiko-KI-Anwendungen eingeordnet und nicht verboten,
siehe Art. 6 Abs. 2 KI-VO i. V. m. Anhang III Nr.1lit. a.5%

aa) Gesichtserkennung als Fernidentifizierung

Unter einem biometrischen Fernidentifizierungssystem versteht die KI-Ver-
ordnung ,ein KI-System, das dem Zweck dient, natiirliche Personen ohne
ihre aktive Einbeziehung und in der Regel aus der Ferne durch Abgleich
der biometrischen Daten einer Person mit den in einer Referenzdaten-
bank gespeicherten biometrischen Daten zu identifizieren“ (Art.3 Nr. 41

593 Allerdings ist die Regelungskompetenz der EU mit Blick auf den Einsatz biometri-
scher Fernidentifizierung in der Strafverfolgung duflerst zweifelhaft, hierzu naher
Schindler/Schomberg, in: Friedewald/Rofinagel/Heesen/Kramer/Lamla, Kinstliche
Intelligenz, Demokratie und Privatheit, 2022, 103, 123 ff.; kritisch auch Pilniok, DOV
2024, 581, 583; Linardatos, GPR 2022, 58, 59; Martini, NVwZ-Extra 1-2/2022, 1, 16;
Valta/Vasel, ZRP 2021, 142, 143.

594 Die deutsche Ubersetzung der KI-Verordnung spricht hier von einem Einsatz ,zu
Strafverfolgungszwecken'; die verbindliche englische Fassung hingegen von ,for the
purposes of law enforcement’, worunter nicht nur die Strafverfolgung, sondern
insbesondere auch die Gefahrenabwehr fallt.

595 Diese Vorschriften sollen als leges speciales zu Art.10 JI-RL gelten, der Vorgaben
enthilt fiir die Verarbeitung biometrischer Daten im Zusammenhang mit Strafver-
folgung oder Gefahrenabwehr, vgl. ErwG 38 KI-VO.

596 Echtzeit-Fernidentifizierung wird, sofern sie in einem Mitgliedsstaat zugelassen
wird, ebenfalls als Hochrisiko-KI eingeordnet, siche Anhang IIT Nr.1 lit.a KI-VO
und ErwG 54.
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KI-VO).>7 (Nicht darunter fallen KI-Systeme®®, die fiir die biometrische
Verifizierung verwendet werden sollen, deren einziger Zweck also darin
besteht, zu bestitigen, dass eine bestimmte natiirliche Person die Person ist,
fiir die sie sich ausgibt.)>*°

Bei den in Embeddings reprisentierten Gesichtsmerkmalen®%® handelt
es sich ohne Weiteres um biometrische Daten. ,Biometrische Daten® sind
nach der KI-Verordnung ,mit speziellen technischen Verfahren gewonne-
ne personenbezogene Daten zu den physischen, physiologischen oder ver-
haltenstypischen Merkmalen einer natiirlichen Person, die die eindeutige
Identifizierung dieser natiirlichen Person ermdglichen oder bestitigen, wie
Gesichtsbilder oder daktyloskopische Daten® (Art. 3 Nr. 34 KI-VO).60!

Bei der Verwendung welcher biometrischen Merkmale eine Identifizie-
rung ,aus der Ferne“ (,at a distance®) erfolgt, ist nicht ganz klar.592 Die
KI-Verordnung scheint dabei an die physische Distanz zwischen dem bio-
metrischen Merkmal und dem Sensor des Erkennungssystems anzukniip-
fen.®® Die Erkennung anhand von Gesicht oder Gang ist aus mehreren

597 Kritisch zur urspriinglichen Definition des biometrischen Fernidentifizierungssys-
tems im KI-Verordnungsentwurf Hahn, ZfDR 2023, 142, 146.

598 Der Begriff des KI-Systems ist in Art.3 Nr.1 KI-VO definiert als ,ein maschinen-
gestiitztes System, das fiir einen in unterschiedlichem Grade autonomen Betrieb
ausgelegt ist und das nach seiner Betriebsaufnahme anpassungsfahig sein kann
und das aus den erhaltenen Eingaben fiir explizite oder implizite Ziele ableitet,
wie Ausgaben wie etwa Vorhersagen, Inhalte, Empfehlungen oder Entscheidungen
erstellt werden, die physische oder virtuelle Umgebungen beeinflussen konnen®. Zur
Kritik an diesem Begriff Wendehorst/Nessler/Aufreiter/Aichinger, MMR 2024, 605.

599 Dies wurde nun sinnvollerweise klargestellt und ergibt sich aus Anhang IIT Nr.1
lit. a i. V. m. Art. 3 Nr. 36 KI-VO und ErwG 15, 17, 54; Forderung nach einer solchen
Klarstellung auch bereits bei Hahn, ZtDR 2023, 142, 146.

600 Zum technologischen Hintergrund Kapitel I. E. ITI.

601 Dieselbe Definition findet sich bereits in Art.3 Nr.13 JI-RL und Art.4 Nr.14
DSGVO.

602 Hahn, ZfDR 2023, 142,153 f.

603 Hingegen hatten etwa — noch im Hinblick auf den KI-Verordnungsentwurf der
EU-Kommission - Schindler, ZD-Aktuell 2021, 05221 und Schindler/Schomberg, in:
Friedewald/Rofinagel/Heesen/Kramer/Lamla, Kiinstliche Intelligenz, Demokratie
und Privatheit, 2022, 103, 115) dafiir pladiert, statt (allein) auf die physische Distanz
zwischen biometrischem System und Betroffenem fiir den Begriff der ,Fernidenti-
fizierung” auch darauf abstellen, ob die Erkennung ohne Mitwirkung und damit
meist ohne Wissen der Person méglich ist. Andere grenzten Systeme zur Ferniden-
tifizierung von solchen der ,Nahidentifizierung® ab, bei denen sich die Person
bewusst in einem kontrollierten Bereich begeben, siche Orssich, EuZW 2022, 254
Fn. 3l Die in der finalen Fassung der KI-Verordnung nun gewéhlte Formulierung
~ohne ihre aktive Einbeziehung und in der Regel aus der Ferne“ (Hervorhebung
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Metern Entfernung moglich, Gesichtserkennung ist daher ohne Weiteres
eine Identifizierung aus der Ferne.®** Nicht erfasst sind andererseits wohl
jedenfalls (trotz der Formulierung ,in der Regel“) berithrungsbasierte Sys-
teme zur Fingerabdruckerkennung®% oder Retina-Scans®%,

Wann der Abgleich biometrischer Daten einer Person ,ohne ihre aktive
Einbeziehung® (,without their active involvement®) erfolgt, ist ebenfalls
nicht ganz eindeutig. Umgekehrt gefragt: Wann ist ein Betroffener aktiv
einbezogen in den Abgleich biometrischer Daten? Wenn er Kenntnis von
der Mafinahme hat? Wenn er ihr zustimmt? Aktiv mitwirkt? Relevant
wird diese Frage etwa in folgender Situation: Bei der Passkontrolle mittels
Gesichtserkennung am Flughafen begibt sich die Person bewusst und ak-
tiv in den Kontrollbereich und wirkt daran mit, dass der Abgleich ihrer
biometrischen Daten stattfinden kann. Wird nur ein Abgleich mit ihren
eigenen biometrischen Daten aus dem Reisepass vorgenommen, handelt es
sich um eine Verifizierung, keine Identifizierung (also auch nicht um eine
biometrische Fernidentifizierung). Was aber, wenn die Person mit einer
Liste gesuchter Straftiter oder Terrorverdachtiger abgeglichen wird? War
sie dann aktiv einbezogen in den Datenabgleich, weil sie sich bewusst in
den Kontrollbereich begeben hat? Oder nicht, weil sie nicht wusste, dass
ihre biometrischen Daten (auch) mit denen anderer Personen abgeglichen
werden, also zur Identifizierung verwendet werden? Wenn man hier — nicht
ganzlich unplausibel - eine aktive Einbeziehung bejaht, kime man mit
der Definition des Art.3 Nr. 41 KI-VO zu dem Ergebnis, dass es sich nicht
um biometrische Fernidentifizierung handelt; es wiirden dann also nicht

J. H.) nimmt die fehlende Involvierung der Betroffenen nun als eigenes Merkmal
auf (,ohne ihre aktive Einbeziehung®). Das spricht dafiir, dass mit ,aus der Ferne®
tatsachlich an die physische Distanz angekniipft wird.

604 Dies diirfte schon allein deshalb gelten, weil die gesamte politische und mediale
Diskussion iiber die Regulierung biometrischer Fernidentifizierung in der KI-Ver-
ordnung fast ausschliellich mit Blick auf Gesichtserkennung gefiithrt wurde.

605 So auch Schindler/Schomberg, in: Friedewald/Rofinagel/Heesen/Kramer/Lamla,
Kiinstliche Intelligenz, Demokratie und Privatheit, 2022, 103, 115. Denn hier besteht
kein Abstand zwischen Finger und dem System.

606 Die Retina (Netzhaut) befindet sich am hinteren Teil des Auges und kann nur aus
der Entfernung weniger Zentimeter gescannt werden, vgl. Uhl, in: Uhl/Busch/Mar-
cel/Veldhuis, Handbook of Vascular Biometrics, 2020, 3, 8 f.; Semerdd/Drahansky,
in: Uhl/Busch/Marcel/Veldhuis, Handbook of Vascular Biometrics, 2020, 309, 313;
die Person muss zudem ihren Kopf fiir etwa 10-30 Sekunden stillhalten. Siehe
hierzu bereits Hahn, ZfDR 2023, 142, 153, auch mit Erlduterungen, warum fiir
Iriserkennung noch weniger eindeutig ist, ob von einer Erkennung ,aus der Ferne®
ausgegangen werden kann.
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einmal die erhohten Anforderungen fiir Hochrisiko-Systeme nach Art. 8 ff.
KI-VO zu Dokumentation, menschlicher Kontrolle usw. gelten.0”

Grundsatzlich wird man aber davon ausgehen konnen, dass die meisten
Anwendungen automatisierter Gesichtserkennung in der Strafverfolgung
unter den Begriff des biometrischen Fernidentifizierungssystems des Art. 3
Nr. 41 KI-VO fallen.

bb) Einsatz zur Identifizierung unbekannter Verdachtiger

Insbesondere ist das in dieser Arbeit vorrangig untersuchte Einsatzszenario
der Identifizierung unbekannter Verddchtiger ,biometrische Fernidentifi-
zierung® im Sinne der KI-Verordnung.

Die KI-Verordnung unterscheidet nicht zwischen verschiedenen Einsatz-
szenarien biometrischer Fernidentifizierung in der Strafverfolgung wie
etwa Echtzeit-Fahndung, Identifizierung unbekannter Verdachtiger in er-
kennungsdienstlichen Datenbanken, Auswertung umfangreichen Datenma-
terials per Gesichtserkennung, digitale Beobachtung usw.%%8 Stattdessen dif-
ferenziert die KI-Verordnung nur zwischen Echtzeit-Fernidentifizierung in
offentlich zugédnglichen Rdumen zum Zwecke der Strafverfolgung einerseits
und allen anderen Anwendungsfillen andererseits.®®® Zu letzteren gehort
daher auch die nachtrigliche biometrische Fernidentifizierung in der Straf-
verfolgung. Es ist davon auszugehen, dass damit auch der Einsatz automa-
tisierter Gesichtserkennung zur Identifizierung unbekannter Verdéchtiger
erfasst werden soll.

In dem urspriinglichen Entwurf einer KI-Verordnung der EU-Kommissi-
on ging dies noch nicht eindeutig aus dem Wortlaut der Definition hervor.
Art. 3 Nr. 36 KI-VO-E definierte ein biometrisches Fernidentifizierungssys-
tem als ,ein KI-System, das dem Zweck dient, natiirliche Personen aus der
Ferne durch Abgleich der biometrischen Daten einer Person mit den in
einer Referenzdatenbank gespeicherten biometrischen Daten zu identifizie-
ren, ohne dass der Nutzer des KI-Systems vorher weifs, ob die Person an-

607 Vgl. auch bereits Hahn, ZfDR 2023, 142, 154.

608 Zu verschiedenen Szenarien Kapitel I. C. IL

609 Hierzu kritisch Hahn, ZfDR 2023, 142, 162 f. Zu diesen anderen Anwendungsfillen
zahlt etwa der Einsatz von Echtzeit-Fernidentifizierung durch Private, der Einsatz
von Echtzeit-Fernidentifizierung zur Strafverfolgung in nicht offentlich zugéngli-
chen Raumen oder online sowie der nachtrégliche Einsatz biometrischer Ferniden-
tifizierung durch Strafverfolgung und Private.
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wesend sein wird und identifiziert werden kann®. Bei genauer Betrachtung
passte das Anwendungsszenario der Identifizierung unbekannter Verdach-
tiger allerdings nicht zu der Definition in Art. 3 Nr. 36 KI-VO-E. Problema-
tisch war hierbei der Passus ,ohne dass der Nutzer des KI-Systems vorher
weif3, ob die Person anwesend sein wird und identifiziert werden kann®
(Hervorhebung J. H.). Damit erfasste der Entwurf insbesondere den
Einsatz biometrischer Fernidentifizierung zur Echtzeit-Fahndung. Denn
wird etwa das Videomaterial eines Flughafens in Echtzeit gescannt, um
herauszufinden, ob sich ein gesuchter Straftiter dort aufhélt, dann weif3
der Nutzer des KI-Systems nicht, ob dieser ,,anwesend® ist. Gemeint diirfte
damit gewesen sein, dass unklar ist, ob die gesuchte Person an dem Ort
anwesend ist, von dem Aufnahmen angefertigt werden/wurden, die nun
durchsucht werden.®"! Das Einsatzszenario der Identifizierung unbekannter
Verdichtiger in einer staatlichen Lichtbilddatenbank wurde damit aber
sprachlich gar nicht erfasst. Der Passus ,ohne dass der Nutzer®? des KI-
Systems vorher weif3, ob die Person anwesend sein wird und identifiziert
werden kann“ (Hervorhebung J. H.) passte hier nicht. Wenn beispielsweise
ein Polizist (der KI-Nutzer) einen bei einem Ladendiebstahl gefilmten T4-
ter (die Person) identifizieren will, dann weifS er, dass diese Person sich auf
dem Bildmaterial befindet, aber nicht, ob diese Person in der Datenbank
vorhanden ist. Die Definition des Art.3 Nr.36 KI-VO-E umfasste daher
die Verwendung biometrischer Erkennung zur Identitdtsermittlung gar
nicht. Der Einsatz automatisierter Gesichtserkennung zur Identifizierung
unbekannter Verddchtiger wére damit von der KI-Verordnung gar nicht
geregelt worden. Dies konnte kaum gewollt gewesen sein, denn dabei han-
delt es sich um das in den EU-Staaten mit Abstand am weitesten verbreite-
te®3 Einsatzszenario biometrischer Fernidentifizierung. Daher war davon
auszugehen, dass die Verwendung automatisierter Gesichtserkennung zur
Ermittlung der Identitit unbekannter Verdachtiger eine (nachtrigliche)
Fernidentifizierung im Sinne des Art.3 Nr.36 KI-VO-E war, auch wenn
die Definition diese Einsatzvariante eigentlich nicht erfasste.t!

610 Zum Ganzen auch bereits Hahn, ZfDR 2023, 142, 151 f.

611 Hahn, ZfDR 2023, 142, 151.

612 Der finale Text der KI-Verordnung verwendet nicht mehr den Begriff des ,Nutzers'
sondern nunmehr den des ,,Betreibers".

613 Zu den hierfiir in den verschiedenen EU-Staaten verwendeten Datenbanken siehe
Summary report of the project ,Towards the European Level Exchange of Facial
Images“ (TELEFI) 2021, 11£,, https://perma.cc/TENE-GTRV.

614 Hahn, ZfDR 2023, 142, 151.
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Mit der nun iiberarbeiteten Definition des ,biometrischen Fernidentifi-
zierungssystems” in der finalen Fassung der KI-Verordnung in Art. 3 Nr. 41
KI-VO besteht diese Unklarheit nicht mehr. Ein ,KI-System, das dem
Zweck dient, natiirliche Personen ohne ihre aktive Einbeziehung und in der
Regel aus der Ferne durch Abgleich der biometrischen Daten einer Person
mit den in einer Referenzdatenbank gespeicherten biometrischen Daten
zu identifizieren®; dies trifft auf ein Gesichtserkennungssystem zu, das zur
Identifizierung unbekannter Verdéchtiger verwendet wird. Insbesondere
findet der Abgleich ohne aktive Einbeziehung der betroffenen Personen
(unbekannter Verdéchtiger und Personen in den Datenbanken) statt, unge-
achtet dessen, ob damit Kenntnis, Zustimmung oder aktive Mitwirkung ge-
meint ist.®"> Dass diese Einsatzvariante von Gesichtserkennung erfasst sein
soll, zeigt sich auch daran, dass Art.26 Abs.10 KI-VO diese in einem Satz
erwahnt (,zur erstmaligen Identifizierung eines potenziellen Verdichtigen
auf der Grundlage objektiver und nachpriifbarer Tatsachen, die in unmit-
telbarem Zusammenhang mit der Straftat stehen®). Der Einsatz automati-
sierter Gesichtserkennung zur Identifizierung unbekannter Verdichtiger ist
daher biometrische Fernidentifizierung im Sinne der KI-Verordnung.

b) Vorgaben fiir Hochrisiko-KI-Systeme

Nach Art. 6 Abs. 2 KI-VO i. V. m. Anhang IIT Nr. 1 gelten unter anderem KI-
Systeme, die bestimmungsgemifd fiir die nachtrégliche biometrische Fer-
nidentifizierung natiirlicher Personen verwendet werden sollen, als Hochri-
siko-KI-Systeme. Da die Verwendung automatisierter Gesichtserkennung
zur Identifizierung unbekannter Verdichtiger (wie oben gezeigt) hierunter
tallt, gelten fiir die hierfiir eingesetzten Systeme die in den folgenden Ab-
schnitten dargelegten Vorgaben fiir Hochrisiko-KI-Systeme. Gesichtserken-
nungssysteme miissen daher die Vorgaben erfiillen, die fiir alle Hochrisiko-
KI-Systeme Anwendung finden.®!¢

615 Da es auf den Abgleich ankommt, ist auch nicht entscheidend, ob die Personen in
die Erstellung der abzugleichenden Fotos aktiv einbezogen waren.

616 Insbesondere sind gem. Art. 8 Abs.1 KI-VO die Vorgaben der Art. 9 bis 15 KI-VO
einzuhalten; zu diesen naher Braun Binder/Egli, MMR 2024, 626. Diese Anforde-
rungen gehen zuriick auf Empfehlungen der von der EU-Kommission eingesetzten
unabhiéngigen High Level Expert Group on Artificial Intelligence, siche High Level
Expert Group on Artificial Intelligence, The Assessment List for Trustworthy Artifici-
al Intelligence for self assessment (ALTAI), 17.7.2020.
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Diese muss in erster Linie der Anbieter erfiillen.®”” Anbieter ist gem.
Art.3 Nr.3 KI-VO ,eine natiirliche oder juristische Person, Behorde, Ein-
richtung oder sonstige Stelle, die ein KI-System oder ein KI-Modell mit
allgemeinem Verwendungszweck entwickelt oder entwickeln ldsst und es
unter ihrem eigenen Namen oder ihrer Handelsmarke in Verkehr bringt
oder das KI-System unter jhrem eigenen Namen oder ihrer Handelsmarke
in Betrieb nimmt, sei es entgeltlich oder unentgeltlich® Im Falle des Ein-
satzes automatisierter Gesichtserkennungssysteme kommt hier sowohl das
Unternehmen in Betracht, welches das System hergestellt hat, als auch die
Strafverfolgungsbehorde, die das System entwickeln ldsst (seltener: selbst
entwickelt).018

aa) Konformitatsbewertungsverfahren

Nach Art. 43 KI-VO miissen Hochrisiko-KI-Systeme vor dem Inverkehr-
bringen oder der Inbetriebnahme ein Konformititsbewertungsverfahren
durchlaufen,®”® um die Konformitat mit technischen Standards sicherzustel-
len.®?% Dies dient dazu, bereits vor dem Einsatz des Systems mogliche
Fehler zu erkennen und zu beheben, bevor eine Gefahr fiir die Betroffenen
eintreten kann.®?! Auch soll damit ein hohes Maf} an Vertrauenswiirdigkeit
gewahrleistet werden.®?? Im Falle biometrischer Fernidentifizierungssyste-

617 Art.16 lit. a KI-VO. Allerdings treffen diese Pflichten gem. Art. 25 KI-VO unter Um-
stinden auch andere an der Wertschépfungskette von KI-Systemen Beteiligte. Vor
dem Inverkehrbringen oder der Inbetriebnahme eines Systems zur automatisierten
Gesichtserkennung hat der Anbieter (oder gegebenenfalls sein Bevollmachtigter)
gem. Art.49 Abs.1 KI-VO zudem sich und sein System in der in Art.71 KI-VO
genannten EU-Datenbank zu registrieren.

618 Dass gerade auch die Strafverfolgungsbehorden selbst Anbieter im Sinne des Art. 3
Nr. 3 KI-VO sein konnen, zeigt implizit auch Art. 78 Abs. 3 KI-VO (,Handeln Straf-
verfolgungs-, [...]behorden als Anbieter von in Anhang III Nummer 1, 6 oder 7
genannten Hochrisiko-KI-Systemen [...]¢).

619 Diese Pflicht trifft gem. Art. 16 lit. f KI-VO den Anbieter.

620 Naher zum Konformitatsbewertungsverfahren (noch zum Verordnungsentwurf der
EU-Kommission) Spindler, CR 2021, 361, 366 u. 369 ff. und Ebert/Spiecker gen.
Déhmann, NVWZ 2021, 1188, 1191; siehe auch Hoffmann, Der nichtstaatliche Einsatz
biometrischer Gesichtserkennungssysteme nach der DSGVO, 2023, 280f.; Bom-
hard/Merkle, RDi 2021, 276, 281.

621 Hoffmann, Der nichtstaatliche Einsatz biometrischer Gesichtserkennungssysteme
nach der DSGVO, 2023, 281; Hoffmann, K&R 2021, 369, 371.

622 ErwG123.
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me ist gem. Art. 43 Abs. 1 KI-VO grundsitzlich eine externe Konformitits-
bewertung erforderlich. Eine interne Konformititsbewertung ist nur dann
zuldssig, wenn mit Blick auf alle gesetzlichen Anforderungen einschlédgige
harmonisierte Normen existieren und wenn der Anbieter diese bei der
Priifung des KI-Systems vollumfanglich anwendet.6?3

Bei einer wesentlichen Anderung muss das Hochrisiko-KI-System nach
Art.43 Abs.4 S.1 KI-VO einem erneuten Konformitatsbewertungsverfah-
ren unterzogen werden. Dabei ist nicht ganz klar, wann eine Anderung ,we-
sentlich® (,,substantial®) ist.524 Fiir Systeme zur biometrischen Fernidentifi-
zierung, also auch Gesichtserkennungssysteme, diirfte dies typischerweise
nicht bereits dann der Fall sein, wenn neue Berechnungsmethoden fiir die
Embeddings verwendet werden (z. B. andere kiinstliche neuronale Netze
zur Extraktion der Embeddings).%?> Laut ErwG 128 liegt eine wesentliche
Anderung beispielsweise bei einer Anderung des Betriebssystems oder der
Softwarearchitektur vor; die Verwendung einer anderen Berechnungsme-
thode (die beispielsweise eine andere Gewichtung der Features zugrunde
legt) verandert aber nicht die Softwarearchitektur des Gesichtserkennungs-
systems.

Das Risiko eines Gesichtserkennungssystems wiirde sich allerdings er-
heblich verdndern, wenn im Bereich der Strafverfolgung weitere Datenban-
ken herangezogen wiirden; denn dann wiren mehr Menschen von einer
Beeintrachtigung ihrer informationellen Selbstbestimmung und mdoglichen

623 Nach Anhang VI kann der Betreiber die Konformitit durch interne Kontrollen
nachweisen, die sich auf das nach Art.17 KI-VO zu etablierende Qualititsmanage-
mentsystem sowie die technische Dokumentation und die Produktbeobachtung
beziehen; dann miissen aber harmonisierte technische Standards oder die ,common
specifications® der EU-Kommission zur Verfiigung stehen, hierzu auch Gerdemann,
MMR 2024, 614, 617; Ebert/Spiecker gen. Déhmann, NVwZ 2021, 1188, 1191; Spindler,
CR 2021, 361, 370.

624 In Art. 3 Nr. 23 KI-VO wird eine ,wesentliche Veranderung® definiert als ,eine Ver-
dnderung eines KI-Systems nach dessen Inverkehrbringen oder Inbetriebnahme, die
in der vom Anbieter durchgefithrten urspriinglichen Konformititsbewertung nicht
vorgesehen oder geplant war und durch die die Konformitit des KI-Systems mit
den Anforderungen in Kapitel III Abschnitt 2 beeintrachtigt wird oder die zu einer
Anderung der Zweckbestimmung fiihrt, fiir die das KI-System bewertet wurde*

625 Hoffmann, Der nichtstaatliche Einsatz biometrischer Gesichtserkennungssysteme
nach der DSGVO, 2023, 281, ist der Auffassung, dass es sich in einem solchen Fall
um eine bereits vorab bestimmte Anderung handeln diirfte. Nach Art. 43 Abs. 4 S.2
KI-VO gelten Anderungen des Hochrisiko-KI-Systems und seiner Leistung, die vom
Anbieter zum Zeitpunkt der urspriinglichen Konformitéitsbewertung vorab festge-
legt wurden und in den Informationen der technischen Dokumentation gemaf3
Anhang IV Nr. 2 lit. f enthalten sind, nicht als wesentliche Verdnderung.
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Fehlern betroffen. Eine solche Veranderung diirfte jedoch keine wesentliche
Veridnderung des KI-Systems im Sinne des Art. 43 Abs. 4 S.1KI-VO darstel-
len, da die technische Funktionsweise unverdndert bleibt.

bb) Risikomanagementsystem

Nach Art. 9 KI-VO ist ein Risikomanagementsystem einzurichten, um wah-
rend des gesamten Lebenszyklus des KI-Systems tatsdchliche und poten-
zielleb2¢ Risiken zu erkennen und geeignete Gegenmafinahmen zu ergrei-
fen.®?” Allerdings wird zu Recht darauf hingewiesen, dass der fiir das Risi-
komanagement verantwortliche Anbieter hier in einem Interessenskonflikt
steht: Je risikoreicher er das KI-System einschitzt, desto strengere Gegen-
mafinahmen muss er ergreifen.628

cc) Datenqualitat

Art. 10 KI-VO enthadlt Kriterien fiir die Qualitit der Trainings-, Validie-
rungs- und Testdatensétze des KI-Systems. Die Vorgaben wurden gegen-
tiber dem Verordnungsentwurf der EU-Kommission abgeschwicht, sie sind
dadurch jedoch auch realistischer zu erfiillen. Insbesondere miissen die
Daten ,relevant, hinreichend représentativ und so weit wie moglich feh-
lerfrei und vollstindig® (Art. 10 Abs. 3 KI-VO), wihrend im Verordnungs-
entwurf der EU-Kommission noch die Rede davon war, dass die Daten
»relevant, reprasentativ, fehlerfrei und vollstindig“ sein miissen. Angesichts
der grofien Anzahl benétigter Daten fiir ein KI-System wire eine vollige
Fehlerfreiheit aber unmoglich.®?® Die Daten sind auflerdem nach Art.10
Abs. 2 lit. f KI-VO zu untersuchen im Hinblick auf mégliche Verzerrungen

626 Art.9 Abs.2 lit.c KI-VO (,Bewertung anderer moglicherweise auftretender Risi-
ken“); so auch bereits Abanderung 265 der Abanderungen des EU-Parlaments zum
KI-Verordnungsentwurf der EU-Kommission.

627 Art.9 Abs. 2 lit. d KI-VO.

628 Hoffmann, Der nichtstaatliche Einsatz biometrischer Gesichtserkennungssysteme
nach der DSGVO, 2023, 281f.; Hoffmann, K&R 2021, 369, 372.

629 Bomhard/Merkle, RDi 2021, 276, 280; Ebers/Hoch/Rosenkranz/Ruschemeier/Stein-
rotter, RDi 2021, 528, 533; speziell zur Unmdglichkeit eines fehlerfreien Datensatzes
im Kontext von Gesichtserkennung auch Schindler/Schomberg, in: Friedewald/Rof3-
nagel/Heesen/Kramer/Lamla, Kiinstliche Intelligenz, Demokratie und Privatheit,
2022, 103, 121.
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(Biases), die die Gesundheit und Sicherheit von Personen beeintréchtigen,
sich negativ auf die Grundrechte auswirken oder zu einer nach den Rechts-
vorschriften der Union verbotenen Diskriminierung fithren kénnten.63

Grundsitzlich sind diese Vorgaben sinnvoll, um die Leistungsfahigkeit
von KI-Systemen sicherzustellen; die verwendeten Trainingsdaten sind
hierfiir ein entscheidender Faktor. Auch fiir Gesichtserkennungssysteme
spielt die Qualitdt und Représentativitdt der Daten eine zentrale Rolle,
damit eine vergleichbare Erkennungsgenauigkeit fiir verschiedene Bevolke-
rungsgruppen erreicht werden kann.®* Diese Anforderungen an die Daten
werden jedoch zu Recht kritisiert, da sie so allgemein formuliert schwierig
umzusetzen,®? Hacker/Wessel kritisieren zudem eine ,,mangelnde Koordi-
nation“ mit den Vorschriften gegen Diskriminierung.®%

Nicht adressiert werden durch die Vorgaben fiir die Datenqualitdt au-
lerdem andere Griinde fiir Verzerrungen und daraus folgende Ungleichbe-
handlung,%3* die gerade beim Einsatz automatisierter Gesichtserkennung
in der Strafverfolgung eine Rolle spielen. So entscheidet etwa die Frage,
wer in einer zum Abgleich herangezogenen Datenbank gespeichert ist, da-
riiber, wer tiberhaupt als — womdglich falscher — Treffer gefunden werden
kann. Werden Personen einer bestimmten Bevolkerungsgruppe aufgrund
von Verzerrungen der Polizisten hdufiger kontrolliert, als verddchtig ange-
sehen und erkennungsdienstlich behandelt, dann tauchen diese Personen
haufiger in polizeilichen Datenbanken auf und sind damit auch dem Risiko
ausgesetzt, fehlerhaft identifiziert zu werden.®3> Die KI-Verordnung nimmt
solche méglichen ,sozialen Verzerrungen® nicht in den Blick, sie adressiert
in diesem Zusammenhang nur statistische Verzerrungen durch nicht-repra-
sentative Trainings-, Validierungs- und Testdatensitze.

630 Im Verordnungsentwurf der EU-Kommission war noch allgemein formuliert, dass
die Daten generell im Hinblick auf mogliche Verzerrungen (Biases) untersucht
werden miissen.

631 Kapitel I. E. IV. 2. a) und 5.

632 Floridi, Philosophy & Technology 2021, 215, 219; Hoffmann, K&R 2021, 369, 372;
Roos/Weitz, MMR 2021, 844, 851; Valta/Vasel, ZRP 2021, 142, 144.

633 Hacker/Wessel, in: BMUV/Rostalski, Kiinstliche Intelligenz, 2022, 53, 62f.

634 So auch mit anschaulichem Beispiel Guijarro Santos, ZfDR 2023, 23, 30{., die zu
Recht darauf hinweist, dass datenbasierte Diskriminierung aufgrund sozialer Daten-
biases durch statistische Sorgfaltsstandards nicht verhindert werden kénnen.

635 Vgl. bereits Kapitel I. E. IV. 5.
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dd) Technische Dokumentation

Art. 11 KI-VO sieht vor, dass eine technische Dokumentation eines Hoch-
risiko-KI-Systems erstellt wird, bevor dieses System in Verkehr gebracht
oder in Betrieb genommen wird. Diese Dokumentation ist stets auf dem
neuesten Stand zu halten. Aus ihr muss der Nachweis hervorgehen, wie das
Hochrisiko-KI-System die Anforderungen an solche Systeme erfiillt.®*¢ Die
technische Dokumentation muss so erstellt werden, dass den zustindigen
nationalen Behérden und den notifizierten Stellen alle Informationen zur
Verfiigung stehen, die erforderlich sind, um zu beurteilen, ob das KI-Sys-
tem diese Anforderungen erfiillt. Nicht zuginglich ist die technische Doku-
mentation hingegen fiir die von den Hochrisiko-KI-Systemen betroffenen
Personen.

ee) Aufzeichnungspflichten

Sehr zu begriflen sind die in Art.12 KI-VO geregelten Aufzeichnungs-
pflichten. Hochrisiko-KI-Systeme miissen so konzipiert und entwickelt
werden, dass eine automatische Aufzeichnung von Vorgingen und Ereig-
nissen (,,Protokollierung®) wéihrend des Betriebs der Hochrisiko-KI-Syste-
me moglich ist. Dadurch soll gewihrleistet werden, dass das Funktionie-
ren des KI-Systems wihrend seines gesamten Lebenszyklus riickverfolgbar
ist.6%7

Besondere Anforderungen gelten gem. Art.12 Abs. 3 KI-VO fiir die Pro-
tokollierungsfunktionen bei biometrischen Fernidentifizierungssystemen.
Protokolliert werden muss zumindest: jeder Zeitraum der Verwendung des
Systems (Datum und Uhrzeit des Beginns und des Endes jeder Verwen-
dung) (lit. a); die Referenzdatenbank, mit der das System die Eingabeda-
ten abgleicht (lit. b); die Eingabedaten, mit denen die Abfrage zu einer
Ubereinstimmung gefiihrt hat (lit. ¢) und die Identitit der an der Uberprii-
fung der Ergebnisse beteiligten natiirlichen Personen (lit. d). Diese beson-
deren Anforderungen fiir biometrische Fernidentifizierungssysteme sind
ebenfalls zu begriifien. Der Zeitpunkt der Verwendung, die zum Abgleich
herangezogenen Daten und das verwendete Suchbild sind zentrale Stell-

636 Art. 11 Abs.1S.2 KI-VO.
637 Art.12 Abs.1KI-VO.
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schrauben im Gesichtserkennungsprozess.®*® Die Protokollierung der an
der Uberpriifung der Ergebnisse beteiligten Menschen kann dazu beitra-
gen, dass deren Verantwortung(sgefiihl) fiir diesen Entscheidungsprozess
gestdrkt wird. Allerdings haben zu diesen Informationen nur die zustdndi-
gen Behorden Zugang, nicht die von der Gesichtserkennung betroffenen
Personen. Solche Aufzeichnungen legen aber zumindest die Basis fiir eine
Kontrolle, die nicht (wie die zustdndigen Behorden) die Rechtskonformitat
tberpriift, sondern Gesichtserkennung spezifisch als Strafverfolgungsmaf3-
nahme auswertet.

ff) Transparenz und Bereitstellung von Informationen fiir die Betreiber

Art. 13 KI-VO regelt, dass Hochrisiko-KI-Systeme so konzipiert und ent-
wickelt werden miissen, dass ihr Betrieb hinreichend transparent ist, damit
die Betreiber die Ergebnisse des Systems angemessen interpretieren und
verwenden konnen.®* Dies dient laut ErwG 72 dazu, der Undurchsichtig-
keit entgegenzuwirken, die bestimmte KI-Systeme fiir natiirliche Personen
unverstandlich oder zu komplex erscheinen lasst. Im Hinblick auf Gesichts-
erkennung ist die Undurchsichtigkeit der zugrunde liegenden Algorithmen
allerdings weniger problematisch. Zwar konnen selbst die Entwickler von
Gesichtserkennungsalgorithmen die komplexen Rechenoperationen der

638 Hoffmann, Der nichtstaatliche Einsatz biometrischer Gesichtserkennungssysteme
nach der DSGVO, 2023, 283 weist im Kontext des Einsatzes von Gesichtserkennung
durch Private zudem darauf hin, dass die Aufzeichnungspflichten die Betreiber
von Gesichtserkennungssystemen dazu anhalten konnen, die Systeme nur an Orten
und zu Zeiten einzusetzen, in denen es ihnen gestattet ist, da ein Verstof3 spater
auffallen und geahndet werden konnte. Fiir den Einsatz von Gesichtserkennung in
der Strafverfolgung zur Identifizierung unbekannter Verdéachtiger (also im Nachhin-
ein) gilt dies allerdings nicht, denn zeitliche oder ortliche Beschrankungen gibt es
hier nicht. Einen Verstof3 gegen Rechtsvorschriften wiirde es etwa darstellen, wenn
die Identitdt einer Person ermittelt wiirde, die nicht in Zusammenhang mit einem
Strafverfahren steht. Dies liefle sich durch die Protokollierungsfunktion allein aber
im Nachhinein nicht feststellen, denn die Information und Tatsache, dass die per
Gesichtserkennung gesuchte Person Verdachtige ist, wird aufSerhalb des KI-Systems
generiert (z. B. durch Zeugenaussagen, dass die auf dem Foto abgebildete Person
eine Straftat begangen habe).

639 Kritisch zu diesen Vorgaben (zu wenig spezifisch) bereits Ebers, in: Colonna/Green-
stein, Nordic Yearbook of Law and Informatics 2020, 2022, 103, 130; Ebers/Hoch/
Rosenkranz/Ruschemeier/Steinrétter, RDi 2021, 528, 533 f. Siehe zu den Vorgaben
auch Kalbhenn, ZUM 2021, 663, 667 f.
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verwendeten kiinstlichen neuronalen Netze nicht nachvollziehen.®4? Das
Ergebnis kann ein Mensch aber ohne Weiteres {iberpriifen und nachvollzie-
hen; er kann die Gesichter der Personen, die das System als tibereinstim-
mend wertet, selbst visuell vergleichen.

Die beim Einsatz von Gesichtserkennung in der Strafverfolgung proble-
matische Intransparenz ist keine technische Undurchsichtigkeit. Vielmehr
ist es fiir die Biirger nicht nachvollziehbar, welche Daten wann mit wem fiir
welche Straftat abgeglichen werden. Diese Form der fehlenden Transparenz
adressiert die KI-Verordnung nicht.

Und selbst die erwdhnte Regelung des Art.13 KI-VO, die technische
Transparenz (soweit moglich) gewéhrleisten soll, hilft den von Gesichtser-
kennung betroffenen Personen nicht weiter, denn diese Vorschriften zu
Transparenz und Bereitstellung von Informationen gelten nur mit Blick
auf die Betreiber des KI-Systems. Betreiber ist gem. Art.3 Nr.4 KI-VO-E
eine natiirliche oder juristische Person, Behorde, Einrichtung oder sonstige
Stelle, die ein KI-System in eigener Verantwortung verwendet. Das sind
beim Einsatz von Gesichtserkennung die Polizeibehérde, die das System
nutzt, sowie die Polizisten, die das System verwenden. Transparenzpflich-
ten gegeniiber den von der Gesichtserkennung Betroffenen regelt die KI-
Verordnung nicht.

gg) Menschliche Aufsicht

Nach Art.14 KI-VO sind Hochrisiko-KI-Systeme so zu konzipieren und
zu entwickeln, dass sie wihrend der Dauer der Verwendung von natiirli-
chen Personen wirksam beaufsichtigt werden konnen.®*! Dies dient nach
Art. 14 Abs. 2 KI-VO der Verhinderung oder Minimierung der Risiken fiir
Gesundheit, Sicherheit oder Grundrechte, die entstehen kénnen, wenn ein
Hochrisiko-KI-System ,im Einklang mit seiner Zweckbestimmung oder im
Rahmen einer verniinftigerweise vorhersehbaren Fehlanwendung® verwen-
det wird.®? Die menschliche Aufsicht kann durch zwei Arten von Vorkeh-

640 Hierzu Kapitel I. E. IIL

641 Zu Recht sehr kritisch zu diesen Vorgaben Guijarro Santos, ZfDR 2023, 23, 28 {t.;
kritisch auch Ebers/Hoch/Rosenkranz/Ruschemeier/Steinrotter, RDi 2021, 528, 533 f.;
siehe auch Geminn, ZD 2021, 354, 357.

642 Valta/Vasel, ZRP 2021, 142, 144 weisen darauf hin, dass fiir eine effektive Kontrolle
haufig hochqualifiziertes, wissenschaftlich ausgebildetes Personal erforderlich ist,
swenn die Anforderungen mehr als Worte bleiben sollen®
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rungen gewdhrleistet werden: entweder durch Vorkehrungen, die vor dem
Inverkehrbringen oder der Inbetriebnahme vom Anbieter bestimmt und,
sofern technisch machbar, in das Hochrisiko-KI-System eingebaut werden
(Art. 14 Abs. 3 lit. a KI-VO), oder durch Vorkehrungen, die vor dem Inver-
kehrbringen oder der Inbetriebnahme des Hochrisiko-KI-Systems vom An-
bieter bestimmt werden und dazu geeignet sind, vom Betreiber umgesetzt
zu werden (Art. 14 Abs. 3 lit. b KI-VO).

Fiir biometrische Fernidentifizierungssysteme stellt Art. 14 Abs. 5 Uabs. 1
KI-VO dahingehend die besondere Anforderung auf, dass diese Vorkehrun-
gen so gestaltet sein miissen, dass der Betreiber keine Mafinahmen oder
Entscheidungen allein aufgrund des vom System hervorgebrachten Identifi-
zierungsergebnisses treffen kann, solange dies nicht von ,zwei natiirlichen
Personen, die die notwendige Kompetenz, Ausbildung und Befugnis besit-
zen, getrennt iiberpriift und bestétigt wurde® Es ist zu begriifien, dass — im
Gegensatz zum urspriinglichen Entwurf der EU-Kommission - nunmehr
die erforderliche Qualifikation dieser natiirlichen Personen betont wurde,
auch wenn die Formulierung recht allgemein bleibt. (Wann besitzt jemand
die ,notwendige Kompetenz [und] Ausbildung® um die Ergebnisse eines
Gesichtserkennungssystems zu iiberpriifen?) Auch was eine ,getrennte®
Uberpriifung bedeutet, ist nicht niher geregelt; gemeint sein diirfte (und
sinnvoll ist) eine Uberpriifung der Ergebnisse durch zwei Personen unab-
hingig voneinander in dem Sinne, dass dem jeweils anderen das Uberprii-
fungsergebnis des anderen nicht bekannt ist. Laut ErwG 73 konnten diese
Personen von einer oder mehreren Einrichtungen stammen und die Person
umfassen, die das System bedient oder verwendet. Diese Anforderung, so
weiter ErwG 73, sollte ,keine unnétigen Belastungen oder Verzégerungen
mit sich bringen, und es konnte ausreichen, dass die getrennten Uberprii-
fungen durch die verschiedenen Personen automatisch in die vom System
erzeugten Protokolle aufgenommen werden®. Nach Art.14 Abs.5 Uabs. 2
KI-VO soll die Anforderung einer getrennten Uberpriifung durch mindes-
tens zwei natiirliche Personen allerdings nicht fiir Hochrisiko-KI-Systeme
gelten, die fiir Zwecke in den Bereichen Strafverfolgung, Migration, Grenz-
kontrolle oder Asyl verwendet werden, wenn die Anwendung dieser Anfor-
derung nach Unionsrecht oder nationalem Recht unverhéltnismaf3ig wire.

Diese besonderen Vorgaben (getrennte Uberpriifung und Bestitigung
des Identifizierungsergebnisses durch zwei natiirliche Personen, die die
notwendige Kompetenz, Ausbildung und Befugnis besitzen) klingen zwar
zundchst im Kontext biometrischer Fernidentifizierung wie Gesichtserken-
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nung sehr sinnvoll. Allerdings ist fraglich, wie diese technisch umgesetzt
werden sollen, denn um die technische Gestaltung des KI-Systems geht es
an dieser Stelle.*3 Bei der Verwendung automatisierter Gesichtserkennung
in der Strafverfolgung trifft der Betreiber des Systems zwar eine Entschei-
dung (er bestitigt oder verwirft eine Personenidentitdt); allerdings lauft
diese — ebenso wie die nachfolgenden ErmittlungsmafSinahmen im Falle
einer Identifizierung — ganzlich auSerhalb des KI-Systems ab. Wie soll die
technische Ausgestaltung des KI-Systems dies verhindern? Zu denken wiare
an eine Art Warnhinweis (,,Dies ist keine eindeutige Identifizierung. Dem
System konnen Fehler unterlaufen. Eine menschliche Uberpriifung durch
zwei Personen ist erforderlich.). Dies verhindert aber technisch nicht, dass
dennoch Mafinahmen oder Entscheidungen ohne eine solche Kontrolle ge-
troffen werden. Erforderlich wire etwa eine Gestaltung des Systems, die es
nur erlaubt, weitere Informationen {iber die als Verdachtiger identifizierte
Person abzurufen und an die Ermittlungsbeamten weiterzuleiten, nachdem
zwei verschiedene Menschen sich gegeniiber dem System authentifiziert
und die Ergebnisse gepriift haben. Erschwerend kommt hinzu, dass das
System so ausgestaltet sein soll, dass bei Unverhaltnisméfiigkeit dann doch
keine getrennte Uberpriifung durch mindestens zwei natiirliche Personen
erforderlich sein soll. Diese Unverhéltnisméfliigkeit ist aber eine Wertungs-
entscheidung, die typischerweise im Einzelfall getroffen werden muss. Soll
das System also mit einem Button ausgestattet sein, den der Betreiber (aus
technischer Sicht:) nach Belieben anklickt (,Hier wire eine getrennte Uber-
prifung durch zwei natiirliche Personen unverhaltnisméflig.), sodass das
System dann weitere Mafinahmen ohne eine solche Uberpriifung ermdg-
licht? Wie die Entwickler von Gesichtserkennungssystemen diese Vorgaben
technisch umsetzen werden und ob dies dem Zweck der menschlichen
Aufsicht gerecht wird, bleibt abzuwarten.

Implizit kénnte man aus Art.14 Abs.5 KI-VO ableiten, dass die Vor-
schrift zugleich verbindlich regelt, dass biometrische Fernidentifizierungs-
systeme nur so verwendet werden diirfen, dass eine Entscheidung oder
Maf3nahme erst nach Uberpriifung und Bestitigung des Identifizierungser-
gebnisses von mindestens zwei natiirlichen Personen getroffen wird. Dann
wire zugleich eine Pflicht fiir die Betreiber des KI-Systems normiert und
damit auch Vorgaben fiir eine nationale Rechtsgrundlage zum Einsatz von
Gesichtserkennung. Dagegen spricht jedoch die Verortung dieser Regelung

643 Adressat der Regelung ist der Anbieter des KI-Systems, nicht der Betreiber; vgl. auch
Martini, in: Martini/Wendehorst, KI-VO, Art. 14 Rn. 15, 46.
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in Art. 14 Abs. 5 KI-VO in Kapitel IIT Abschnitt 2 der KI-VO (wo technische
Anforderungen an die KI-Systeme geregelt werden) und die Formulierung,
die sich auf die Ausgestaltung des Systems bezieht, nicht auf die damit
einhergehenden Vorgiange auflerhalb des Systems. Allerdings diirfte es auf-
grund der Fehleranfilligkeit von Gesichtserkennungsmafinahmen (siehe
hierzu unten Kapitel III. B. II. und IIL.) zumindest aus rechtspolitischer
Sicht sinnvoll sein, eine Pflicht zur getrennten Uberpriifung der Treffer
durch zwei sachverstindige Experten in einer Rechtsgrundlage fiir den
Einsatz automatisierter Gesichtserkennung zu regeln.

hh) Genauigkeit, Robustheit und Cybersicherheit

Zudem miissen nach Art. 15 Abs. 1 KI-VO Hochrisiko-KI-Systeme so konzi-
piert und entwickelt werden, dass sie ein angemessenes Maf3 an Genauig-
keit, Robustheit und Cybersicherheit erreichen und in dieser Hinsicht wah-
rend ihres gesamten Lebenszyklus bestindig funktionieren. Hacker/Wessel
kritisieren, dass Art.10 KI-VO einerseits die Daten und damit den Prozess
des Modelltrainings regelt, andererseits in Art. 15 KI-VO auch Anforderun-
gen an die Ergebnisse stellt (insbesondere muss ein angemessenes Maf3
an Genauigkeit erreicht werden).%** Damit komme es zu einer Doppelung
von direkter und indirekter Regulierung der Trainingsdaten, da mangelhaf-
te Trainingsdaten zu suboptimalen Ergebnissen fithren kénnten.®*> Eine
Regulierung sowohl des Trainingsprozesses als auch der Ergebnisse kann
allerdings sinnvoll sein, denn auch andere Faktoren als die Trainingsdaten
kénnen zu einer mangelnden Leistungsfahigkeit eines KI-Systems fiihren.
Bei Gesichtserkennungssystemen hingt die Leistung neben den Trainings-
daten beispielsweise auch entscheidend von der Architektur des verwende-
ten kiinstlichen neuronalen Netzes ab. Eine einfache Architektur mit nur
wenigen Neuronen wird typischerweise schlechter funktionieren als eine
aufwendigere Architektur mit vielen Neuronen, die sinnvoll verkniipft sind.
Ein weiterer Faktor fiir die Erkennungsgenauigkeit eines Gesichtserken-
nungssystems ist die Strategie, mit der das System trainiert wird (Zielfunk-
tion); auch diese ist von den Trainingsdaten insoweit unabhangig. Insofern
ist es sinnvoll, dass zusétzlich zu addquaten Trainingsdaten gefordert wird,
dass auch im Ergebnis ein angemessenes Maf3 an Genauigkeit erreicht

644 Hacker/Wessel, in: BMUV/Rostalski, Kiinstliche Intelligenz, 2022, 53, 63 f.
645 Hacker/Wessel, in: BMUV/Rostalski, Kiinstliche Intelligenz, 2022, 53, 64.
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werden muss. In ihrer Forderung, dass Prozessregulierung und Ergebnisre-
gulierung besser aufeinander abgestimmt sein sollten,%4¢ ist Hacker/Wessel
jedoch zuzustimmen.

Unklar bleibt, was ein ,angemessenes Maf3“ an Genauigkeit ist. Um die
technischen Aspekte der Art und Weise der Messung des angemessenen
Mafles an Genauigkeit ndher zu bestimmen, soll die Kommission nach
Art.15 Abs.2 KI-VO (vgl. auch ErwG 74 S.6 und 7) in Zusammenarbeit
mit einschldgigen Interessentragern und Organisationen wie Metrologie-
und Benchmarking-Behorden gegebenenfalls die Entwicklung von Bench-
marks und Messmethoden fordern. Faktisch wird damit die Entscheidung,
welche Anforderungen an die Genauigkeit von KI-Systemen zu stellen sind,
an diese Normierungsinstitutionen {ibertragen. Sie entscheiden damit auch,
mit den Worten Martinis gesprochen, inwiefern ,die Einzelfallgerechtigkeit
der Genauigkeit eines KI-Systems geopfert werden darf — oder ob die
allgemeine Genauigkeit zugunsten Einzelner zu reduzieren ist“®4 Wann
ein ,angemessenes Maf“ an Genauigkeit vorliegt, ist keine rein technische
Frage, sondern enthélt Wertentscheidungen. Insbesondere besteht regelma-
Big ein inhérenter Trade-off zwischen Genauigkeit und Fairness®4? eines
KI-Systems.®4® Auch kann ein System zwar insgesamt einen hohen Genau-
igkeitsgrad aufweisen, fiir einzelne Subgruppen aber dennoch sehr fehler-
haft sein.

ii) Registrierung
Nach Art.49 Abs.1 KI-VO hat der Anbieter (oder ggf. sein Bevollmich-

tigter®%) vor dem Inverkehrbringen oder der Inbetriebnahme eines in
Anhang IIT aufgefithrten Hochrisiko-KI-Systems sich und Informationen

646 Hacker/Wessel, in: BMUV/Rostalski, Kiinstliche Intelligenz, 2022, 53, 64.

647 Martini, in: Martini/Wendehorst, KI-VO, Art. 15 Rn. 37; vgl. auch Guijarro Santos,
ZfDR 2023, 23, 33 1.

648 Wobei auch die Definition von ,Fairness® sowohl in der Informatik als auch in der
Rechtswissenschaft hoch umstritten und langst nicht geklart ist.

649 Siehe nur Kleinberg/Mullainathan/Raghavan, 8th Innovations in Theoretical Com-
puter Science Conference (ITCS 2017), Leibniz International Proceedings in Infor-
matics (LIPIcs), Vol. 67, 2017, 1.

650 Vgl. Art.3 Nr.5 KI-VO; danach ist Bevollméchtigter ,eine in der Union ansissige
oder niedergelassene natiirliche oder juristische Person, die vom Anbieter eines
KI-Systems oder eines KI-Modells mit allgemeinem Verwendungszweck schriftlich
dazu bevollmachtigt wurde und sich damit einverstanden erkldrt hat, in seinem

176

am 14.01.2028, 08:29:3!


https://doi.org/10.5771/9783748949459
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

B. Europdisches Recht

tiber sein System in einer von der Kommission einzurichtenden und zu
verwaltenden EU-Datenbank (Art. 71 KI-VO) zu registrieren; hierzu zéhlen
auch biometrische Fernidentifizierungssysteme (Anhang III Nr. 1). Speziell
bei biometrischen Fernidentifizierungssystemen, die in der Strafverfolgung
(sowie im Bereich Migration, Asyl und Grenzkontrolle) eingesetzt werden,
erfolgt die Registrierung gem. Art. 49 Abs. 4 KI-VO in einem sicheren nicht
offentlichen Teil dieser EU-Datenbank; zudem miissen weniger Informatio-
nen bereitgestellt werden als bei anderen Hochrisiko-KI-Systemen®3..

jj) Marktiiberwachung

Die KI-Verordnung regelt auch eine Aufsichtsstruktur.®>? Sie richtet ein Eu-
ropdisches Gremium fiir Kiinstliche Intelligenz (KI-Gremium; vgl. Art. 65
Abs. 1 KI-VO) ein, das gem. Art. 66 Abs. 1 KI-VO die Kommission und die
Mitgliedstaaten berat und unterstiitzt, um die einheitliche und wirksame
Anwendung der KI-Verordnung zu erleichtern. Auch ein Européisches Bii-
ro fiir Kiinstliche Intelligenz (Art. 3 Nr. 47 und Art. 64 KI-VO) als Bestand-
teil der EU-Kommission wird geschaffen; {iber dieses Biiro entwickelt die
Kommission die Sachkenntnis und Fahigkeiten der Union auf dem Gebiet
der KI. Zustdndig fiir die tatsichliche Aufsicht sind grundsatzlich die na-
tionalen Aufsichtsbehérden; diese werden nach Art.70 Abs.1 KI-VO von
den Mitgliedstaaten eingerichtet oder benannt. Die aufsichtsrechtlichen
Befugnisse nimmt eine (von dem Mitgliedstaat einzurichtende oder zu
benennende) Marktiiberwachungsbeh6rde®>* wahr.

Fiir die Uberwachung des Einsatzes biometrischer Fernidentifizierungs-
systeme in der Strafverfolgung benennen die Mitgliedstaaten gem. Art. 74
Abs. 8 KI-VO die Datenschutzbehdrden. Diese sollen {iber ,wirksame Er-
mittlungs- und Korrekturbefugnisse verfiigen, einschliefSlich mindestens
der Befugnis, Zugang zu allen personenbezogenen Daten, die verarbeitet
werden, und zu allen Informationen, die fiir die Ausiibung ihrer Aufgaben
erforderlich sind, zu erhalten” (ErwG 159). Ihnen soll es auflerdem moglich
sein, ihre Befugnisse in ,v6lliger Unabhéngigkeit® auszuiiben. Dies schlief3t,

Namen die in dieser Verordnung festgelegten Pflichten zu erfiillen bzw. Verfahren
durchzufiihren®
651 Vgl. auch Art. 60 Abs. 4 lit. ¢ KI-VO; Anhang VIII Abschnitt A Nr. 12 Hs. 2 KI-VO.
652 Sehr instruktiv Martini/Botta, MMR 2024, 630.
653 Definition in Art. 3 Nr. 26 KI-VO.
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worauf Martini/Botta zu Recht hinweisen, eine staatliche Fach-, Rechts-
und Dienstaufsicht aus.6>*

kk) Pflichten der Betreiber

Wie bereits angesprochen, ist Betreiber eines KI-Systems gem. Art. 3 Nr. 4
KI-VO eine natiirliche oder juristische Person, Behérde, Einrichtung oder
sonstige Stelle, die ein KI-System in eigener Verantwortung verwendet.
Beim Einsatz von Gesichtserkennung ist Betreiber daher jedenfalls die
Polizeibehdrde, die das System nutzt. Auch die Polizistin, die das System
bedient bzw. verwendet, diirfte als natiirliche Person unter den Begriff
des Betreibers fallen. Allerdings spricht Art.26 Abs.2 KI-VO davon, dass
die Betreiber ,natiirlichen Personen, die tiber die erforderliche Kompe-
tenz, Ausbildung und Befugnis verfiigen, die menschliche Aufsicht [iiber-
tragen] und [...] ihnen die erforderliche Unterstiitzung zukommen® lassen
sollen; das wiirde bedeuten, dass jedenfalls die natiirliche Person, die die
menschliche Aufsicht gewidhrleistet (bei Gesichtserkennung insbesondere:
Uberpriifung des Identifizierungsergebnisses), nicht - jedenfalls nicht al-
lein deshalb - Betreiber ist.6>

Fiir die Betreiber von Hochrisiko-KI-Systemen sieht die KI-Verordnung
vergleichsweise wenige Pflichten vor.%>¢ Sie miissen insbesondere ,,geeignete
technische und organisatorische Mafinahmen [treffen], um sicherzustellen,
dass sie solche Systeme entsprechend der den Systemen beigefiigten Be-
triebsanleitungen verwenden (Art.26 Abs.1 KI-VO) und den Betrieb des
Hochrisiko-KI-Systems iiberwachen (Art.26 Abs. 5 KI-VO). Zudem haben
sie nach Art.26 Abs.4 KI-VO dafiir zu sorgen, dass die Eingabedaten
der Zweckbestimmung des Systems entsprechen. Relevant ist auch die Vor-

654 Martini/Botta, MMR 2024, 630, 632.

655 Auch Art.14 Abs.5 Uabs. 1 KI-VO deutet darauf hin, dass die Person, die das
Gesichtserkennungssystem bedient bzw. verwendet (im Sinne von: Foto eines Ver-
dachtigen hochladen) Betreiber ist und dieser jedoch nicht zwingend die menschli-
che Aufsicht ist: ,Bei den in Anhang IIT Nummer 1 Buchstabe a genannten Hoch-
risiko-KI-Systemen miissen die in Absatz 3 des vorliegenden Artikels genannten
Vorkehrungen so gestaltet sein, dass auflerdem der Betreiber keine Mafinahmen
oder Entscheidungen allein aufgrund des vom System hervorgebrachten Identifizie-
rungsergebnisses trifft, solange diese Identifizierung nicht von mindestens zwei
natiirlichen Personen, die die notwendige Kompetenz, Ausbildung und Befugnis
besitzen, getrennt tiberpriift und bestitigt wurde.“ (Hervorhebung J. H.).

656 Zu den Pflichten auch bereits Roos/Weitz, MMR 2021, 844, 849.
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gabe, dass die Betreiber die von den Hochrisiko-KI-Systemen erzeugten
Protokolle aufbewahren miissen (Art.26 Abs. 6 KI-VO), jedenfalls ,soweit
diese Protokolle ihrer Kontrolle unterliegen®. Die Protokolle werden fiir
einen der Zweckbestimmung des Hochrisiko-KI-Systems angemessenen
Zeitraum von mindestens sechs Monaten aufbewahrt, sofern im geltenden
Unionsrecht, insbesondere im Unionsrecht iiber den Schutz personenbezo-
gener Daten, oder im geltenden nationalen Recht nichts anderes bestimmt
ist.

Handelt es sich bei dem Betreiber des Hochrisiko-KI-Systems um eine
Einrichtung des offentlichen Rechts - darunter fallen Polizeibehdrden -,
dann hat er gem. Art. 27 Abs. 1 KI-VO vor der Inbetriebnahme des Systems
eine Abschitzung der Auswirkungen vorzunehmen, die die Verwendung
eines solchen Systems auf die Grundrechte haben kann (Grundrechte-Fol-
genabschitzung bzw. Fundamental rights impact assessment). Diese um-
fasst gem. Art. 27 Abs. 1 KI-VO eine Beschreibung der Verfahren des Betrei-
bers, bei denen das Hochrisiko-KI-System im Einklang mit seiner Zweck-
bestimmung verwendet wird (lit. a), eine Beschreibung des Zeitraums und
der Haufigkeit, innerhalb dessen bzw. mit der jedes Hochrisiko-KI-System
verwendet werden soll (lit.b), die Kategorien der natiirlichen Personen
und Personengruppen, die von seiner Verwendung im spezifischen Kon-
text betroffen sein konnten (lit.c), die spezifischen Schadensrisiken, die
sich auf die ermittelten Kategorien natiirlicher Personen oder Personen-
gruppen auswirken kénnten, unter Beriicksichtigung der vom Anbieter
bereitgestellten Informationen (lit. d), eine Beschreibung der Umsetzung
von MafSnahmen der menschlichen Aufsicht entsprechend den Betriebsan-
leitungen (lit. e) sowie die Mafinahmen, die im Falle des Eintretens dieser
Risiken zu ergreifen sind, einschlief3lich der Regelungen fiir die interne Un-
ternehmensfithrung und Beschwerdemechanismen (lit.f). Die Ergebnisse
dieser Grundrechte-Folgenabschitzung teilt der Betreiber der Marktiiber-
wachungsbehorde mit (Art. 27 Abs. 3 KI-VO).

In der Literatur wird kritisiert, dass der Mehrwert dieser rein grund-
rechtsbezogenen Risikofolgenabschitzung gegeniiber der allgemeinen Risi-
kobewertung nach Art. 9 KI-VO unklar sei.%” Fiir den Bereich der Strafver-
folgung kommt hinzu, dass die JI-RL in Art. 27 eine Datenschutz-Folgenab-

657 Chibanguza/Steege, NJW 2024, 1769, 1772; kritisch auch Hacker, Comments on
the Final Trilogue Version of the AI Act, 2024, 11 und bereits zum Entwurf einer
KI-Verordnung (in der eine Grundrechte-Folgenabschitzung noch auch fiir private
Akteure vorgesehen war) Hacker/Berz, ZRP 2023, 226, 228.
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schitzung vorsieht; enthalten muss sie gem. Art. 27 Abs. 2 JI-RL ,,zumindest
eine allgemeine Beschreibung der geplanten Verarbeitungsvorginge und
eine Bewertung der in Bezug auf die Rechte und Freiheiten der betroffenen
Personen bestehenden Risiken sowie der geplanten Abhilfemafinahmen,
Garantien, Sicherheitsvorkehrungen und Verfahren, durch die der Schutz
personenbezogener Daten sichergestellt und der Nachweis dafiir erbracht
wird, dass diese Richtlinie eingehalten wird“ Die KI-Verordnung sieht
vor, dass die Grundrechte-Folgenabschitzung diese Datenschutz-Folgen-
abschitzung nach der JI-Richtlinie ergdnzen soll (Art.27 Abs.4 KI-VO).
Gegeniiber der allgemeinen Risikobewertung nach Art.9 KI-VO und ge-
geniiber der Datenschutz-Folgenabschatzung nach Art.27 JI-RL ist die
Grundrechte-Folgenabschitzung nach der KI-Verordnung aber zumindest
etwas spezifischer, da etwa auch Informationen iiber die Haufigkeit der
Verwendung des KI-Systems und eine Beschreibung der Umsetzung von
Mafinahmen der menschlichen Aufsicht geliefert und bedacht werden miis-
sen.

¢) Keine Benachrichtigungspflicht und kaum subjektive Rechte

Nicht geregelt sind Mitteilungspflichten mit Blick auf die von den Hochrisi-
ko-KI-Systemen betroffenen Personen. Sie miissen daher nach der KI-Ver-
ordnung auch nicht dariiber informiert werden, dass sie per biometrischer
Fernidentifizierung identifiziert wurden. Insbesondere ergibt sich eine Be-
nachrichtigungspflicht nicht aus Art. 50 KI-VO, der Transparenzpflichten
fiir die Anbieter und Betreiber bestimmter KI-Systeme regelt. Eine Benach-
richtigungspflicht nach Art. 50 Abs.1 KI-VO scheidet aus, weil es sich bei
Gesichtserkennungssystemen nicht um KI-Systeme handelt, die - jedenfalls
mit Blick auf die Betroffenen - fiir die direkte Interaktion mit natiirlichen
Personen bestimmt sind. Ohnehin besteht nach Art.50 Abs.1 S.2 KI-VO
diese Pflicht nicht fiir gesetzlich zur Aufdeckung, Verhiitung, Ermittlung
oder Verfolgung von Straftaten zugelassene KI-Systeme, wenn geeignete
Schutzvorkehrungen fiir die Rechte und Freiheiten Dritter bestehen. Auch
aus Art. 26 Abs. 11 KI-VO folgt keine Benachrichtigungspflicht. Nach dieser
Vorschrift haben zwar die Betreiber der in Anhang III aufgefithrten Hoch-
risiko-KI-Systeme, die natiirliche Personen betreffende Entscheidungen
treffen oder bei solchen Entscheidungen Unterstiitzung leisten (dazu gehort
automatisierte Gesichtserkennung), die natiirlichen Personen dartiber zu
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informieren, dass sie der Verwendung des Hochrisiko-KI-Systems unterlie-
gen. Zwar soll gemaf$ Art. 26 Abs. 11 S. 2 KI-VO fiir Hochrisiko-KI-Systeme,
die zu Strafverfolgungszwecken verwendet werden, Art.13 JI-RL gelten,
der Informationspflichten statuiert. Allerdings regelt Art.13 JI-RL keine
individuelle Benachrichtigungspflicht (z. B. Benachrichtigung des Beschul-
digten), sondern eine allgemeine Informationspflicht, der - so ausdriicklich
ErwG 42 der JI-RL - auch geniigt ist, wenn die Informationen auf der
Website der zustdndigen Behorde bereitgestellt werden.6>8

Auch verleiht die KI-Verordnung keine starken individuellen Rechte,
insbesondere kein Recht auf Einsicht in die protokollierten Vorgénge bei
der Verwendung biometrischer Fernidentifizierung zur Strafverfolgung.®>

d) Spezifische Vorgaben fiir die Identitdtsermittlung per nachtréglicher
biometrischer Fernidentifizierung?

Fiir die in dieser Arbeit vorrangig untersuchte Einsatzvariante der Identi-
tatsermittlung finden sich in der KI-Verordnung kaum konkrete spezifische
Vorgaben.

aa) Kein Genehmigungsvorbehalt

Insbesondere regelt die KI-Verordnung fiir dieses Einsatzszenario keinen
Richter- oder sonstigen Genehmigungsbehalt. Grundsitzlich sieht die KI-
Verordnung zwar sowohl fiir die (ausnahmsweise erlaubte) Verwendung
biometrischer Echtzeit-Fernidentifizierung in der Strafverfolgung als auch

658 Zur Unterscheidung zwischen Benachrichtigungspflichten nach der StPO und der
Informationspflicht nach Art.13 JI-RL, § 55 BDSG auch Schindler, Biometrische
Videoiiberwachung, 2021, 710 f. Naher zu Art.13 JI-RL und seiner Umsetzung in
§ 55 BDSG siehe etwa Kiihling/Buchner/Schwichtenberg, 4. Aufl. 2024, BDSG § 55
Rn. 2 ff.; BeckOK DatenschutzR/Schild, 46. Ed., Stand: 1.11.2023, BDSG § 55 Rn. 6;
Paal/Pauly/Paal, 3. Aufl. 2021, BDSG § 55 Rn. 1{f. Zu § 56 BDSG ausfiihrlich Riick-
ert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 542 ff.

659 Vgl. auch Hoffmann, Der nichtstaatliche Einsatz biometrischer Gesichtserkennungs-
systeme nach der DSGVO, 2023, 273; Hoffmann, K&R 2021, 369 (370); anders
Floridi, Philosophy & Technology 2021, 215, 216. Es wurde lediglich - sehr spat
im Gesetzgebungsprozess — noch mit Art.86 KI-VO ein ,Recht auf Erlduterung
der Entscheidungsfindung im Einzelfall eingefiihrt; wobei dessen Reichweite und
»Schlagkraft noch duflerst fraglich sind.
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fiir die anderen Einsatzvarianten einen Genehmigungsvorbehalt vor. Nach
Art. 26 Abs.10 S.1 KI-VO hat der Betreiber eines Hochrisiko-KI-Systems
zur nachtriglichen biometrischen Fernfernidentifizierung im Rahmen von
Ermittlungen zur gezielten Suche einer Person, die der Begehung einer
Straftat verddchtigt wird oder aufgrund einer solchen verurteilt wurde, vor-
ab oder unverziiglich, spitestens jedoch binnen 48 Stunden bei einer Justiz-
behoérde oder einer Verwaltungsbehorde, deren Entscheidung bindend ist
und einer justiziellen Uberpriifung unterliegt, die Genehmigung fiir die
Nutzung dieses Systems zu beantragen.56° Ob eine Uberpriifung durch eine
(formal) unabhingige Verwaltungsbehorde tatsichlich in jedem Mitglied-
staat ein echtes Gegengewicht zu den Strafverfolgungsbehérden darstellt
und Gewaltenteilung gewahrleisten kann, ist fraglich.6¢!

Fiir den in dieser Arbeit vorrangig untersuchten Einsatz automatisierter
Gesichtserkennung zur Identifizierung unbekannter Verdéachtiger kommt
es auf die ndhere Ausgestaltung dieser Vorgaben der KI-Verordnung aller-
dings nicht an. Denn der Genehmigungsvorbehalt gilt ausdriicklich nicht
bei der Verwendung biometrischer Fernidentifizierung ,zur erstmaligen
Identifizierung eines potenziellen Verdichtigen auf der Grundlage objekti-
ver und nachpriifbarer Tatsachen, die in unmittelbarem Zusammenhang
mit der Straftat stehen® (Art. 26 Abs. 10 S. 1 aE KI-VO).

bb) Keine echten materiellen Vorgaben

Echte materielle Vorgaben liefert die KI-Verordnung fiir den Einsatz auto-
matisierter Gesichtserkennung zur Identifizierung unbekannter Verdachti-
ger nicht.

Insbesondere hat sich nicht die Position des EU-Parlaments durchge-
setzt, nach der die Verwendung biometrischer Fernidentifizierung zur Ana-
lyse von aufgezeichnetem Bildmaterial offentlich zugénglicher Rdume auf
schwere Straftaten beschridnkt werden sollte (Abanderung 227 der Aban-
derungen des EU-Parlaments zum Entwurf einer KI-Verordnung der EU-
Kommission). Nach diesem Vorschlag hitte gem. Art. 5 Abs. 1 lit. dd verbo-
ten sein sollen: ,die Inbetriebnahme oder Nutzung von KI-Systemen zur

660 Fir die Echtzeit-Fernidentifizierung zu Strafverfolgungszwecken in offentlich zu-
ginglichen Raumen ist in Art.5 Abs.3 KI-VO ein dhnlicher Genehmigungsvorbe-
halt vorgeschrieben.

661 Vgl. auch Hacker, Comments on the Final Trilogue Version of the Al Act, 2024, 7.
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Analyse von aufgezeichnetem Bildmaterial 6ffentlich zugénglicher Raume
durch Systeme zur nachtréglichen biometrischen Fernidentifizierung, es sei
denn, sie unterliegen einer vorgerichtlichen Genehmigung im Einklang mit
dem Unionsrecht und sind fiir die gezielte Fahndung im Zusammenhang
mit einer bestimmten schweren Straftat im Sinne von Artikel 83 Absatz
1 AEUV, die bereits zum Zweck der Strafverfolgung stattgefunden hat, un-
bedingt erforderlich“%%? Diese Beschriankung des Einsatzes nachtraglicher
biometrischer Fernidentifizierung auf schwere Straftaten findet sich nicht
in der finalen Fassung der KI-Verordnung.

Art.26 Abs. 10 Uabs. 3 S.1 KI-VO legt fest, dass in ,keinem Fall [...] ein
solches Hochrisiko-KI-System zur nachtraglichen biometrischen Ferniden-
tifizierung zu Strafverfolgungszwecken in nicht zielgerichteter Weise und
ohne jeglichen Zusammenhang mit einer Straftat, einem Strafverfahren,
einer tatsdchlichen und bestehenden oder tatsichlichen und vorhersehba-
ren Gefahr einer Straftat oder der Suche nach einer bestimmten vermiss-
ten Person verwendet werden® darf. Dass eine Strafverfolgungsmafinahme
nicht ohne den Anlass einer Straftat ergriffen werden darf, ist fiir das
deutsche Strafprozessrecht allerdings nichts Neues.

Wenig konkret®® postuliert zudem ErwG 95 drei ,Vorgaben® fiir den
Einsatz nachtréglicher biometrischer Fernidentifizierung (die aber ohnehin
nur als ,,Soll“-Vorgaben formuliert sind):

Die Verwendung von Systemen zur nachtraglichen biometrischen Fer-
nidentifizierung solle in Anbetracht des intrusiven Charakters von Syste-
men zur nachtriglichen biometrischen Fernidentifizierung ,Schutzvorkeh-
rungen unterliegen Davon abgesehen, dass diese Vorgabe lediglich an
einer einzigen Stelle und noch dazu in einem Erwégungsgrund statt in
einer Vorschrift genannt wird:®¢* Wie diese Schutzvorkehrungen aussehen
kénnten, wird nicht einmal katalogartig angedeutet. Hier liegt es also an
den Mitgliedstaaten, geeignete Schutzvorkehrungen zu schaffen, wobei zu

662 Zunichst schien es so, als ob dieser Vorschlag sich in der finalen Fassung der
KI-Verordnung durchgesetzt habe. Einer Pressemitteilung des EU-Parlaments zu-
folge wurde in den Verhandlungen mit Blick auf biometrische Fernidentifizierung
festgehalten: ,Negotiators agreed on a series of safeguards and narrow exceptions
for the use of biometric identification systems (RBI) in publicly accessible spaces
for law enforcement purposes, subject to prior judicial authorisation and for strictly
defined lists of crime. ,Post-remote‘ RBI would be used strictly in the targeted search
of a person convicted or suspected of having committed a serious crime.” (EU-Par-
lament, Pressemitteilung v. 9.12.2023, https://perma.cc/2UEL-4A8Y).

663 Siehe auch Hacker, Comments on the Final Trilogue Version of the AI Act, 2024, 8.

664 Anders etwa Art. 10, Art. 11 Abs. 2 und 3, Art. 37 Abs. 1 lit. a, Art. 40 lit. b JI-RL.
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hoffen ist, dass sie diese vage in einem Erwagungsgrund ,versteckte“ Vorga-
be iiberhaupt zur Kenntnis nehmen.

Weiterhin sollen Systeme zur nachtréglichen biometrischen Fernidentifi-
zierung, so ErwG 95, ,stets auf verhéltnismaflige, legitime und unbedingt
erforderliche Weise eingesetzt werden und somit zielgerichtet sein, was die
zu identifizierenden Personen, den Ort und den zeitlichen Anwendungsbe-
reich betrifft, und auf einem geschlossenen Datensatz rechtméflig erworbe-
ner Videoaufnahmen basieren®. Auch diese ,,Soll“-Vorgaben bringen wenig
Neues. Dass eine Strafverfolgungsmafinahme legitim, zielgerichtet und ver-
héltnisméflig sein muss, ergibt sich bereits aus dem Verfassungsrecht. Das-
selbe gilt fiir die Vorgabe, dass Systeme zur nachtriglichen biometrischen
Fernidentifizierung im Rahmen der Strafverfolgung nicht so verwendet
werden durfen, dass sie zu ,willkiirlicher Uberwachung“ fihren. Was ,,un-
bedingt erforderlich“ (ErwG 95) bedeutet, ist bereits mit Blick auf dieselbe
Formulierung in der JI-Richtlinie umstritten, auch und gerade bei der
Verarbeitung biometrischer Daten (Art. 10 JI-RL);%%> hierzu sogleich unten
Kapitel II. B. L. 2. b). Bei dem Passus, dass die biometrische Fernidentifi-
zierung ,auf einem geschlossenen Datensatz rechtmaflig erworbener Video-
aufnahmen basieren” soll, fallt auf, dass es dabei ausdricklich nicht darum
geht, dass die Videoaufzeichnungen als solche rechtmaf3ig waren; vielmehr
soll nur der Erwerb dieser durch die Strafverfolgungsbehorden rechtmaflig
sein.066

Auflerdem sollen die Vorgaben fiir die nachtragliche biometrische Fer-
nidentifizierung keine Grundlage dafiir bieten, das ,Verbot“ und die ,stren-
gen Ausnahmen® fiir biometrische Echtzeit-Fernidentifizierung zu umge-
hen (ErwG 95). Hierfiir ergeben sich mit Blick auf die in dieser Arbeit
vorrangig untersuchte Einsatzvariante keine konkreten Vorgaben.

cc) Keine Entscheidung mit nachteiliger Rechtsfolge ausschlieSlich auf
Grundlage eines Treffers

Zudem muss nach Art. 26 Abs. 10 Uabs. 3 S. 2 KI-VO ,sichergestellt werden,
dass die Strafverfolgungsbehorden keine ausschliefSlich auf der Grundlage
der Ausgabe solcher Systeme zur nachtraglichen biometrischen Fernidenti-

665 Hierzu Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 537 f. mwN.
666 So auch die englische Textfassung ,legally acquired video footage®
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fizierung beruhende Entscheidung, aus der sich eine nachteilige Rechtsfol-
ge fiir eine Person ergibt, treffen”. Hierbei stellen sich mehrere Fragen.

UnKlar ist zunéchst das Verhdltnis zu Art. 14 Abs. 5 KI-VO, der Vorgaben
fiir die menschliche Aufsicht von Hochrisiko-KI-Systemen macht. Dieser
sieht bereits ausdriicklich vor, dass bei biometrischen Fernidentifizierungs-
systemen die Vorkehrungen zur menschlichen Aufsicht so gestaltet sein
miissen, dass ,der Betreiber keine Mafinahmen oder Entscheidungen allein
aufgrund des vom System hervorgebrachten Identifizierungsergebnisses
trifft, solange diese Identifizierung nicht von mindestens zwei natiirlichen
Personen, die die notwendige Kompetenz, Ausbildung und Befugnis besit-
zen, getrennt iiberpriift und bestitigt wurde®.

Auf den ersten Blick konnte man denken, dass Art.26 Abs.10 Uabs. 3
S.2 KI-VO eine lex specialis Vorschrift zu Art. 14 Abs.5 KI-VO sei. Denn
Art. 14 Abs.5 KI-VO trifft Regelungen zur menschlichen Aufsicht bei den
in Anhang III Nr.1 lit. a genannten Hochrisiko-KI-Systemen (biometrische
Fernidentifizierungssysteme); dazu zahlen sowohl Echtzeit- als auch nach-
tragliche Fernidentifizierungssysteme, und es werden alle biometrischen
Fernidentifizierungssysteme erfasst, ungeachtet dessen, in welchem Bereich
sie verwendet werden (z. B. Strafverfolgung, Migration, Grenzkontrolle,
aber auch kommerzielle Verwendung durch private Unternehmen). Da
Art. 26 Abs. 10 Uabs. 3 S. 2 KI-VO sich allein auf Systeme zur nachtraglichen
Fernidentifizierung im Bereich der Strafverfolgung bezieht, konnte die Vor-
schrift spezieller sein. Allerdings erwéhnt Art. 14 Abs. 5 Uabs. 2 KI-VO den
Bereich der Strafverfolgung ausdriicklich.

Gegen eine Einordnung des Art.26 Abs.10 Uabs. 3 S.2 KI-VO als lex
specialis Regelung spricht auch, dass die Stofirichtung jeweils eine andere
ist. Art.14 Abs.5 KI-VO legt Vorgaben fiir die technische Ausgestaltung
von biometrischen Fernidentifizierungssystemen fest; Adressat ist der An-
bieter des KI-Systems, nicht der Betreiber.®%” Dagegen diirfte Art. 26 Abs. 10
Uabs. 3 S.2 KI-VO als eine direkte Regelung (oder zumindest ein an die
Mitgliedstaaten gerichteter Regelungsauftrag) zu verstehen sein, die unmit-
telbar die Erméachtigungsgrundlage zum Einsatz automatisierter Gesichts-
erkennung ausgestaltet. Art. 26 Abs. 10 Uabs. 3 S. 2 KI-VO und Art. 14 Abs. 5
KI-VO sind daher beide nebeneinander anzuwenden.

Unklar ist weiterhin, was es bedeutet, sicherzustellen, ,,dass die Straf-
verfolgungsbehorden keine ausschliefllich auf der Grundlage der Ausgabe

667 Kapitel II. B. 1. 1. b) gg).
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solcher Systeme zur nachtriglichen biometrischen Fernidentifizierung be-
ruhende Entscheidung, aus der sich eine nachteilige Rechtsfolge fiir eine
Person ergibt, treffen”. Erstens: Wann ist im Strafverfahren von einer ,nach-
teiligen Rechtsfolge® - statt einer hier dem Wortlaut nach nicht ausrei-
chenden ,erheblichen Beeintrachtigung“ - auszugehen?¢%® Eine nachteilige
Rechtsfolge ist im Strafverfahren jedenfalls zu bejahen bei der Anklageerhe-
bung (§ 170 Abs. 1 StPO), der Eroffnung des Hauptverfahrens (§ 203 StPO),
bei einer Verurteilung, bei Erlass eines Strafbefehls (§§ 407 ff. StPO) und
wohl jedenfalls bei den Einstellungen, die mit nachteiligen Rechtsfolgen
einhergehen (z. B. Geldauflage bei § 153a StPO).°®® Auch die Anordnung
von grundrechtseingreifenden Ermittlungsmafinahmen stellt eine nachteili-
ge Rechtsfolge dar,®’0 da dem Betroffenen insoweit eine Duldungspflicht
auferlegt wird.

Zweitens stellt sich die Frage: Wann beruht eine Entscheidung ,aus-
schliefllich® auf der Grundlage des biometrischen Fernidentifizierungssys-
tems (,decision [...] based solely on the output of such post-remote
biometric identification systems*)? Geht es darum, wie stark und auf
welche Weise ein Mensch involviert war, sodass die Entscheidung nicht
mehr ausschliefSlich auf dem System beruht? Art.26 Abs.10 Uabs. 3 S.2
KI-VO kénnte aber auch anders zu verstehen sein, ndmlich so, dass ne-
ben dem Identifizierungsergebnis des biometrischen Fernidentifizierungs-
systems (unabhingig davon, ob dieses durch einen Menschen bestitigt

668 Zur Unterscheidung zwischen nachteiliger Rechtsfolge einerseits und erheblicher
Beeintrichtigung andererseits mit Blick auf die JI-Richtlinie tiberzeugend Riickert,
Digitale Daten als Beweismittel im Strafverfahren, 2023, 569 f.

669 So auch zu Art.11 JI-RL, § 54 BDSG Riickert, Digitale Daten als Beweismittel im
Strafverfahren, 2023, 569.

670 So auch mit Blick auf Art. 11 Abs. 1, 2 JI-RL Riickert, Digitale Daten als Beweismittel
im Strafverfahren, 2023, 569; etwas weiter (ebenfalls zu Art. 11 JI-RL) wohl Golla,
NJW 2021, 667, 672 Fn.53 (,Die Annahme eines Tatverdachts und die darauf be-
ruhende Einleitung eines Ermittlungsverfahren[s] diirfte jedenfalls als nachteilige
Rechtsfolge anzusehen sein.“); vgl. auch Golla, in: Chibanguza/Kuf3/Steege, Kiinst-
liche Intelligenz, 2022, 2. Teil: § 9 A. KI-Einsatz bei der Polizei Rn. 13. Siehe aufier-
dem Martini, der in polizeilichen Mafinahmen wohl (zumindest) eine erhebliche
Beeintriachtigung sieht, Martini, NVwZ-Extra 1-2/2022, 1, 5: Gesichtserkennungs-
software ,trifftt immerhin aber auf der Grundlage des Abgleichs mit einer Daten-
bank automatisiert die Entscheidung dariiber, ob eine Person auszusondern ist und
sich deshalb polizeiliche Mafinahmen anschlieffen. Alleine diese Aussonderungs-
entscheidung kann in Ausnahmeféllen bereits eine erhebliche beeintrichtigende
Wirkung hervorrufen, die den Tatbestand des Art.11 JI-RL aktiviert"; vgl. auch
Paal/Pauly/Martini, 3. Aufl. 2021, DSGVO Art. 22 Rn. 16a.
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wurde) noch weitere Hinweise auf die Taterschaft des Identifizierten (z. B.
Anwesenheit am Tatort) vorliegen miissen. Fiir ein solches Verstdndnis
wiirde auch sprechen, dass auch die Bestatigung eines Treffers durch einen
Menschen die Entscheidung weiterhin ,auf der Grundlage® (,based on®)
des biometrischen Fernidentifizierungssystems erfolgt. Eine dhnliche Vor-
gabe haben (zumindest auf dem Papier) auch alle US-amerikanischen Straf-
verfolgungsbehdrden, die ihre internen Regelungen verdffentlicht haben
und darin vorsehen, dass ein Gesichtserkennungstreffer allein kein hinrei-
chender Grund fur eine Festnahme sein kann; es mussen weitere Hinweise
hinzukommen.®”!

Gegen ein solches Verstindnis des Art.26 Abs.10 Uabs. 3 S.2 KI-VO
(neben Gesichtserkennungstreffer und dessen Bestitigung durch Menschen
sind weitere Hinweise erforderlich) spricht allerdings, dass weitere Hinwei-
se fiir die Taterschaft des Identifizierten typischerweise gerade erst noch
durch weitere Ermittlungsmafinahmen erlangt werden kénnen. Solche -
regelmiflig grundrechtseingreifenden - Ermittlungsmafinahmen diirften
aber gar nicht erst angeordnet werden, wenn man Art.26 Abs.10 Uabs.
3 S.2 KI-VO so liest, dass hierfiir zunachst weitere Hinweise auf die Tater-
schaft vorliegen miissen. Insofern besteht auch ein Unterschied des Art. 26
Abs.10 Uabs. 3 S.2 KI-VO zu den Regelungen der US-amerikanischen
Strafverfolgungsbehorden; letztere sehen nur vor, dass keine Festnahme
allein auf Basis eines Gesichtserkennungstreffers erfolgen darf, weitere Er-
mittlungen hingegen schon. Auch spricht gegen ein solches Verstindnis
des Art.26 Abs.10 Uabs. 3 S.2 KI-VO (neben Gesichtserkennungstreffer
und dessen Bestdtigung durch Menschen sind weitere Hinweise erforder-
lich), dass sich eine dhnliche Formulierung (,decision based solely on®)
in Art.11 JI-RL findet, bei dem es zweifellos darum geht, wann automati-
sierte Entscheidungsfindung ohne menschliche Beteiligung zuldssig ist. Die
vergleichbare Formulierung in Art.26 Abs.10 Uabs. 3 S.2 KI-VO deutet
darauf hin, dass hier ebenfalls die Frage der Involvierung von Menschen
adressiert werden sollte. Es ist daher davon auszugehen, dass Art. 26 Abs. 10

671 Siehe etwa NYPD, Questions and Answers Facial Recognition, https://perma.cc/S7
YN-8H52; Michigan State Police, Facial Recognition — Frequently Asked Questions,
https://perma.cc/7CNC-BRVR (,It is an investigative lead only, requiring the
investigator to continue the criminal investigation before making any final determi-
nations, up to and including arrest.).
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Uabs. 3 S.2 KI-VO vor einer automatisierten Entscheidungsfindung ohne
menschliche Beteiligung schiitzen soll.672

Anschlieflend ist zudem zu kldren, wann bei einem solchen Verstidndnis
(wenn ein Gesichtserkennungstreffer durch einen Menschen bestitigt wur-
de, beruhen weitere Entscheidungen nicht mehr ausschliefllich auf dem
Gesichtserkennungstreffer) eine Entscheidung ausschliefSlich auf Grundla-
ge des Fernidentifizierungssystems erfolgt und wann nicht, welche Anfor-
derungen also an die menschliche Beteiligung zu stellen sind. Hier kann
an die Uberlegungen in der Literatur zu Art. 11 JI-RL (automatisierte Ent-
scheidungsfindung im Einzelfall) angekniipft werden.®”3 Danach ist eine
Entscheidung jedenfalls dann ausschliefilich automatisiert getroffen, wenn
ein Mensch die Entscheidung nur ,abnickt und ohne inhaltliche Priifung
rein formal bestitigt.®”* Teilweise werden dariiber hinaus aber nur sehr ge-
ringe Anforderungen gestellt und es fiir ausreichend erachtet, wenn sich die
Mébglichkeit zu einer abweichenden Entscheidung auf das ,Herausfiltern
von unplausiblen Entscheidungen beschrinkt.®”> Uberzeugender erscheint
es — jedenfalls im grundrechtssensiblen Bereich der Strafverfolgung —%7¢ zu
fordern, dass eine echte inhaltliche Kontrolle von einer fachlich qualifizier-
ten Person vorgenommen wird, die auch die rechtliche Kompetenz zu einer
abweichenden Entscheidung hat.”” Gerade bei einer fehleranfalligen Maf3-
nahme wie der automatisierten Gesichtserkennung sollte daher eine im
Abgleich von Gesichtern geschulte Person (z. B. eine Lichtbildsachverstin-
dige oder Lichtbildexpertin) eingesetzt werden, die zudem Funktionsweise,
Fehlerrate und Verzerrungen von Gesichtserkennungssystemen zumindest
in ihren Grundziigen versteht. Eine nur stichprobenartige Kontrolle geniigt
dabei nicht;®”8 jeder Treffer muss tiberpriift werden.

672 So wohl auch, allerdings ohne nahere Begriindung, Radtke, RDi 2024, 353, 357.

673 Vgl. aulerdem zu Art. 22 DSGVO jiingst etwa Paal/Hiiger, MMR 2024, 540.

674 Paal/Pauly/Martini, 3. Aufl. 2021, DSGVO Art.22 Rn.19; Scholz, in: Simitis/Hor-
nung/Spiecker gen. Dohmann, Datenschutzrecht, 2019, DSGVO Art.22 Rn. 26;
Golla, NJW 2021, 667, 672.

675 BeckOK DatenschutzR/von Lewinski, 46. Ed., Stand: 1.11.2023, DSGVO Art.22
Rn. 25.1.

676 Mit Blick auf Art.22 DGSVO (die ,Schwestervorschrift“ zu Art.11 JI-RL) wurde
vorgeschlagen, die Anforderungen an die menschliche Kontrolle einzelfallabhingig
nach dem Anwendungskontext zu stellen, siehe Steinbach, Regulierung algorith-
menbasierter Entscheidungen, 2021, 132,

677 Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 570 f. mwN.

678 Paal/Pauly/Martini, 3. Aufl. 2021, DSGVO Art. 22 Rn. 19.
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Unabhingig davon, wie man Art. 26 Abs. 10 Uabs. 3 S. 2 KI-VO versteht:
Es erscheint in jedem Fall sinnvoll — auch wenn die Vorschrift unmittelbar
gilt (Art. 288 Abs.2 AEUV) - diese Vorgaben direkt in einer Rechtsgrund-
lage zum Einsatz automatisierter Gesichtserkennung zu verankern. Dies gilt
umso mehr, da die Vorschrift ohnehin nur speziell fiir die nachtréigliche
biometrische Fernidentifizierung gilt.

e) Fazit

Die KI-Verordnung enthalt eine Reihe von Vorschriften fiir Hochrisiko-KI-
Systeme, darunter fiir Gesichtserkennungssysteme. Diese Vorgaben konnen
zumindest dazu beitragen, dass kiinftige Systeme keine oder weniger Ver-
zerrungen in der Erkennungsgenauigkeit zulasten einzelner Bevolkerungs-
gruppen aufweisen. Da nicht konkret festgelegt wird, wie die Genauigkeit
zu messen ist, darf die praktische Bedeutung dieser Vorschriften aber nicht
Uberbewertet werden.

Nicht adressiert werden andere Griinde, die dazu fithren kénnen, dass
bestimmte Bevolkerungsgruppen héufiger von Fehlidentifizierungen im
Zusammenhang mit Gesichtserkennung betroffen sein kénnten. Insbeson-
dere die Frage, wie die Datenbank zusammengesetzt ist, die zum Abgleich
verwendet wird, spielt hier eine entscheidende Rolle. Wenn mehr Personen
einer bestimmten Ethnie erkennungsdienstlich behandelt werden und da-
her haufiger in polizeilichen Datenbanken auftauchen, dann steigt auch ihr
Risiko, fehlerhaft identifiziert zu werden. Solche ,sozialen Verzerrungen®
blendet die KI-Verordnung aus, sie adressiert in diesem Zusammenhang
nur statistische Verzerrungen durch nicht repréisentative Datensitze.

Individuelle Rechte werden den von den KI-Systemen betroffenen Men-
schen (bis auf Art.86 KI-VO) nicht zugesprochen, insbesondere besteht
keine Pflicht, sie von der Verwendung (z. B. automatisierter Gesichtserken-
nung) zu benachrichtigen.”®

Es ist fraglich, ob die Vorgaben der KI-Verordnung geeignet sind, einen
Automation bias,%8 also ein blindes Vertrauen auf die Vorschldge von KI-
Systemen, zu verhindern. Die Vorschriften zur menschlichen Aufsicht re-
geln vorrangig technische Vorkehrungen. Ob dies ausreicht, ist zweifelhaft.

679 Hoffmann, Der nichtstaatliche Einsatz biometrischer Gesichtserkennungssysteme
nach der DSGVO, 2023, 273 schlussfolgert daher zutreffend, dass die Autonomie der
Betroffenen durch die KI-Verordnung nicht gestéarkt wird.

680 Hierzu naher Kapitel III. B. II. 3.
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Gerade im Kontext von Gesichtserkennung gibt es eine Reihe anderer als
technischer Ursachen fiir ein leichtsinniges Verlassen auf die Ergebnisse
einer Maschine, sieche hierzu Kapitel III. B. IL. 2. Auch ist die Auslegung
von Art.26 Abs.10 Uabs. 3 S.2 KI-VO unklar, sodass hierdurch keine
rechtssicheren und verbindlichen Vorgaben zur menschlichen Beteiligung
geschaffen werden.

Insgesamt sollten die (spérlichen) Regelungen zu automatisierter Ge-
sichtserkennung in der KI-Verordnung fiir die Mitgliedstaaten, darunter
Deutschland, kein Grund sein, sich auszuruhen. Im Gegenteil, dieser au-
Berste Rahmen der KI-Verordnung sollte eine Aufforderung sein, nun auf
nationaler Ebene tétig zu werden.

2. JI-Richtlinie

Beim Einsatz automatisierter Gesichtserkennung durch deutsche Strafver-
folgungsbehorden sind zudem die Vorgaben der JI-Richtlinie®® zu beach-
ten.%®2 Diese 2016 in Kraft getretene Richtlinie der EU enthélt Bestimmun-
gen zum Schutz natiirlicher Personen bei der Verarbeitung personenbezo-
gener Daten durch die zustdndigen Behdrden zum Zwecke der Verhiitung,
Ermittlung, Aufdeckung oder Verfolgung von Straftaten oder der Strafvoll-
streckung, einschliefSlich des Schutzes vor und der Abwehr von Gefah-
ren fiir die offentliche Sicherheit (Art.1 Abs.1 JI-RL). Hingegen ist die
DSGVO auf diesem Gebiet ausdriicklich nicht anwendbar, vgl. Art.2 Abs. 2
lit. d DSGVO.

Der Anwendungsbereich der JI-Richtlinie ist nach Art.2 Abs.11. V. m.
Art.1 Abs.1 JI-RL erdffnet, wenn personenbezogene Daten durch die zu-
standigen Behorden zur Strafverfolgung oder Gefahrenabwehr verarbeitet
werden. Verarbeitung meint dabei ,jeden mit oder ohne Hilfe automati-

681 Richtlinie (EU) 2016/680 des Europiischen Parlaments und des Rates vom 27. April
2016 zum Schutz natiirlicher Personen bei der Verarbeitung personenbezogener
Daten durch die zustdndigen Behorden zum Zwecke der Verhiitung, Ermittlung,
Aufdeckung oder Verfolgung von Straftaten oder der Strafvollstreckung sowie zum
freien Datenverkehr und zur Aufhebung des Rahmenbeschlusses 2008/977/]1 des
Rates (ABLL 119, 89, berichtigt durch 2018 L 127, 9 und 2021 L 74, 36). Zu
Anwendbarkeit und Kompetenzmafligkeit der JI-Richtlinie ausfiihrlich Schindler,
Biometrische Videotiberwachung, 2021, 240 ff.

682 Zur Anwendung der Regelungen der JI-Richtlinie auf Gesichtserkennung siehe
auch Europdischer Datenschutzausschuss, Guidelines 05/2022 on the use of facial
recognition technology in the area of law enforcement, Version 2.0, 2023, 19 ff.
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sierter Verfahren ausgefiihrten Vorgang oder jede solche Vorgangsreihe
im Zusammenhang mit personenbezogenen Daten wie das Erheben, das
Erfassen, die Organisation, das Ordnen, die Speicherung, die Anpassung
oder Verdnderung, das Auslesen, das Abfragen, die Verwendung, die Of-
fenlegung durch Ubermittlung, Verbreitung oder eine andere Form der
Bereitstellung, den Abgleich oder die Verkniipfung, die Einschrankung,
das Loschen oder die Vernichtung“ (Art.3 Nr.2 JI-RL). Die JI-Richtlinie
gilt nach Art.2 Abs.2 JI-RL fiir die ,ganz oder teilweise automatisierte
Verarbeitung personenbezogener Daten sowie fiir die nichtautomatisierte
Verarbeitung personenbezogener Daten, die in einem Dateisystem gespei-
chert sind oder gespeichert werden sollen® Daher fallt letztendlich jeder
Umgang mit personenbezogenen Daten zu Zwecken der Strafverfolgung
oder Gefahrenabwehr in den Anwendungsbereich der Richtlinie.®8® Der
Einsatz automatisierter Gesichtserkennung — bei dem personenbezogene
(biometrische) Daten automatisiert verarbeitet werden - ist hiervon ohne
Weiteres erfasst.684

Der Gesetzgeber hat sich gegen eine Umsetzung der Vorgaben der JI-
Richtlinie im jeweiligen Fachgesetz (z. B. StPO) entschieden und stattdes-
sen entsprechende Regelungen im BDSG getroffen. Wie Riickert allerdings
ausfithrlich und tiberzeugend darlegt, ist die Umsetzung vielfach unzurei-
chend.®8> Teilweise kann dies durch richtlinienkonforme Auslegung ,.korri-
giert werden.68¢

Die JI-Richtlinie enthilt eine Reihe an Vorschriften, die auch fiir den
Einsatz automatisierter Gesichtserkennung in der Strafverfolgung relevant
sind. Allerdings gelten diese Vorgaben fiir alle von der Richtlinie erfassten
Datenverarbeitungen; sie wiren daher meist sinnvollerweise nicht in jeder
einzelnen Rechtsgrundlage (darunter z. B. einer Rechtsgrundlage fiir au-
tomatisierte Gesichtserkennung), sondern in einer Art allgemeinem Teil
(z. B. in der StPO oder - wie derzeit versucht — im BDSG) zu regeln.®®” Die
ndhere Ausgestaltung bediirfte einer eigenen ausfiihrlichen Untersuchung.

683 Siehe auch Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 516.

684 Schindler, Biometrische Videotiberwachung, 2021, 672 mwN.

685 Vertiefend zu den einzelnen Vorgaben der JI-Richtlinie und ihrer jeweiligen Umset-
zung im BDSG Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023,
524 ft.; vgl. auch Schwichtenberg, NK 2020, 91, 101 ff.

686 Siehe etwa Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 546.

687 In einigen Fillen bieten sich aber Konkretisierungen direkt in der jeweiligen Rechts-
grundlage an, z. B. zur Ausgestaltung der Benachrichtigungspflicht (Art.13 JI-RL)
bei der jeweiligen Mafinahme.
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In dieser Arbeit wird stattdessen auf drei Vorschriften der JI-Richtlinie
eingegangen, die bei der automatisierten Gesichtserkennung besonders re-
levant werden: Art. 8 Abs. 2 JI-RL (Konkretisierung der Anforderungen an
die Bestimmtheit und Normenklarheit), Art. 10 JI-RL (Verarbeitung beson-
derer Kategorien personenbezogener Daten) und Art. 11 JI-RL (automati-
sierte Entscheidungsfindung im Einzelfall).

a) Art. 8 Abs. 2 JI-RL

Wer — anders als hier vertreten®®® — nicht bereits aus verfassungsrechtlichen
Griinden fordert, dass die Verarbeitung biometrischer Merkmale in einer
Rechtsgrundlage zum Einsatz automatisierter Gesichtserkennung genannt
wird, muss anerkennen, dass dieses Erfordernis jedenfalls aus Art. 8 Abs. 2
JI-RL folgt. Diese Vorschrift macht Vorgaben zur Ausgestaltung strafpro-
zessualer Rechtsgrundlagen, die eine Datenverarbeitung erlauben. Nach
Art. 8 Abs.2 JI-RL miissen im ,Recht der Mitgliedstaaten, das die Verar-
beitung innerhalb des Anwendungsbereichs dieser Richtlinie regelt, [...]
zumindest die Ziele der Verarbeitung, die personenbezogenen Daten, die
verarbeitet werden sollen, und die Zwecke der Verarbeitung angegeben®
werden. Ausdriicklich schreibt Art. 8 Abs. 2 JI-RL also vor, dass ,.die perso-
nenbezogenen Daten, die verarbeitet werden sollen” anzugeben sind.%®° In
einer Rechtsgrundlage, die den Einsatz automatisierter Gesichtserkennung
zur Identifizierung unbekannter Verdachtiger erlaubt, miisste also zum
Ausdruck kommen, dass biometrische Daten verarbeitet werden.®®® Dies
gilt umso mehr vor dem Hintergrund, dass — wie sogleich vertieft wird -

688 Kapitel II. A. I. 3. b); siehe auch Kapitel II. C. I. 2. d).

689 Hierzu auch Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 533f,,
der insofern wohl davon ausgeht, dass sich dieses Erfordernis nicht aus dem deut-
schen Verfassungsrecht ergibt (,geht [...] iiber die Anforderungen der verfassungs-
rechtlichen Normenklarheit und Bestimmtheit hinaus®). Anders wohl Schindler,
Biometrische Videotiberwachung, 2021, 685, der davon ausgeht, dass sich durch
Art. 8 Abs. 2 JI-RL keine gegeniiber dem deutschen Verfassungsrecht erhohten An-
forderungen ergeben.

690 Schindler, Biometrische Videoiiberwachung, 2021, 687 vertritt in diesem Zusam-
menhang, dass biometrische Daten nicht ausdriicklich als solche bezeichnet werden
miissen, sondern dass es ausreiche, wenn in der Rechtsgrundlage der Vorgang
(z. B. Abgleich von Videoaufnahmen mit einem Fahndungsbestand) beschrieben
werde und ,aus diesen Regelungen — gegebenenfalls in Verbindung mit der Geset-
zesbegriindung - hinreichend deutlich hervor[geht], dass der Einsatz biometrischer
Verfahren zur Verarbeitung biometrischer Daten zuldssig ist*
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biometrische Daten zu den Daten besonderer Kategorien zéhlen, fiir die in
Art. 10 JI-RL ein besonderes Schutzregime angeordnet wird.

b) Art. 10 JI-RL

Art. 10 JI-RL sieht erhohte Vorgaben fiir die Verarbeitung besonderer Ka-
tegorien personenbezogener Daten vor, dazu zéhlen biometrische Daten
zur eindeutigen Identifizierung einer natiirlichen Person. Diese Anforde-
rungen missen zusétzlich zu den Regelungen der KI-Verordnung zur bio-
metrischen Fernidentifizierung gewahrt werden (ErwG 39 KI-VO). Die
Verarbeitung besonderer Kategorien personenbezogener Daten ist nach
Art. 10 JI-RL nur dann erlaubt, wenn sie ,unbedingt erforderlich® ist und
vorbehaltlich ,geeigneter Garantien fiir die Rechte und Freiheiten der
betroffenen Person® erfolgt. Auflerdem muss sie nach dem Unionsrecht
oder dem Recht der Mitgliedstaaten zuléssig sein (lit. a) oder der Wahrung
lebenswichtiger Interessen der betroffenen oder einer anderen natiirlichen
Person dienen (lit.b) oder sich auf Daten beziehen, die die betroffene
Person offensichtlich 6ffentlich gemacht hat (lit. ¢). Dabei sind die Ein-
schrinkungen des Art. 10 lit. b und lit. c im Rahmen des Strafprozessrechts
nicht weiter von Bedeutung, da wegen des Gesetzesvorbehalts bei der Ver-
arbeitung personenbezogener Daten ohnehin immer eine Rechtsgrundlage
(lit. a) vorliegen muss.%®! Die entscheidenden Fragen sind daher, wann eine
Datenverarbeitung ,unbedingt erforderlich ist und was ,geeignete Garanti-
en fiir die Rechte und Freiheiten der betroffenen Person® sind.

Mit Blick auf die Formulierung ,unbedingt erforderlich® ist zundchst
festzuhalten, dass sich eine solche zwar auch in Art. 26 Abs. 10 S.2 KI-VO
findet, der Regelungen zur nachtraglichen Fernidentifizierung trifft. Aller-
dings bestehen feine Unterschiede in der Formulierung: Wihrend Art. 10
JI-RL darauf abstellt, dass die Verarbeitung der Daten unbedingt erforder-
lich sein muss, wird in Art. 26 Abs. 10 S.2 KI-VO formuliert, dass die Ver-
wendung biometrischer Fernidentifizierung (also die Datenverarbeitung)
auf das fiir die Ermittlung einer bestimmten Straftat unbedingt erforderli-
che Maf§ zu beschréanken ist (vgl. auch ErwG 95 KI-VO: unbedingt erfor-
derliche Weise). Art. 10 JI-RL adressiert mit der ,unbedingten Erforderlich-
keit“ das ,Ob“ der Datenverarbeitung, Art. 26 Abs. 10 S. 2 KI-VO das ,Wie®.

691 So auch Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 537.
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Daher enthalt Art. 10 JI-RL gegeniiber der KI-Verordnung insofern eine
zusdtzliche Voraussetzung. Entscheidend ist deshalb, was genau damit ge-
meint ist, dass die Datenverarbeitung ,unbedingt erforderlich“ sein muss.
Dies ist in der datenschutzrechtlichen Literatur umstritten;®®? so wird
etwa vertreten, dass eine besonders strenge Verhdltnismafligkeitspriifung
erforderlich sei,® dass die Einschatzungsprarogative der verantwortlichen
datenverarbeitenden Stelle eingeschrankt werde,®* dass die Datenverarbei-
tung ,beinahe unverzichtbar“®®> sein miisse oder dass eine ,Vorgewichtung
der Verhiltnismafligkeitspriifung ieS zugunsten der grundrechtlichen In-
teressen des Betroffenen stattfinde®®®. Einigkeit besteht aber zumindest
dahingehend, dass die Anforderungen {iber eine normale Verhaltnismafig-
keitspriifung hinausgehen. Die ,unbedingte Erforderlichkeit® der Verarbei-
tung biometrischer Merkmale stellt insofern eine zusitzliche Voraussetzung
dar, die beim Einsatz automatisierter Gesichtserkennung zu beachten ist.
Dies kann entweder dadurch erreicht werden, dass in einer Rechtsgrund-
lage fiir automatisierte Gesichtserkennung das Erfordernis der ,unbeding-
ten Erforderlichkeit” der Datenverarbeitung direkt verankert wird oder
dadurch, dass neben der Rechtsgrundlage fiir automatisierte Gesichtser-
kennung immer auch die Vorschrift des § 48 BDSG zu beachten ist,%”
die deutsche Umsetzungsnorm®? zu Art.10 JI-RL. Ersteres erscheint vor-
zugswiirdig, da durch eine Regelung direkt in der Rechtsgrundlage bes-
ser sichergestellt werden kann, dass die ,unbedingte Erforderlichkeit der
Datenverarbeitung tatsichlich gepriift wird. Derzeit scheinen die Strafver-
folgungsbehorden, soweit bekannt, ndmlich beim Einsatz automatisierter
Gesichtserkennung § 48 BDSG nicht heranzuziehen.®%

Art. 10 JI-RL schreibt auflerdem vor, dass die Verarbeitung besonderer
Kategorien personenbezogener Daten ,geeigneter Garantien fiir die Rechte
und Freiheiten der betroffenen Person® bedarf. Diese Vorgabe hat der deut-

692 Siehe etwa den Uberblick und die Nachweise bei Arzt, DOV 2023, 991, 996.

693 BeckOK DatenschutzR/Albers/Schimke, 46. Ed., Stand: 1.8.2023, BDSG § 48 Rn. 28;
wohl auch Schindler, Biometrische Videoiiberwachung, 2021, 684 f.

694 Paal/Pauly/Frenzel, 3. Aufl. 2021, BDSG § 48 Rn. 3.

695 Kiihling/Buchner/Schwichtenberg, 4. Aufl. 2024, BDSG § 48 Rn. 3.

696 Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 575 f.

697 Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 537; Kiih-
ling/Buchner/Schwichtenberg, 4.Aufl. 2024, BDSG §48 Rn.5; Gola/Heckmann/
Braun, 3. Aufl. 2022, BDSG § 48 Rn. 11.

698 Vgl. BT-Drs. 18/11325, 111; kritisch zur Umsetzung des Art.10 JI-RL durch § 48
BDSG Arzt, DOV 2023, 991, 996 ff.

699 Siehe etwa BT-Drs. 19/14952, 2 f.
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sche Gesetzgeber in § 48 Abs. 2 BDSG umgesetzt (,Werden besondere Kate-
gorien personenbezogener Daten verarbeitet, sind geeignete Garantien fiir
die Rechtsgiiter der betroffenen Personen vorzusehen.“) und dabei einen
nicht abgeschlossenen Katalog moglicher Schutzmafinahmen benannt. Ge-
eignete Garantien konnen, so § 48 Abs. 2 BDSG, insbesondere sein: spezifi-
sche Anforderungen an die Datensicherheit oder die Datenschutzkontrolle
(Nr.1), die Festlegung von besonderen Aussonderungspriiffristen (Nr.2),
die Sensibilisierung der an Verarbeitungsvorgiangen Beteiligten (Nr. 3), die
Beschriankung des Zugangs zu den personenbezogenen Daten innerhalb
der verantwortlichen Stelle (Nr. 4), die von anderen Daten getrennte Verar-
beitung (Nr.5), die Pseudonymisierung personenbezogener Daten (Nr. 6),
die Verschlisselung personenbezogener Daten (Nr.7) oder spezifische Ver-
fahrensregelungen, die im Fall einer Ubermittlung oder Verarbeitung fiir
andere Zwecke die Rechtmafligkeit der Verarbeitung sicherstellen (Nr. 8).
Das Ergreifen dieser oder anderer Schutzmafinahmen liegt damit im Er-
messen der zustindigen Behorde.”00

Diese Umsetzung diirfte den Anforderungen des verfassungsrechtlichen
Gebots der Bestimmtheit und Normenklarheit nicht gerecht werden. Jeden-
falls bei erheblichen Eingriffen — und das ist bei Verarbeitung der in Art. 10
JI-RL genannten Daten regelméfiig der Fall — miissten die Schutzmafinah-
men vom Gesetzgeber (und unter Umstinden auch spezifisch fiir die
jeweilige Datenverarbeitung) festgelegt werden.”®! Bei einer eingriffsintensi-
ven Mafinahme wie der automatisierten Gesichtserkennung sollten diese
Vorgaben vorrangig von der Legislative geschaffen werden. Welche Schutz-
mafinahmen erforderlich und zweckmifiig sind, bedarf auch einer naheren
Untersuchung der internen Vorgdnge der Strafverfolgungsbehorden, die
hier nicht geleistet werden kann. Weitere sinnvolle Garantien - wie sie auch
in dieser Arbeit vorgeschlagen werden - wiren etwa ein Richtervorbehalt,
eine verpflichtende Uberpriifung der Suchergebnisse durch Lichtbildsach-
verstdndige und -experten, Schulungen innerhalb der Polizei zum Umgang
mit Gesichtserkennungstreffern und Berichte fiir die Offentlichkeit.

700 Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 539; BeckOK Da-
tenschutzR /Albers/Schimke, 46. Ed., Stand: 1.8.2023, BDSG § 48 Rn. 32; Gola/Heck-
mann/Braun, 3. Aufl. 2022, BDSG § 48 Rn. 14.

701 In diese Richtung wohl auch Riickert, Digitale Daten als Beweismittel im Straf-
verfahren, 2023, 539; Schantz/Wolff, Das neue Datenschutzrecht, 2017, Rn.722;
Gola/Heckmann/Braun, 3. Aufl. 2022, BDSG § 48 Rn. 15. Anders Schindler, Biome-
trische Videoiiberwachung, 2021, 689. Differenzierend BeckOK DatenschutzR/Al-
bers/Schimke, 46. Ed., Stand: 1.8.2023, BDSG § 48 Rn. 32.
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¢) Art. 11 JI-RL

Zu untersuchen ist auflerdem, ob Art.11 JI-RL7? gegeniiber dem Verfas-
sungsrecht und der KI-Verordnung zusitzliche Vorgaben fiir den Einsatz
automatisierter Gesichtserkennung zur Identifizierung unbekannter Ver-
dachtiger macht. Art. 11 Abs.1 JI-RL verbietet grundsatzlich automatisierte
Entscheidungen, die eine nachteilige Rechtsfolge fiir die betroffene Person
haben oder sie erheblich beeintrachtigen.”’* Eine Ausnahme besteht, wenn
eine automatisierte Entscheidung nach dem Unionsrecht oder dem Recht
des entsprechenden Mitgliedstaats erlaubt ist und dort geeignete Garantien
fur die Rechte und Freiheiten der betroffenen Person (zumindest aber das
Recht auf personliches Eingreifen seitens des Verantwortlichen) festgelegt
sind. Art.11 Abs.2 JI-RL erhoht diese Anforderungen an Schutzgarantien
noch einmal fiir Entscheidungen, die auf besonderen Kategorien personen-
bezogener Daten nach Art.10 JI-RL beruhen; dazu gehort automatisierte
Gesichtserkennung, da hier biometrische Daten verarbeitet werden.

aa) Verhaltnis zu Art. 26 Abs. 10 Uabs. 3 S. 2 KI-VO
Fraglich ist zundchst das Verhdltnis von Art.11 Abs.1, 2 JI-RL zu Art. 26

Abs. 10 Uabs. 3 S.2 KI-VO.704 Letzterer schreibt vor, dass die Strafverfol-
gungsbehorden keine ausschliefflich auf der Grundlage der Ausgabe von

702 Die Vorschrift wurde im deutschen Recht in § 54 BDSG umgesetzt, allerdings nicht
vollstindig, siehe hierzu Riickert, Digitale Daten als Beweismittel im Strafverfahren,
2023, 573f; Sydow/Marsch DS-GVO/BDSG/Helfrich, 3. Aufl. 2022, BDSG § 54
Rn. 5.

703 Zu einer Nihe des grundsitzlichen Verbots vollautomatisierter Entscheidungen
(Art. 11 Abs.1 JI-RL bzw. die ,Schwestervorschrift® Art.22 Abs.1 DSGVO) zur
Menschenwiirde etwa Paal/Hiiger, MMR 2024, 540; Radtke, RDi 2024, 353, 3551.;
Malorny, RAA 2022, 170, 176; Malorny, JuS 2022, 289, 295; Golla, NJW 2021, 667,
672; Golla, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, 2. Teil: §9
A. KI-Einsatz bei der Polizei Rn.12f,; Paal/Pauly/Martini, 3. Aufl. 2021, DSGVO
Art. 22 Rn. 29b; Geminn, DOV 2020, 172, 176; Golla, DOV 2019, 673, 678f.; Golla,
in: Donath/Bretthauer u. a., Verfassungen - ihre Rolle im Wandel der Zeit. 59. As-
sistententagung Offentliches Recht, 2019, 183, 196; Orwat, Diskriminierungsrisiken
durch Verwendung von Algorithmen, 2019, 91f.; Ernst, JZ 2017, 1026, 1030; Martini,
DOV 2017, 443, 452; in eine dhnliche Richtung auch Vasel/Heck, NVwZ 2024, 540,
544.

704 Zum Unterschied zwischen Art. 11 JI-RL und Art. 14 Abs.5 Uabs. 1 KI-VO gilt das
oben (Kapitel II. B. I. 1. d) cc) zum Unterschied zwischen Art. 26 Abs. 10 Uabs. 3 S. 2
KI-VO und Art. 14 Abs. 5 Uabs. 1 KI-VO Gesagte.
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Systemen zur nachtriglichen biometrischen Fernidentifizierung beruhende
Entscheidung treffen diirfen, aus der sich eine nachteilige Rechtsfolge fiir
eine Person ergibt. Zwischen Art.26 Abs.10 Uabs. 3 S.2 KI-VO einerseits
und Art. 11 Abs. 1, 2 JI-RL andererseits bestehen mehrere Unterschiede:
Erstens bezieht sich Art.26 Abs.10 Uabs. 3 S.2 KI-VO nur auf Systeme
zur nachtriglichen biometrischen Fernidentifizierung (in der Strafverfol-
gung), Art. 11 Abs. 1, 2 JI-RL hingegen allgemein auf Strafverfolgungsmaf3-
nahmen.”%> Zweitens verbietet Art. 26 Abs.10 Uabs. 3 S.2 KI-VO nur eine
automatisierte Entscheidung, aus der sich eine ,nachteilige Rechtsfolge® fiir
eine Person ergibt; Art. 11 Abs. 1, 2 KI-VO untersagt hingegen grundsitzlich
eine automatisierte Entscheidung, die eine ,nachteilige Rechtsfolge® fiir die
betroffene Person hat oder sie ,erheblich beeintrichtigt®. Zwischen einer
nachteiligen Rechtsfolge und einer erheblichen Beeintrachtigung besteht
jedoch ein Unterschied;”%¢ letztere ist weiter zu verstehen und umfasst
etwa auch nur faktisch (nicht rechtlich) beeintrichtigende Mafinahmen
wie Ermittlungsmafinahmen bei Dritten, die fiir den Beschuldigten stigma-
tisierende Wirkung haben.”®” Drittens liegt ein betrachtlicher Unterschied
zwischen Art. 26 Abs. 10 Uabs. 3 S. 2 KI-VO und Art. 11 Abs. 1, 2 JI-RL darin,
dass ersterer die entsprechenden automatisierten Entscheidungen absolut
verbietet, wihrend letzterer Ausnahmen vorsieht (Rechtsgrundlage im Uni-
ons- oder entsprechenden mitgliedstaatlichen Recht und Schutzgarantien).
Die KI-Verordnung enthélt an mehreren Stellen Aussagen zu ihrem
Verhiltnis zu Vorgaben der JI-Richtlinie (siche etwa ErwG 38, 39, 70,
94, 95 KI-VO), nicht jedoch zu Art.11 JI-RL. Wire Art.26 Abs.10 Uabs.
3 8.2 KI-VO eine lex specialis Regelung’®, die Art.11 JI-RL verdringt,
wiirde dies insbesondere bedeuten, dass im Zusammenhang mit biometri-
scher Fernidentifizierung eine automatisierte Entscheidung, die ,nur® eine
erhebliche Beeintrdchtigung (so Art. 11 Abs.1JI-RL) verursacht - statt einer

705 In beiden Fillen sind auch (nach deutschem Verstidndnis) gefahrenabwehrrechtliche
Mafinahmen erfasst.

706 Siehe zu Art.11 JI-RL Riickert, Digitale Daten als Beweismittel im Strafverfahren,
2023, 569 1.

707 Uberzeugend Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 569.

708 Eisenberger, in: Martini/Wendehorst, KI-VO, Art.26 Rn. 61 vertritt, dass aus der
Regelung des Art. 26 Abs. 10 Uabs. 3 S. 2 KI-VO ,im Umbkehrschluss [...] [folgt], dass
Entscheidungen, die keine nachteiligen Rechtsfolgen nach sich ziehen, alleine auf
Grundlage der Ausgabe eines nachtriglichen biometrischen Fernidentifizierungs-
systems getroffen werden konnen®. Allerdings bleibt unklar, ob sie damit tatséchlich
auch eine Verdrangung von Art. 11 Abs. 1, 2 JI-RL meint.
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nachteiligen Rechtsfolge — nicht verboten, sondern erlaubt ist. In dieser
Hinsicht ware dann das Schutzniveau des Art.11 Abs.1 JI-RL fir den
Bereich der nachtriglichen biometrischen Fernidentifizierung abgesenkt.
Dies kann wohl kaum gewollt sein, zumal die KI-Verordnung in den Erwé-
gungsgriinden den eingriffsintensiven Charakter der nachtraglichen biome-
trischen Fernidentifizierung ausdriicklich betont’®® und gerade zu dieser
speziellen Strafverfolgungsmafinahme — anders als zu anderen Strafverfol-
gungsmafinahmen - besondere Regelungen schafft (insbesondere Art.26
Abs. 10 KI-VO). Es ist daher davon auszugehen, dass die Schutzvorkehrun-
gen des Art. 26 Abs. 10 Uabs. 3 S. 2 KI-VO einerseits und des Art. 11 Abs. 1, 2
JI-RL anderseits nebeneinander bestehen.

Art. 26 Abs. 10 Uabs. 3 S. 2 KI-VO enthilt insofern ein héheres Schutzni-
veau, dass ohne Ausnahmemdglichkeit die dort erwédhnten automatisierten
Entscheidungen verboten werden, aus denen sich eine nachteilige Rechts-
folge fiir eine Person ergibt. Art.11 Abs.1, 2 JI-RL beinhaltet dahingehend
einen weiteren Schutz, dass grundsitzlich auch automatisierte Entschei-
dungen, die zu erheblichen Beeintrachtigungen einer Person fithren, unter-
sagt sind.

bb) Weitergehende Vorgaben

Wie genau dieser (in Teilen) weitere Schutz des Art. 11 Abs. 1, 2 JI-RL beim
Einsatz automatisierter Gesichtserkennung aussieht, héngt davon ab, wie
man die Vorschrift auslegt.

Zunichst stellt sich die Frage, wann eine ,Entscheidung, die eine [Per-
son] erheblich beeintrichtigt®, vorliegt. Der Begriff der ,Entscheidung® ist
dabei weit zu verstehen.”!? Teilweise wird - unter Verweis auf die Gesetzes-
begriindung zu § 54 BDSG - vertreten, dass hierunter nur Handlungen mit
Auflenwirkung fallen.”!! An der entsprechenden Stelle der Gesetzesbegriin-
dung findet sich der folgende Passus: ,Um eine [...] ,Entscheidung, die eine
nachteilige Rechtsfolge fiir die betroffene Person hat; zu sein, muss es sich

709 ErwG 95.

710 Vgl. nur zuletzt im SCHUFA-Urteil des EuGH zu Art. 22 DSG-VO, EuGH, Urt. v.
7.12.2023, OQ/Land Hessen, C-634/21, Rn. 44 ff.; dazu instruktiv etwa Radtke, RDi
2024, 353.

711 BeckOK DatenschutzR/Mundil, 46. Ed., Stand: 1.8.2023, BDSG § 54 Rn.3b; Go-
la/Heckmann/Braun, 3. Aufl. 2022, BDSG § 54 Rn. 8.
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bei einer solchen Entscheidung um einen Rechtsakt mit Auflenwirkung
gegeniiber der betroffenen Person - regelmifiig einen Verwaltungsakt —
handeln. Interne Zwischenfestlegungen oder -auswertungen, die Ausfluss
automatisierter Prozesse sind, fallen nicht hierunter7?> Dabei tiberzeugt
allerdings bereits der Verweis auf diese Gesetzesbegriindung in diesem
Zusammenhang wenig, denn diese nennt nur die ,Entscheidung, die eine
nachteilige Rechtsfolge hat, nicht die — in Art. 11 JI-RL, § 54 BDSG eben-
falls genannte und hier relevante - ,,Entscheidung, die eine [Person] erheb-
lich beeintrichtigt®

Aber auch inhaltlich wiére es wenig tiberzeugend, unter ,erhebliche be-
eintrachtigende Entscheidungen® nur Mafinahmen mit Aulenwirkung zu
subsumieren, denn dann hitte das Merkmal ,erhebliche Beeintrachtigung®
neben ,nachteiliger Rechtsfolge® keine eigenstindige Bedeutung mehr. Jede
Mafinahme mit Auflenwirkung in Strafverfolgung und Gefahrenabwehr hat
zugleich eine nachteilige Rechtsfolge fiir die betroffene Person, denn sie ist
zumindest verpflichtet, die Mafinahme zu dulden.”?

Riickert erlautert dies iiberzeugend im Zusammenhang mit der Beja-
hung eines Anfangsverdachts: ,Die blofe Bejahung eines Tatverdachts hat
noch keine unmittelbare Auflenwirkung gegeniiber dem Tatverdédchtigen.
Diese entsteht erst durch die Ergreifung von Ermittlungsmafinahmen auf
Grundlage des Tatverdachts. Wegen des Legalititsprinzips (§160 Abs.1
StPO) muss die Staatsanwaltschaft nach Bejahung des Tatverdachts durch
eine ausschliefllich automatisierte Entscheidung Ermittlungsmafinahmen
gegeniiber dem Tatverdachtigen ergreifen, um den Sachverhalt zu erfor-
schen. Wiirde sich der Schutz von Art. 11 RL, § 54 BDSG in einem solchen
Fall auf die Anordnung der Ermittlungsmafinahmen beschrinken, wiirde
das Schutzziel - die Verhinderung von allein durch Maschinen getroffene,
nachteilige Entscheidungen — nicht erreicht, weil zwar iiber das ,Wie“ der
Mafinahmen noch von Menschen entschieden wiirde, wegen § 160 Abs. 1
StPO aber nicht mehr iber das ,,Ob“* Dem ist zuzustimmen. Die Beja-
hung eines Anfangsverdachts ist bereits eine erheblich beeintrichtigende
Entscheidung im Sinne des Art. 11 Abs. 1, 2 JI-RL.7*

712 BT-Drs. 18/11325, 112.

713 So richtig Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 569.

714 Golla, in: Chibanguza/Kufi/Steege, Kiinstliche Intelligenz, 2022, 2. Teil: § 9 A. KI-
Einsatz bei der Polizei Rn.13. Noch etwas weiter Golla, NJW 2021, 667, 672 Fn. 53,
der hier wohl sogar eine ,nachteilige Rechtsfolge“ annimmt (,Die Annahme eines
Tatverdachts und die darauf beruhende Einleitung eines Ermittlungsverfahren(s]
diirfte jedenfalls als nachteilige Rechtsfolge anzusehen sein.). Wohl auch Martini,
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Fir die automatisierte Gesichtserkennung bedeutet dies Folgendes:
Wenn - wie derzeit im Rahmen des GES praktiziert - das Gesichtser-
kennungssystem nur eine Vorschlagsliste prasentiert und die tatsdchliche
Auswahl des Verdiachtigen durch Lichtbildsachverstindige und Lichtbildex-
perten erfolgt, dann diirfte erst mit der Auswahl durch diese Menschen
ein (individualisierter) Anfangsverdacht anzunehmen sein. Die Bejahung
des Anfangsverdachts erfolgt dann durch einen Menschen. Es muss sich
allerdings bei dem Menschen um eine ausreichend geschulte und mit
der Funktionsweise des Gesichtserkennungssystems vertraute Person mit
hinreichender Entscheidungskompetenz zur Verwerfung der Gesichtser-
kennungstreffer handeln””® und dieser Mensch muss den Treffer sinnvoll
inhaltlich priifen. Bei der Verwendung des GES geht die menschliche Be-
teiligung aktuell noch dariiber hinaus, denn die Lichtbildsachverstdndigen
und -experten iiberpriifen nicht nur einen Treffer, sondern wiahlen selbst
aktiv aus der Kandidatenliste den Verdédchtigen aus. Da der Anfangsver-
dacht dann tiberhaupt erst durch die Menschen individualisiert wird, liegt
keine automatisierte Entscheidung im Sinne des Art. 11 Abs. 1, 2 JI-RL, § 54
BDSG vor.”6

NVwZ-Extra 1-2/2022, 1, 5: Gesichtserkennungssoftware ,trifft immerhin aber auf
der Grundlage des Abgleichs mit einer Datenbank automatisiert die Entscheidung
dariiber, ob eine Person auszusondern ist und sich deshalb polizeiliche Mafinahmen
anschlieflen. Alleine diese Aussonderungsentscheidung kann in Ausnahmefillen
bereits eine erhebliche beeintrachtigende Wirkung hervorrufen, die den Tatbestand
des Art.11 JI-RL aktiviert.. Sehr weit etwa auch Schantz/Wolff, Das neue Daten-
schutzrecht, 2017, Rn. 738. Anders wohl Rademacher, AGR 2017, 366, 387 (allerdings
im Kontext von Alarmmeldungen beim Predictive Policing, also im Bereich der
Gefahrenabwehr, und noch zu § 6a Abs.1 BDSG a. F.). Nicht ganz eindeutig bei
Rademacher, in: Zimmer, Regulierung fiir Algorithmen und Kiinstliche Intelligenz,
2021, 229, 248.

715 Sie dazu die Ausfithrungen zu Art. 26 Abs. 10 Uabs. 3 S.2 KI-VO und die entspre-
chenden Nachweise in Kapitel II. B. I. 1. d) cc).

716 Ob sich aus dem SCHUFA-Urteil des EuGH (zu Art.22 DSGVO) eine andere
Bewertung ergibt, bediirfte ndherer Untersuchung. Nach dieser Entscheidung ist
bereits die Erstellung eines Score-Werts (Prognose/Wahrscheinlichkeitswert mit
Blick auf ein zukiinftiges Verhalten wie z. B. die Riickzahlung eines Kredits) eine
Entscheidung im Sinne des Art.22 DSGVO, wenn dieser Score-Wert an einen
dritten Verantwortlichen {ibermittelt wird und jener Dritte diesen Wert seiner
Entscheidung iiber die Begriindung, Durchfithrung oder Beendigung eines Ver-
tragsverhéltnisses mit der betroffenen Person ,mafigeblich® zugrunde legt (EuGH,
Urt. v. 712.2023, OQ/Land Hessen, C-634/21, Rn. 40 ff.). Nach dem EuGH besteht
eine Vermutung fiir die Mafigeblichkeit des Score-Werts, wenn ,,im Fall eines von
einem Verbraucher an eine Bank gerichteten Kreditantrags ein unzureichender
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Anders konnte dies sein, wenn die Uberpriifung und Auswahl durch
Experten abgeschafft und stattdessen automatisch der Top-1-Treffer des
Gesichtserkennungssystems an den Ermittler weitergeleitet wiirde. Hier
kann es zu Fillen kommen, in denen der Ermittler nicht in der Lage
ist, den Treffer sinnvoll zu tiberpriifen - entweder mangels spezifischer
Kompetenz im Vergleich von Gesichtern oder vor allem, weil er die (aus
Sicht der Technologie bestehende) Ahnlichkeit nicht nachvollziehen”” und
begriinden kann. Gerade bei sehr verschwommenen Bildern oder bei Bede-
ckung eines GrofSteils des Gesichts (z. B. mit einer Atemschutzmaske) kann
dies vorkommen.”® In solchen Fillen wiirde der Anfangsverdacht nicht
mehr von einem Menschen begriindet, sondern der Ermittler miisste und
wiirde einzig auf das Ergebnis des Gesichtserkennungssystems abstellen.
Dies wire eine grundsétzlich unzulédssige automatisierte Entscheidung im
Sinne des Art. 11 Abs. 1, 2 JI-RL, § 54 BDSG. (Wohlbemerkt ist es dabei irre-
levant, ob die Gesichtserkennungstechnologie besonders zuverlassig oder
sogar zuverlassiger als Menschen funktioniert. Art.11 JI-RL statuiert ein
— in dieser Pauschalitit durchaus kritikwiirdiges - ,Primat der menschli-
chen Letztentscheidung“’’®.) Nicht ausreichend ist es dabei auch, wenn am
Training des Algorithmus ein Mensch beteiligt ist, denn dadurch nimmt
er keinen Einfluss auf die Entscheidung im Einzelfall.”? Das bedeutet,
dass eine Umstellung der Prozesse auf eine automatische Weiterleitung des
Top-1-Treffer des Gesichtserkennungssystems direkt an den Ermittler als

Wahrscheinlichkeitswert in nahezu allen Fillen dazu [fithrt], dass die Bank die Ge-
wihrung des beantragten Kredits ablehnt.“ (Rn. 48). Ubertragen auf das Sicherheits-
recht stellt sich daher die Frage, ob auch von einer automatisierten Entscheidung
im Sinne des Art. 11 JI-RL auszugehen ist, wenn ein Wahrscheinlichkeitswert (z. B.
eines Gesichtserkennungssystems im Hinblick auf die Ahnlichkeit zweier Gesichter)
oberhalb einer bestimmten Schwelle in nahezu allen Fallen dazu fiihrt, dass (von
den tiberpriifenden Menschen) ein Anfangsverdacht bejaht wird.

717 1In diese Richtung auch Riickert, Digitale Daten als Beweismittel im Strafverfahren,
2023, 572 1. zu sog. Blackbox-Tools.

718 Genau genommen wiirde sich dieses Problem allerdings auch stellen, wenn Licht-
bildsachverstindige oder -experten den Top-I-Treffer iiberpriifen wiirden und es
sich um ein Bild handelt, bei dem selbst Experten die vom Gesichtserkennungssys-
tem bejahte Ahnlichkeit aber nicht mehr nachvollziehen kénnen.

719 Gola/Heckmann/Schulz, 3. Aufl. 2022, DS-GVO Art. 22 Rn.2; siehe auch Radtke,
RDi 2024, 353, 355.

720 In diese Richtung auch Riickert, Digitale Daten als Beweismittel im Strafverfahren,
2023, 570; BeckOK DatenschutzR/von Lewinski, 46. Ed., Stand: 1.11.2023, DSGVO
Art. 22 Rn.23.2; Paal/Pauly/Martini, 3. Aufl. 2021, DSGVO Art.22 Rn.19b; Kum-
kar/Roth-Isigkeit, JZ 2020, 277, 279.
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automatisierte Entscheidung im Sinne des Art. 11 Abs. 1, 2 JI-RL, § 54 BDSG
(mindestens) auch die Anforderungen des Art. 11 Abs. 1, 2 JI-RL, § 54 BDSG
erfilllen muss. Erforderlich ist dafiir eine ausdriickliche’?! Erméachtigung
zur vollautomatisierten Entscheidungsfindung im Unionsrecht oder im na-
tionalen Recht und Schutzgarantien im Sinne der Vorschrift.

d) Fazit

Aus der JI-Richtlinie ergeben sich zusitzliche Vorgaben fiir den Einsatz
automatisierter Gesichtserkennung in der Strafverfolgung. Jedenfalls aus
Art.8 Abs.2 JI-RL (wenn nicht bereits aus dem verfassungsrechtlichen
Gebot der Bestimmtheit und Normenklarheit) folgt, dass die Verarbeitung
biometrischer Daten ausdriicklich in der Rechtsgrundlage anzugeben ist.
Aus Art. 10 JI-RL folgt, dass die Verarbeitung biometrischer Daten ,unbe-
dingt erforderlich® sein muss und dass die dort genannten Schutzmechanis-
men etabliert werden mussen. Der Vorschrift des Art.11 Abs. 1, 2 JI-RL ist
zu entnehmen, dass ohne ausdriickliche Rechtsgrundlage und entsprechen-
de Schutzgarantien die Gesichtserkennungstreffer nicht ohne (echte inhalt-
liche) menschliche Kontrolle automatisch als Anfangsverdacht gewertet
werden diirfen.

3. Grundrechte-Charta

Hohere oder konkretere Anforderungen, als sie das deutsche Verfassungs-
recht stellt, sind fiir den Einsatz automatisierter Gesichtserkennung in der
Strafverfolgung aus der EU-Grundrechte-Charta nicht abzuleiten.”?? Uni-
onsrechtlich nicht vollstindig determiniertes innerstaatliches Recht priift
jedenfalls das Bundesverfassungsgericht primar am Mafistab der Grund-

721 Vgl. auch Schindler, Biometrische Videoiiberwachung, 2021, 694 f.

722 Siehe aber zum Bedeutungsgewinn der EU-Grundrechte-Charta (und der Recht-
sprechung des EuGH und auch des EGMR) durch die JI-Richtlinie und ihre Umset-
zung in den §§ 45 ff. BDSG, § 500 StPO Riickert, Digitale Daten als Beweismittel
im Strafverfahren, 2023, 528 ff.; siche auch Safferling/Riickert, NJW 2021, 287 und
bereits Bécker, in: Hill/Kugelmann/Martini, Perspektiven der digitalen Lebenswelt,
2017, 63, 84 ff.
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rechte des Grundgesetzes.””> Der Einsatz von Gesichtserkennung in der
Strafverfolgung richtet sich nach Vorschriften der Strafprozessordnung und
nicht nach vollstindig unionsrechtlich determiniertem Recht. Die JI-RL be-
lasst den Mitgliedstaaten einen erheblichen Spielraum und setzt nur Min-
deststandards;”?* Art.1 Abs.3 JI-RL sieht ausdriicklich vor, dass die Mit-
gliedstaaten strengere Vorgaben machen konnen. Auch die KI-Verordnung
determiniert das innerstaatliche Recht mit Blick auf Gesichtserkennung
nicht vollstindig, denn sie enthilt keine Rechtsgrundlage oder detaillierte
Vorgaben fiir die Ausgestaltung einer solchen. Handelt es sich um unions-
rechtlich nicht vollstindig determiniertes Recht, dann stellt das nationale
Verfassungsrecht den Priifungsmafistab des Bundesverfassungsgerichts.”?
Daneben beanspruchen auch die Unionsgrundrechte Geltung, wenn die
maf3geblichen Vorschriften (hier: der Strafprozessordnung) zugleich als
Durchfithrung des Unionsrechts im Sinne des Art. 51 Abs. 1 S.1 GRCh ange-
sehen werden konnen.”?® Dabei konnen innerstaatliche Regelungen auch
dann als Durchfithrung des Unionsrechts zu beurteilen sein, wenn fiir de-
ren Gestaltung den Mitgliedstaaten Spielrdume verbleiben, das Unionsrecht
dieser Gestaltung aber einen ,hinreichend gehaltvollen Rahmen setzt
der erkennbar auch unter Beachtung der Unionsgrundrechte konkretisiert
werden soll.7?” Bejaht man beim Einsatz von Gesichtserkennung in der
Strafverfolgung eine Anwendbarkeit der Unionsgrundrechte,’?® dann wéren
insbesondere Art.8 GRCh (Recht auf Schutz personenbezogener Daten)
und Art.7 GRCh (Recht auf Achtung des Privatlebens) heranzuziehen.”?

723 Grundlegend BVerfGE 152, 152 LS 1; hierzu vertiefend etwa Marsch, ZEuS 2020, 597
und Wendel, JZ 2020, 157; siehe auch Classen, EuR 2022, 279.

724 Hierzu nur Roggenkamp, in: Specht/Mantz, Handbuch Europdisches und deutsches
Datenschutzrecht, §21 Datenschutz und praventive Tatigkeit der Polizei, 2019,
Rn. 4. Siehe auch Martini, NVwZ-Extra 1-2/2022, 1, 5.

725 Grundlegend BVerfGE 152, 152 LS 1; sieche auch BVerfGE 155, 119 (163 ff.). Zu dem
Ergebnis, dass mit Blick auf den Einsatz automatisierter Gesichtserkennung primar
die Grundrechte des deutschen Verfassungsrechts mafSgeblich sind, kommt auch
Martini, NVwZ-Extra 1-2/2022, 1, 5.

726 Hierzu etwa BVerfGE 152, 152 (168). Vgl. auch EuGH, Urt. v. 21.12.2016, Tele2 Sverige
und Watson u. a., C-203/15 u. a., EU:C:2016:970, Rn. 78 ff.; EuGH, Urt. v. 2.10.2018,
Ministerio Fiscal, C-207/16, EU:C:2018:788, Rn. 29 ff.

727 BVerfGE 152, 152 (170).

728 Vgl. Schindler, Biometrische Videoiiberwachung, 2021, 262.

729 Der EuGH zieht beide Grundrechte gemeinsam heran, siehe nur EuGH, Urt. v.
21.12.2016, Tele2 Sverige und Watson u. a., C-203/15 u. a., EU:C:2016:970, Rn. 78 ff.
Fiir einen Vorrang des Art. 8 GRCh bei Uberschneidung mit Art. 7 GRCh hingegen
etwa Jarass, GrCh, 4. Aufl. 2021, EU-Grundrechte-Charta Art. 8 Rn. 4.
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Deren Vorgaben im Hinblick auf den Schutz vor staatlichen Mafinahmen
im Sicherheitsrecht sind aber bislang nicht niher ausgeformt’* und ent-
sprechen ansonsten weitgehend den Anforderungen des Grundgesetzes.”!

II. EMRK

Schliefilich ist noch zu untersuchen, ob die EMRK”3? - ggf. in ihrer Ausle-
gung durch den Europiischen Gerichtshof fiir Menschenrechte (EGMR) -
hohere Voraussetzungen an den Einsatz von Gesichtserkennung zur Identi-
fizierung unbekannter Verdachtiger stellt als das deutsche Verfassungsrecht.
Die EMRK und die Rechtsprechung des EGMR dienen auf der Ebene
des Verfassungsrechts als Auslegungshilfen fiir die Bestimmung von Inhalt
und Reichweite von Grundrechten und rechtsstaatlichen Grundsitzen des
Grundgesetzes.”3* Die nationalen Grundrechte sind daher grundsitzlich
EMRK-konform auszulegen.”>* Mit Blick auf die beim Einsatz von Ge-
sichtserkennung in der Strafverfolgung vor allem relevante Vorschrift des
Art. 8 EMRK (Recht auf Achtung des Privat- und Familienlebens) gilt al-
lerdings grundsatzlich dasselbe wie bei den Grundrechten der EU-Grund-
rechte-Charta: Sie enthélt keine konkreten oder weitergehenden Vorgaben

730 Eifert, in: Herdegen/Masing/Poscher/Girditz, Handbuch des Verfassungsrechts,
2021, § 18 Personliche Freiheit, Rn. 133.

731 So allgemein mit Blick auf Art.7 und 8 GRCh Eifert, in: Herdegen/Masing/Po-
scher/Gérditz, Handbuch des Verfassungsrechts, 2021, §18 Personliche Freiheit,
Rn.135. Zu dem Ergebnis, dass sich die Vorgaben der deutschen Grundrechte und
der Unionsgrundrechte speziell mit Blick auf den Einsatz von Gesichtserkennung
in der Strafverfolgung nicht wesentlich unterscheiden kommt auch Schindler, Bio-
metrische Videoiiberwachung, 2021, 386, 555 f. Siehe auch zum Eingriff durch Ge-
sichtserkennung und zur Rechtfertigung Europdischer Datenschutzausschuss, Gui-
delines 05/2022 on the use of facial recognition technology in the area of law
enforcement, Version 2.0, 2023, 14 ff.

732 Konvention zum Schutze der Menschenrechte und Grundfreiheiten v. 4.11.1950, SEV
Nr. 005; durch das Gesetz iiber die Konvention zum Schutze der Menschenrechte
und Grundfreiheiten v. 7.8.1952 (BGBI. 1952 11, 685) in Deutschland ratifiziert.

733 BVerfGE 111, 307 (317); stRspr.

734 Anders kann dies etwa bei einem mehrpoligen Grundrechtsverhiltnis sein, in dem
sich zwei Grundrechtstrager gegeniiberstehen und daher ggf. das ,Mehr“ an Freiheit
fiir den einen Grundrechtstréager zugleich ein ,Weniger* fiir einen anderen bedeutet;
siehe hierzu nur BVerfGE 128, 326 (371); vgl. auch Wahl/Masing, JZ 1990, 553. Dies
ist beim Einsatz automatisierter Gesichtserkennung in der Strafverfolgung nicht der
Fall.
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als das Grundgesetz.”>> Im Jahr 2023 entschied der EGMR jedoch den
ersten Fall iiber den staatlichen Einsatz von Gesichtserkennung in der
Strafverfolgung.”*® Im Folgenden wird daher untersucht, welche Vorgaben
fiir den Einsatz von Gesichtserkennung in Deutschland aus dieser Ent-
scheidung abgeleitet werden konnen.

1. Glukhin v. Russland

Der Fall wurde oben bereits angesprochen’?” und basiert auf folgendem
Sachverhalt: Der Beschwerdefiithrer Nikolay Sergeyevich Glukhin war mit
der Moskauer U-Bahn gefahren und trug dabei eine lebensgrof3e Pappfigur
des inhaftierten Kreml-Kritikers Konstantin Kotov mit sich, der ein Schild
in Hianden hatte mit der Aufschrift ,A BbI He o*yean? S Koncrautun
KoroB, 3a MupHble THKeTHI MHE TPo3uT A0 5 Aet. (,Seid ihr bescheuert?
Ich bin Konstantin Kotov, mir drohen bis zu 5 Jahre wegen friedlichen
Protests.“).”>® Von der Protestaktion wurden Fotos und ein Video in den
sozialen Medien hochgeladen; diese fand die Polizei und identifizierte
den Demonstranten mit nachtréaglicher Gesichtserkennung.”> Wenige Tage
spater wurde er in der U-Bahn festgenommen, offenbar lokalisiert durch
Echtzeit-Gesichtserkennung.”#? Darauthin wurde er zu einer Geldstrafe von
etwa 283 Euro verurteilt, weil er seinen Protest nicht angemeldet hatte. Dies
stellt nach russischem Recht eine Ordnungswidrigkeit dar (Art.20.2 §5
des russischen Ordnungswidrigkeitengesetzes). Dass die Polizei Gesichtser-
kennung eingesetzt hatte, gaben die Regierungsvertreter Russlands zwar
wiahrend des Verfahrens vor dem EGMR nicht ausdriicklich zu. Die Richte-
rinnen und Richter sahen die Verwendung aber als erwiesen an, weil nicht

735 Schindler, Biometrische Videotiberwachung, 2021, 357 f., 363 ff., 386, 396 ff.

736  EGMR, Urt. v. 4.7.2023, 11519/20. Wie bereits angesprochen, ist Russland zwar seit
16.9.2022 nicht mehr Vertragspartei der EMRK, fiir die Bearbeitung der bis zu
diesem Zeitpunkt eingereichten Beschwerden gegen Russland ist der EGMR aber
weiterhin zustandig, vgl. Art. 58 II EMRK.

737 Kapitel I. G. II. 1. b).

738 Hierzu die russische Nichtregierungsorganisation OVD-Info, 4.7.2023, https://per
ma.cc/LTU2-X85U; in der Entscheidung des EGMR findet sich die Formulierung
»You must be f**king kidding me. I'm Konstantin Kotov. I'm facing up to five years
[in prison] under [Article] 212.1 for peaceful protests’; EGMR, Urt. v. 4.7.2023,
11519/20 Rn. 7.

739 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 9 ff.

740 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 12.
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erkldrbar war, wie die Polizei den Demonstranten so schnell nach seinem
Protest identifizieren konnte.”#! Da die russische Polizei den Einsatz von
Gesichtserkennung nicht dokumentieren und Betroffene daher auch nicht
dariiber informiert werden miisse, sei es im Ubrigen fiir die Biirger kaum
moglich, den Einsatz zu beweisen.”#? Zudem gebe es zahlreiche weitere
Fille, in denen Demonstranten in Russland mit Gesichtserkennung identi-
fiziert wurden.”*3

Der EGMR sieht in dem Einsatz von Gesichtserkennung zur Identifizie-
rung und Lokalisierung von Glukhin einen Verstoff gegen Art.8 Abs.1
EMRK.”#4 Einen Eingriff in Art.8 Abs.1 EMRK bejaht der EGMR so-
wohl mit Blick auf die nachtrigliche als auch die Echtzeit-Gesichtserken-
nung.’# Allerdings unterscheidet der Gerichtshof nicht naher zwischen
den verschiedenen Schritten bei der Gesichtserkennung (Erstellung der
Embeddings, Abgleich, Treffer).”¢ Gem. Art. 8 Abs. 2 EMRK ist ein Eingriff
gerechtfertigt, wenn er auf einer rechtlichen Grundlage beruht’#” und in
einer demokratischen Gesellschaft notwendig ist fiir die nationale oder

741 EGMR, Urt.v. 4.7.2023, 11519/20 Rn. 72.

742 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 72.

743 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 70 und 40 unter Verweis auf die Berichte der
russischen Nichtregierungsorganisation OVD-Info.

744 EGMR, Urt. v. 4.7.2023, 11519/20 Rn.91. Zudem wurde ein Verstof§ gegen Art. 10
EMRK wegen des Ordnungswidrigkeitenverfahrens festgestellt (Rn. 49 ff.).

745 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 69.

746 In EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 68 beschreibt der Gerichtshof den Sachver-
halt folgendermafien: ,In the present case, during routine monitoring of the Inter-
net the police discovered photographs and a video of the applicant holding a solo
demonstration published on a public Telegram channel. They made screenshots
of the Telegram channel, stored them and allegedly applied facial recognition tech-
nology to them to identify the applicant. Having identified the location on the
video as one of the stations of the Moscow underground, the police also collected
video-recordings from CCTYV surveillance cameras installed at that station as well
as at two other stations through which the applicant had transited. They made
screenshots of those video-recordings and stored them. They also allegedly used
the live facial recognition CCTV cameras installed in the Moscow underground
to locate and arrest the applicant several days later with the aim of charging him
with an administrative offence. The screenshots of the Telegram channel and of
the video-recordings from the CCTV surveillance cameras were subsequently used
in evidence in the administrative-offence proceedings against the applicant Im
ndchsten Abschnitt ist nur die Rede davon, dass die russische Regierung nicht
widersprochen hat, dass diese tatsiachlichen Umsténde (,the factual circumstances
as described above®) einen Eingriff in Art. 8 Abs.1 EMRK begriinden.

747 Dies muss kein formelles Gesetz sein, auch Richter- oder Gewohnheitsrecht kommt
als Grundlage in Betracht; vgl. EGMR, Urt. v. 26.4.1979, 6538/74 Rn. 47 zu Art. 10.
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oOffentliche Sicherheit, fiir das wirtschaftliche Wohl des Landes, zur Auf-
rechterhaltung der Ordnung, zur Verhiitung von Straftaten, zum Schutz
der Gesundheit oder der Moral oder zum Schutz der Rechte und Freihei-
ten anderer.”*® Dabei weist der EGMR auf seine bisherige Rechtsprechung
hin, wonach im Zusammenhang mit dem Sammeln und Verarbeiten per-
sonlicher Daten klare und detaillierte Vorschriften unverzichtbar sind, die
Umfang und Anwendung solcher Mafinahmen regeln und Mindestanforde-
rungen aufstellen, u. a. fiir die Dauer, Aufbewahrung und Verwendung, den
Zugang Dritter, das Verfahren zur Sicherung der Integritit und Vertrau-
lichkeit der Daten sowie ihre Vernichtung, also ausreichende Sicherungen
gegen die Gefahr von Missbrauch und Willkiir.#* Im Zusammenhang mit
dem Einsatz von Gesichtserkennungstechnologie betont der Gerichtshof
nun, dass es erforderlich sei, den Anwendungsbereich und den Einsatz der
Mafinahmen detailliert zu regeln (,detailed rules governing the scope and
application of measures®) und strenge Schutzmafinahmen gegen die Gefahr
von Missbrauch und Willkiir zu ergreifen.”>?

Mit Blick auf das russische Recht hélt der EGMR fest, dass die Rechts-
grundlagen diesen Anforderungen nicht geniigen. Insbesondere geniige
auch die herangezogene Vorschrift des russischen Gesetzes zum Schutz
personlicher Daten nicht, die vorsieht, dass personliche Daten im Zusam-
menhang mit der Beteiligung einer Person an irgendeinem gerichtlichen
Verfahren (,,any judicial proceeding®) verarbeitet werden kénnen, und auch
dann, wenn personliche Daten von der betroffenen Person o&ffentlich zu-
ganglich gemacht wurden.”! Dieses Gesetz sei zu weit formuliert und auch
nicht durch die russischen Gerichte restriktiv ausgelegt worden.”>? Das
innerstaatliche Recht sehe keine Beschriankungen vor mit Blick auf die Art
der Situationen, die zum Einsatz der Gesichtserkennungstechnologie fiih-
ren kénnen, die beabsichtigten Zwecke, die Kategorien von Personen, die
ins Visier genommen werden konnen (,targeted“), oder die Verarbeitung

748 Ausfithrlich zur Rechtfertigung von Eingriffen in Art.8 Abs.1 EMRK Pitzold, in:
Karpenstein/Mayer, 3. Aufl. 2022, EMRK Art. 8 Rn. 90 ff.

749 EGMR, Urt. v. 4.7.2023, 11519/20 Rn.91; siehe auch EGMR, Urt. v. 4.12.2008,
30562/04 u. 30566/04, Rn. 99.

750 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 82. Die Notwendigkeit von Schutzmafinahmen
sei umso grofler, wenn es um den Einsatz der Technologie zur Live-Gesichtserken-
nung gehe.

751 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 83, 30.

752 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 83.
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sensibler personenbezogener Daten.”>> Auch bestiinden keine prozeduralen
Sicherungsmechanismen beim Einsatz von Gesichtserkennungstechnologie
in Russland, wie etwa Genehmigungsverfahren’>4, Verfahren zur Priifung,
Verwendung und Speicherung der gewonnenen Daten, Kontrollmechanis-
men oder Rechtsbehelfe (,,remedies”).”>

Dann priift der Gerichtshof die Verhaltnisméfligkeit der Mafinahmen
und stuft (auch) die nachtragliche Gesichtserkennung als besonders ein-
griffsintensiv ein (,particularly intrusive).”>¢ Allerdings begriindet er dies
nicht naher, sondern verweist auf Ausziige der Richtlinien zu Gesichtser-
kennung (2021) des Beratenden Ausschusses des Ubereinkommens zum
Schutz des Menschen bei der automatischen Verarbeitung personenbezo-
gener Daten.””” Es sei ein hohes Mafl an Rechtfertigung (,high level of
justification®) erforderlich, um den Einsatz als notwendig in einer demo-
kratischen Gesellschaft anzusehen.”>® Zudem sei zu beachten, dass die ver-
arbeiteten personenbezogenen Daten Informationen iiber die Teilnahme
des Beschwerdefiihrers an einer friedlichen Demonstration enthielten und
daher seine politische Meinung zum Gegenstand hatten.”> Es handele sich
daher um besonders sensible Daten, die ein erhohtes Schutzniveau erfor-
derten.”®® Bei der Beurteilung der ,Notwendigkeit in einer demokratischen
Gesellschaft® der Verarbeitung personenbezogener Daten im Rahmen von
Ermittlungen sei die Art und Schwere der betreffenden Straftaten eines der
zu beriicksichtigenden Elemente.”®! Das innerstaatliche Recht in Russland
erlaube aber die Verarbeitung biometrischer personenbezogener Daten im

753 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 83.

754 Vgl. EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 83 (,authorisation procedures).

755 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 83.

756 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 86.

757 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 86 mit Verweis auf Fn. 37 auf die Guidelines
on Facial Recognition (2021) by the Consultative Committee of the Convention for
the protection of Individuals with regard to Automatic Processing of Personal Data
(ETS 108), die mit Blick auf die Risiken allerdings auch nicht sehr spezifisch sind
(»Integrating facial recognition technologies into existing surveillance systems poses
a serious risk to the rights to privacy and protection of personal data, as well as to
other fundamental rights, since use of these technologies does not always require
the awareness or co-operation of the individuals whose biometric data are processed
in this way:‘).

758 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 86.

759 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 86.

760 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 86.

761 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 87.
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Zusammenhang mit den Ermittlungen und der Verfolgung jeder Tat (,of-
fence®), unabhingig von deren Art und Schwere.”6?

Mit Blick auf den Beschwerdefiihrer stellt der Gerichtshof fest, dass
er wegen einer geringfiigigen Tat verfolgt wurde, die darin bestand, dass
er ohne vorherige Anmeldung eine Einzeldemonstration abhielt - eine
Tat, die nach innerstaatlichem Recht als Ordnungswidrigkeit und nicht
als Straftat eingestuft wird (,administrative rather than criminal®).”6> Thm
sei nie vorgeworfen worden, wahrend seiner Demonstration verwerfliche
Handlungen wie Verkehrsbehinderung, Sachbeschiddigung oder Gewaltta-
ten begangen zu haben.”®* Auch sei nie behauptet worden, dass seine Aktio-
nen eine Gefahr fiir die 6ffentliche Ordnung oder die Verkehrssicherheit
dargestellt hitten.”®> Der EGMR halt zudem fest, dass der Einsatz von
Gesichtserkennungstechnologien, die in hohem Mafle in die Privatsphire
eingreifen, um Teilnehmer an friedlichen Protestaktionen zu identifizieren
und festzunehmen, eine abschreckende Wirkung (,.chilling effect) auf das
Recht auf Meinungs- und Versammlungsfreiheit haben kénnte.”®® Unter
diesen Umstinden habe der Einsatz der Gesichtserkennungstechnologie
zur Identifizierung des Beschwerdefiithrers anhand der Fotos und Videos
sowie der Einsatz der Live-Gesichtserkennungstechnologie zur Lokalisie-
rung und Verhaftung des Beschwerdefiihrers wihrend seiner Fahrt mit der
Moskauer U-Bahn nicht einem ,dringenden sozialen Bediirfnis“ entspro-
chen.767

Der EGMR kommt daher zu dem Schluss, dass der Einsatz einer stark in
die Privatsphdre eingreifenden Gesichtserkennungstechnologie im Zusam-
menhang mit der Ausiibung des Konventionsrechts des Beschwerdefiihrers
auf freie Meinungsduflerung mit den Idealen und Werten einer demokrati-
schen und rechtsstaatlichen Gesellschaft, die durch die Konvention erhal-
ten und gefordert werden sollen, unvereinbar ist. Die Verarbeitung der
personenbezogenen Daten des Beschwerdefiithrers mithilfe der Gesichtser-
kennungstechnologie im Rahmen eines Ordnungswidrigkeitenverfahrens -
sowohl zur nachtréglichen als auch zur Echtzeit-Gesichtserkennung - kon-

762 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 87.
763 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 88.
764 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 88.
765 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 88.
766 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 88.
767 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 89.
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ne nicht als ,notwendig in einer demokratischen Gesellschaft angesehen
werden.”®® Art. 8 EMRK sei daher verletzt worden.”®

2. Schlussfolgerungen

Es handelt sich um die erste Entscheidung des EGMR zu Gesichtserken-
nung. Sie betrifft zwar direkt einen Fall der nachtriglichen Gesichtserken-
nung zur Identifizierung eines unbekannten Verdéchtigen, ihr konnen
jedoch kaum hilfreiche Aussagen dahingehend entnommen werden, wie
eine entsprechende Rechtsgrundlage ausgestaltet sein muss. Dem Urteil
ist zundchst nur zu entnehmen, dass jedenfalls der Einsatz von Gesichts-
erkennung zur Verfolgung einer Ordnungswidrigkeit im Kontext einer
friedlichen Versammlung und auf Grundlage einer allgemein gehaltenen
Rechtsgrundlage nicht zuldssig ist.

Beachtenswert ist jedoch, dass der Gerichtshof (auch) mit Blick auf die
nachtrégliche Gesichtserkennung von einer hohen Eingriffsintensitét (,,par-
ticularly intrusive®) ausgeht. Dies entspricht der in dieser Arbeit vertrete-
nen Auffassung, dass es sich (nach deutschem Recht) um einen erheblichen
Eingriff handelt. Allerdings ist unklar, womit der EGMR das hohe Eingriffs-
gewicht begriindet. Auf die Streubreite — die anderen Personen, deren Ge-
sichter abgeglichen werden - stellt er jedenfalls nicht ausdriicklich ab. Die
Entscheidung ist aber ein deutlicher Fingerzeig an die Vertragsstaaten der
EMRK: Die Verwendung von Gesichtserkennung erfordert ein hohes Maf3
an Rechtfertigung (,high level of justification“) und wirksame Schutzvor-
kehrungen.”’? Ob die in der KI-Verordnung auf EU-Ebene geregelten Fille
des zuldssigen Einsatzes von Gesichtserkennung in der Strafverfolgung
aus Sicht des EGMR ein solches Maf$ an Rechtfertigung erfiillen, bleibt
abzuwarten.”’!

Hervorzuheben sind auch die Anforderungen, die der EGMR an eine
Rechtsgrundlage stellt, ndmlich dass der Anwendungsbereich und die An-
wendung der Mafinahmen genau zu regeln sind. Diese Bestimmtheitser-
fordernisse werden sogleich bei der Untersuchung méglicher bereits im
deutschen Strafprozessrecht existierender Rechtsgrundlagen relevant.

768 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 90.

769 EGMR, Urt. v. 4.7.2023, 11519/20 Rn. 91.

770 Palmiotto/Menéndez Gonzdlez, Computer Law & Security Review 2023, 105857, 1, 4.

771 Vgl. auch Palmiotto/Menéndez Gonzdlez, Computer Law & Security Review 2023,
105857, 1, 4.
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Bemerkenswert ist zudem, dass der Gerichtshof den Versammlungskon-
text auch und gerade bei der Frage nach der Zuldssigkeit der Gesichtser-
kennungsmafinahmen hervorhebt. Wie oben erldutert,””? sollte dariiber
nachgedacht werden, die Versammlungsfreiheit nicht nur bei der Frage zu
beriicksichtigen, wie tief der (urspriingliche) Eingriff durch Videoiiberwa-
chung ist, sondern zudem direkt bei der Frage, ob und zur Verfolgung
welcher Taten Gesichtserkennung eingesetzt werden darf, um Verdéichtige
nachtriglich zu identifizieren. Aber auch der EGMR geht nicht von einem
Eingriff in Art.11 Abs.1 EMRK (Versammlungs- und Vereinigungsfreiheit)
aus, sondern belésst es bei einer Beriicksichtigung im Rahmen der Verhilt-
nismafigkeitspriifung des Art. 8 Abs.1 EMRK.

Zu begriifien ist auch, dass der EGMR ausdriicklich problematisiert,
dass die Gesichtserkennung ohne Kenntnis des Betroffenen und auch oh-
ne spatere Benachrichtigung eingesetzt wurde.””> Er gewidhrt daher eine
Beweiserleichterung; die Verwendung von Gesichtserkennung musste der
Beschwerdefiihrer nicht ndher nachweisen, da es keine andere plausible
Erkldarung dafiir gab, wie die Polizei ihn so schnell finden konnte. Mit Blick
auf eine Regulierung des Einsatzes von Gesichtserkennung im deutschen
Recht sollte dies erneut eine Aufforderung sein, eine Benachrichtigungs-
pflicht zu normieren.

II1. Fazit

Die JI-Richtlinie, die EU-Grundrechte-Charta und die Rechtsprechung
des EGMR zum Einsatz von Gesichtserkennung im Fall Glukhin v. Russ-
land bekriftigen die Ergebnisse, die bereits mit Blick auf das deutsche
Verfassungsrecht herausgearbeitet wurden. Insbesondere wird erneut deut-
lich, dass eine Ermachtigung zur Verwendung automatisierter Gesichtser-
kennung in besonderem Mafle den Grundsitzen der Bestimmtheit und
Verhéltnismafligkeit gentigen muss. Der EGMR betont, dass der Anwen-
dungsbereich und der Einsatz der Gesichtserkennung ,.detailliert” zu regeln
und Schutzvorkehrungen vorzusehen seien. Die in dieser Arbeit vertrete-
ne Position, dass (auch) der Einsatz nachtriglicher Gesichtserkennung

772 Kapitel II. A. IL. 1. b).

773 Hierzu auch Palmiotto/Menéndez Gonzdlez, Computer Law & Security Review
2023, 105857, 1, 3f; vgl. zum Ganzen auch Selinger/Hartzog, Loyola Law Review
2019, 101; Raposo, European Journal on Criminal Policy and Research 2022, 515,
525f.
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Kapitel II. Rechtlicher Rahmen

zur Identifizierung unbekannter Verddchtiger ein im Sinne des deutschen
Verfassungsrechts erheblicher Eingriff ist, wird vom EGMR im Hinblick
auf die EMRK bekriftigt. Die JI-Richtlinie enthdlt einige zusdtzliche Vor-
gaben im Hinblick auf die Bestimmtheit der Rechtsgrundlage (ausdriickli-
che Nennung biometrischer Daten), die ,unbedingte Erforderlichkeit und
Schutzgarantien bei der Verarbeitung biometrischer Daten sowie Grenzen
fiir vollautomatisierte Entscheidungen. Die KI-Verordnung enthilt eben-
falls einige weitere Vorschriften fiir den Einsatz automatisierter Gesichts-
erkennung zur Identifizierung unbekannter Verdidchtiger. Nachtrdgliche
Fernidentifizierungssysteme werden als Hochrisiko-KI eingeordnet und
unterliegen daher den strengen Vorgaben fiir solche Systeme. Die Pflichten
richten sich allerdings vorrangig an die Anbieter der Systeme, nicht an die
Betreiber. Auch die Vorschrift, dass zwei natiirliche Personen ein Identifi-
zierungsergebnis bestitigen miissen, bevor weitere MafSnahmen getroffen
werden, ist als Vorgabe an das Design des Fernidentifizierungssystems for-
muliert, nicht als Pflicht der Anwender (,Betreiber®). Konkrete Vorgaben
fur die Ausgestaltung einer nationalen Rechtsgrundlage enthalt die KI-Ver-
ordnung kaum; es wird lediglich festgelegt, dass sicherzustellen ist, dass
die Strafverfolgungsbehorden keine ausschlieflich auf der Grundlage der
Ausgabe von Fernidentifizierungssystemen beruhende Entscheidung, aus
der sich eine nachteilige Rechtsfolge fiir eine Person ergibt, treffen. Ein Ge-
nehmigungsvorbehalt gilt bei dem in dieser Arbeit vorrangig untersuchten
Einsatzszenario der erstmaligen Identifizierung nicht.

C. Strafprozessrecht: Bestehen einer Rechtsgrundlage

Im néchsten Schritt ist zu untersuchen, ob im deutschen Strafprozessrecht
eine Ermidchtigung fiir den Einsatz automatisierter Gesichtserkennung zur
Identifizierung unbekannter Verdachtiger zu finden ist und ob diese den
Anforderungen des Verfassungsrechts und des européischen Rechts geniigt.
Eine Vorschrift, die ausdriicklich den Einsatz automatisierter Gesichtser-
kennung in der Strafverfolgung regelt, findet sich in der Strafprozessord-
nung nicht.
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L. § 98¢ StPO

In der Praxis und auch in der Literatur wird § 98c StPO als taugliche
Rechtsgrundlage zur Verwendung von Gesichtserkennung zur Identifizie-
rung unbekannter Verdichtiger anhand von Lichtbilddatenbanken angese-
hen.”7

Die Vorschrift des § 98¢ StPO regelt den sog. justizinternen Datenab-
gleich’: ,Zur Aufklarung einer Straftat oder zur Ermittlung des Aufent-
haltsortes einer Person, nach der fiir Zwecke eines Strafverfahrens gefahn-
det wird, diirfen personenbezogene Daten aus einem Strafverfahren mit
anderen zur Strafverfolgung oder Strafvollstreckung oder zur Gefahren-
abwehr gespeicherten Daten maschinell abgeglichen werden. (§ 98¢ S.1
StPO). Anders als etwa bei der Rasterfahndung nach §§ 98a, b StPO”7¢ diir-
fen auf Grundlage des § 98c StPO personenbezogene Strafverfahrensdaten
nur mit anderen zu repressiven oder praventiven Zwecken gespeicherten
Daten abgeglichen werden, die bei Polizei oder Justiz bereits vorhanden
(,bevorratet®) sind. Die Vorschrift wurde 1992 in die Strafprozessordnung
eingefithrt und sah sich von Anfang an erheblicher Kritik ausgesetzt,”””

774 Mit ausfiihrlicher Begriindung Schindler, Biometrische Videoiiberwachung, 2021,
4251t.,, 547f., der aber dennoch dafiir pladiert, dass der Gesetzgeber eine spe-
zifischere Vorschrift schafft. Siehe auch BT-Drs. 19/14952, 2; BT-Drs. 19/13796,
3; BeckOK StPO/Gerhold, 49. Ed., Stand: 1.10.2023, StPO § 98¢ Rn.1; Bauer/Go-
goll/Zuber, Gesichtserkennung, 2021, 51; Hornung/Schindler, DuD 2021, 515, 518;
Hornung/Schindler, ZD 2017, 203, 207; Petri, GSZ 2018, 144, 148.

775 BeckOK StPO/Gerhold, 49. Ed., Stand: 1.10.2023, StPO § 98¢ Rn. 1; Satzger/Schlu-
ckebier/Widmaier/Jdger, StPO-Kommentar, 5. Aufl. 2023, § 98¢ StPO, Rn.1; KK-
StPO/Greven, 9. Aufl. 2023, StPO § 98c Rn. 1; SK-StPO/Wohlers/Singelnstein, 6. Aufl.
2023, § 98¢ StPO, Rn. 1. Niher zu § 98¢ StPO auch Eckstein, Ermittlungen zu Lasten
Dritter, 2013, 292 ff.

776 Mitunter wird auch der Datenabgleich nach § 98¢ StPO als Rasterfahndung be-
zeichnet, siehe etwa Siebrecht, Rasterfahndung, 1997, 147 ff. (,Rasterfahndung mit
polizei-internen Daten®). Das Gesetz bezeichnet jedoch nur die Mafinahmen nach
§98a StPO als Rasterfahndung (amtliche Uberschrift). Zur unterschiedlichen Ver-
wendung des Begriffs auch BeckOK StPO/Gerhold, 49. Ed., Stand: 1.10.2023, StPO
§ 98a Rn. 2.

777 Kritisch bereits vor Einfithrung der Vorschrift Hassemer, KJ 1992, 64, 71 (,unhalt-
bar“) und Crummenerl, StV 1989, 131, 132 f.; vgl. auch MiiKoStPO/Hauschild, 2. Aufl.
2023, StPO §98c Rn.1 (,gesetzestechnisch missgliickt®); Siebrecht, StV 1996, 566,
570 hilt die Vorschrift fiir verfassungswidrig, da der Abgleich von Strafverfolgungs-
daten mit Gefahrenabwehrdaten eine Zweckentfremdung darstelle, die Vorschrift
des § 98¢ StPO jedoch ,in keiner Weise“ den verfassungsrechtlichen Anforderungen
geniige, die an eine solche Zweckentfremdung zu stellen sind.
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insbesondere da sie kaum Beschrdnkungen vorsieht. Dennoch ist die Vor-
schrift seitdem unverdndert geblieben.

Mafinahmedaten’”® im Sinne des § 98¢ StPO (,personenbezogene Da-
ten aus einem Strafverfahren) sind alle personenbezogenen Daten, die
im Rahmen eines Ermittlungsverfahrens prozessordnungsgemifl erhoben
wurden.””? Sie konnen etwa aus Zeugen- oder Beschuldigtenvernehmun-
gen, strafprozessualen Zwangsmafinahmen (z. B. Beschlagnahme) oder
eingeholten Behordenauskiinften (§§ 161, 163 StPO) stammen.”® Nach der
Gesetzesbegriindung sollten insbesondere auch die im Strafverfahren nach
§ 34 Bundesmeldegesetz (BMG) aus dem Melderegister eingeholten Daten
erfasst sein;’®! nach dieser Vorschrift darf die Meldebehorde der Strafver-
folgungsbehorde beispielsweise Name, Geburtsdatum sowie die derzeitige
und frithere Anschrift iibermitteln. Diese personenbezogenen Daten kann
die Strafverfolgungsbehdrde dann etwa zum maschinellen Abgleich mit
einer Fahndungsdatei verwenden. Mafinahmedaten beim Einsatz von Ge-
sichtserkennung (das Suchbild) wiren beispielsweise extrahierte Standbil-
der aus Videoaufzeichnungen (z. B. nach § 100h Abs. 1 Satz 1 Nr. 1 StPO).

Als Abgleichdaten koénnen nach der insoweit offen formulierten Vor-
schrift des § 98c StPO alle anderen ,zur Strafverfolgung oder Strafvoll-
streckung oder zur Gefahrenabwehr gespeicherten Daten® herangezogen
werden. Besondere praktische Bedeutung hat vor allem das polizeiliche
Informationssystem INPOL mit {iber 100 Teildatenbanken.”® Dazu geho-
ren auch sog. Gewalttiter- und Gefahrderdateien, in denen auch Perso-
nen erfasst sind, deren Gefahrlichkeit nur prognostiziert wird.”®> Es beste-
hen zudem Online-Verbindungen zum zentralen Verkehrsinformationssys-

778 So der Begriff von MiiKoStPO/Hauschild, 2. Aufl. 2023, StPO § 98¢ Rn. 15; BeckOK
StPO/Gerhold, 49. Ed., Stand: 1.10.2023, StPO § 98a Rn.4 und KK-StPO/Greven,
9. Aufl. 2023, StPO § 98c Rn. 1 verwenden den Begriff ,Strafverfahrensdaten®.

779 Gemeint sind nur die Daten aus dem Ermittlungsverfahren, das Anlass fiir den Da-
tenabgleich gibt. Vgl. hierzu MiiKoStPO/Hauschild, 2. Aufl. 2023, StPO § 98¢ Rn. 13;
BeckOK StPO/Gerhold, 49. Ed., Stand: 1.10.2023, StPO § 98¢ Rn. 4; Satzger/Schlu-
ckebier/Widmaier/Jiger, StPO-Kommentar, 5. Aufl. 2023, § 98c StPO, Rn. 3; weiter
hingegen die Formulierung in BT-Drs. 12/989, 38: (,Daten, die in einem Strafver-
fahren durch die in der Strafprozeflordnung geregelten Mafinahmen erhoben wor-
den sind*).

780 KK-StPO/Greven, 9.Aufl. 2023, StPO §98c Rn.1; MiiKoStPO/Hauschild, 2. Aufl.
2023, StPO § 98¢ Rn. 15; Léwe/Rosenberg/Menges StPO, 27. Aufl. 2019, § 98¢ Rn. 5.

781 BT-Drs. 12/989, 38; siehe auch Hilger, NStZ 1992, 461 Fn. 76.

782 KK-StPO/Greven, 9. Aufl. 2023, StPO § 98¢ Rn. 2.

783 MiiKoStPO/Singelnstein, Vorbemerkung zu § 483, 1. Aufl. 2019, Rn. 11.
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tem (ZEVIS) des Kraftfahrt-Bundesamtes, zum Ausldnderzentralregister
(AZR) beim Bundesverwaltungsamt sowie zu Meldebehérden und Kfz-Zu-
lassungsstellen der Lander.”84

Abgeglichen werden diirfen personenbezogene Daten, also Einzelanga-
ben tber personliche oder sachliche Verhiltnisse einer bestimmten oder
aber bestimmbaren natiirlichen Person.”® Das sind beispielsweise Identifi-
kationsmerkmale (wie Name, Anschrift und Geburtsdatum), auf8ere Merk-
male (wie Geschlecht oder Grofle) oder sonstige Informationen iiber eine
Person wie strafrechtliche Verurteilungen oder vergangene oder laufende
Ermittlungsverfahren.”8¢ Mafinahmen nach § 98¢ StPO konnen sich gegen
den Beschuldigen richten, aber auch gegen Zeugen oder Sachverstindige,
etwa wenn deren Aufenthaltsort ermittelt werden soll.”®”

1. Materielle und formelle Voraussetzungen

Der maschinelle Datenabgleich nach § 98¢ StPO ist an keine besonderen
Voraussetzungen gekniipft; er erfordert keine Katalogtat, keinen gesteiger-
ten Tatverdacht, keine schriftliche Anordnung, keine richterliche Anord-
nung, keine Benachrichtigung des Betroffenen, keinen ausdriicklichen Vor-
rang weniger eingriffsintensiver Mafinahmen (Subsidiaritatsklausel).

784 Miiller, Strafverfahrensrecht fiir Polizeistudium und -praxis, 2023, 310; Soiné, StPO,
144. Lieferung 2023, § 98c Rn. 5. Zu Recht kritisch hierzu BeckOK StPO/Gerhold,
49. Ed., Stand: 1.10.2023, StPO § 98c Rn.5 mit dem Hinweis, dass diese Daten-
bestande jedenfalls nicht konkret fiir die geforderten Zwecke (Strafverfolgung,
Strafvollstreckung, Gefahrabwehr), sondern allgemein zur Unterstiitzung aller mog-
lichen Behorden gesammelt werden.

785 MiiKoStPO/Hauschild, 2. Aufl. 2023, StPO § 98¢ Rn. 11. Zum Begriff der personen-
bezogenen Daten im Rahmen des Rechts auf informationelle Selbstbestimmung
auch bereits Kapitel I. A. I. L.

786 Vgl. nur BeckOK DatenschutzR/Schild, 46. Ed., Stand: 1.11.2023, DS-GVO Art. 4
Rn. 3.

787 Soiné, StPO, 144. Lieferung, 12/2023, § 98c Rn.5; SK-StPO/Wohlers/Singelnstein,
6. Aufl. 2023, § 98¢ StPO, Rn. 2; Eckstein, Ermittlungen zu Lasten Dritter, 2013, 296.
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a) Materielle Voraussetzung: Anfangsverdacht fiir (irgend-)eine Straftat

Voraussetzung fiir den maschinellen Datenabgleich ist lediglich ein An-
fangsverdacht (§ 152 Abs. 2 StPO) fiir eine (beliebige) Straftat.”8® Es besteht
keine Beschrankung auf Katalogtaten.

Auch ist §98c StPO nicht gegeniiber anderen Ermittlungsmafinahmen
subsididr. Die meisten heimlichen Informationsbeschaffungsmafinahmen
wie etwa die Rasterfahndung (§§ 98a, b StPO), das Erstellen von Bildauf-
nahmen oder der Einsatz sonstiger besonderer fiir Observationszwecke
bestimmter technischer Mittel (§ 100h Abs.1S.1 Nr.1und 2 StPO) sind mit
einer Subsidiaritdtsklausel versehen und damit grundsitzlich nachrangig
gegeniiber weniger belastenden Eingriffen.”® So darf die Rasterfahndung
beispielsweise nur angeordnet werden, ,wenn die Erforschung des Sach-
verhalts oder die Ermittlung des Aufenthaltsortes des Taters auf andere
Weise erheblich weniger erfolgversprechend oder wesentlich erschwert wa-
re“ (§ 98a Abs.1 StPO). Dagegen ist der maschinelle Datenabgleich — und
damit auch die Gesichtserkennung, wenn man sie unter die Vorschrift
fassen wiirde — nicht ausdriicklich subsididr gegeniiber anderen weniger
eingriffsintensiven MafSnahmen. Zwar gilt auch bei §98c StPO wie bei
jeder Ermittlungsmafinahme der Verhaltnismafligkeitsgrundsatz. Eine Sub-
sidiaritatsklausel ersetzt aber nicht die Verhéltnisméfligkeitspriifung, son-
dern stellt zusatzliche Anforderungen auf.”® Wihrend bei der Erforderlich-
keit im Rahmen der Verhiltnismafligkeit nur gleich effektive Ermittlungs-
mafinahmen verglichen werden, fragt die Subsidiaritatsklausel danach, ob
alternative Ermittlungsmafinahmen in einem bestimmten Mafle weniger
effektiv wiren (z. B. ,erheblich weniger erfolgversprechend oder wesentlich
erschwert” bei § 98a Abs. 1 StPO oder ,wesentlich erschwert oder aussichts-
los* bei § 100a Abs. 1 StPO).”! Zudem sind bei der Erforderlichkeitspriifung

788 Satzger/Schluckebier/Widmaier/Jédger, StPO-Kommentar, 5. Aufl. 2023, § 98¢ StPO,
Rn. 2; SK-StPO/ Wohlers/Singelnstein, 6. Aufl. 2023, § 98¢ StPO, Rn. 2; Lowe/Rosen-
berg/Menges StPO, 27. Aufl. 2019, § 98c Rn. 4.

789 Riess, in: GS Meyer, 1990, 367, 369; Brodowski, Verdeckte technische Uberwa-
chungsmafinahmen im Polizei- und Strafverfahrensrecht, 2016, 195; siehe auch den
Uberblick bei Blozik, Subsidiarititsklauseln im Strafverfahren, 2012, 91f.

790 Vertiefend Blozik, Subsidiarititsklauseln im Strafverfahren, 2012, 112 ff. Siehe auch
Bicker, Kriminalpraventionsrecht, 2015, 147. Anders wohl Riickert, Digitale Daten
als Beweismittel im Strafverfahren, 2023, 445.

791 Bicker, Kriminalpraventionsrecht, 2015, 147 spricht daher davon, dass Subsidiari-
tatsregelungen zumeist gewisse ,Effektivititsverluste“ der polizeilichen Tatigkeit
hinnehmen.
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die im konkreten Fall denkbaren Mafinahmen miteinander zu vergleichen,
wahrend eine Subsidiaritatsklausel abstrakt anordnet, dass eine MafSnah-

me nachrangig ist, unabhangig von ihrer Eingriffsintensitit im konkreten
Fall.72

b) Keine Verfahrensregeln oder Kontrollmechanismen

Die Vorschrift des § 101 StPO regelt einheitlich fiir die meisten’ verdeck-
ten Maflnahmen die (getrennte) Aktenfithrung (Abs.1), die Kennzeich-
nung der aufgrund dieser Mafinahmen erhobenen personenbezogenen Da-
ten (Abs.3), mafinahmenspezifisch die Benachrichtigung der Betroffenen
(Abs. 4), die Voraussetzungen fiir eine zeitweise Zuriickstellung dieser Be-
nachrichtigung (Abs. 5), die gerichtliche Uberpriifung der Zuriickstellung
(Abs. 6, 7) und die Loschung der durch die Mafinahmen erlangten per-
sonenbezogenen Daten (Abs.8). Die Vorschrift des §98c StPO hat der
Gesetzgeber jedoch nicht in § 101 StPO aufgenommen, sodass diese Verfah-
rensvorgaben bei einem entsprechenden maschinellen Datenabgleich nicht
gelten.

Das Erfordernis einer schriftlichen Anordnung bei der Rasterfahndung
(§98b Abs.1S. 4 und 5 StPO) gilt nicht fiir § 98¢ StPO, sodass der maschi-
nelle Datenabgleich miindlich angeordnet werden darf.

Beim Einsatz neuartiger technischer Eingriffsinstrumente wie der auto-
matisierten Gesichtserkennung erscheint eine Beobachtung, Kontrolle und
Evaluation unverzichtbar. Art. 64 Abs. 2 S. 2 BayPAG sieht fiir den polizeili-
chen Einsatz von Gesichtserkennung nach Art. 61 Abs. 2 BayPAG vor, dass
eine Datenschutz-Folgenabschitzung vorzunehmen ist. Ob eine solche den
Risiken, welche die automatisierte Gesichtserkennung birgt, ausreichend
begegnet, ist zwar fraglich; schliefSlich stellen sich Probleme der Fehleran-
talligkeit und potenziellen Diskriminierung, die eine ,,Datenschutzanalyse®
nicht hinreichend abbilden wiirde.”** § 98¢ StPO sieht aber nicht einmal
eine solche Datenschutz-Folgenabschitzung vor.”®> Dies mag fiir die iibli-

792 Bicker, Kriminalpraventionsrecht, 2015, 147; Riess, in: GS Meyer, 1990, 367, 372.

793 Siehe aber §10la StPO, der Verfahrensvorschriften fiir Mafinahmen nach §100g
StPO regelt.

794 Hierzu auch bereits Kapitel II. A. 3. ¢) cc).

795 Eine Datenschutz-Folgenabschitzung diirfte bei der automatisierten Gesichtserken-
nung zwar bereits wegen § 67 BDSG, Art. 27 JI-RL erforderlich sein; vgl. auch Euro-
pdischer Datenschutzausschuss, Guidelines 05/2022 on the use of facial recognition
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chen Mafinahmen, die auf die Vorschrift gestiitzt werden, auch nicht erfor-
derlich sein. Beim Einsatz automatisierter Gesichtserkennung wiren solche
Mechanismen jedoch notig.

Im Ubrigen wiirde § 98c StPO auch nicht vorschreiben, dass und wie
eine menschliche Kontrolle von Gesichtserkennungstreffern erfolgen muss.
Lief3e man es zu, den Einsatz automatisierter Gesichtserkennung zur Iden-
tifizierung unbekannter Verdachtiger auf § 98c StPO zu stiitzen, dann ist es
jeder beliebigen Landespolizeibehdrde auch erlaubt, ein eigenes Gesichts-
erkennungssystem anzuschaffen, damit ihren lokalen Lichtbildbestand zu
durchsuchen und einem beliebigen, nicht hierfiir gesondert ausgebildeten
Polizisten die Aufgabe zu iibertragen, aus der Kandidatenliste den Verdéch-
tigen auszuwiéhlen, gegen den nun weiter ermittelt werden soll.

¢) Fazit

Voraussetzung fiir eine Mafinahme nach §98c StPO ist lediglich ein An-
fangsverdacht fiir (irgend-)eine Straftat. Die Eingriffsschwelle ist daher
denkbar niedrig.”®® Kérffer bezeichnete die Vorschrift treffend als ,,materi-
ell weitgehend und formell vollstindig voraussetzungslos“’®” Vor diesem
Hintergrund wird davon ausgegangen, dass die Vorschrift nur geringfiigige
Grundrechtseingriffe legitimieren kann.”®® Ein auf Basis automatisierter

technology in the area of law enforcement, Version 2.0, 2023, 7, 26 f. Es ist allerdings
nicht bekannt, ob und unter welchen Umstédnden eine solche vorgenommen wird.
Auch deswegen diirfte es sinnvoll sein, Fallgruppen, in denen eine Datenschutz-
Folgenabschitzung vorzunehmen ist, in § 76 BDSG festzulegen (wie bei Art.35
Abs.3 DSGVO) oder das Erfordernis der Datenschutz-Folgenabschétzung in der
jeweiligen strafprozessualen Rechtsgrundlage zu verankern.

796 Vgl. zur geringen Eingriffsschwelle auch Riickert, Digitale Daten als Beweismit-
tel im Strafverfahren, 2023, 10; Satzger/Schluckebier/Widmaier/Jédger, StPO-Kom-
mentar, 5.Aufl. 2023, § 98¢ StPO, Rn.1; BeckOK StPO/Gerhold, 49. Ed., Stand:
1.10.2023, StPO § 98¢ Rn.1; KK-StPO/Greven, 9. Aufl. 2023, StPO § 98¢ Rn. 1; Hor-
nung/Schindler, ZD 2017, 203, 207 und Fn. 30; Korffer, DANA 2014, 146, 148; Sin-
gelnstein, NStZ 2012, 593, 606; Hilger, NStZ 1992, 457, 461.

797 Korffer, DANA 2014, 146, 148; zustimmend BeckOK StPO/Gerhold, 49. Ed., Stand:
1.10.2023, StPO § 98c Rn.1; Gercke, in: Gercke/Temming/Zéller, Strafprozessord-
nung, 7. Aufl. 2023, § 98¢ StPO Rn. 3; VGH Mannheim, NVwZ-RR 2019, 901, 903.

798 Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 10; BeckOK
StPO/Gerhold, 49. Ed., Stand: 1.10.2023, StPO § 98c Rn.1; Gercke, in: Gercke/Tem-
ming/Zo6ller, Strafprozessordnung, 7. Aufl. 2023, § 98¢ StPO Rn. 3; Korffer, DANA
2014, 146, 148; vgl. auch Kudlich, JuS 2001, 1165, 1167 und Fn. 18; Bernsmann/Jansen,
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Gesichtserkennung vorgenommener Abgleich von Lichtbildern zur Identi-
fizierung unbekannter Verddchtiger ist jedoch kein geringfiigiger, sondern
ein erheblicher Grundrechtseingriff. Dies ergibt sich, wie oben ausfiihrlich
herausgearbeitet, aus der Kombination von Heimlichkeit, Streubreite, An-
lasslosigkeit, Ankniipfung an héchstpersénliche Merkmale, Moglichkeit der
Verkniipfung, drohenden Nachteilen und spezifischer Fehleranfalligkeit
der Mafinahme.”®® Ein solcher Eingriff kann daher nicht auf § 98¢ StPO
gestiitzt werden.

2. Bestimmtheit und Normenklarheit

Zudem geniigt die Vorschrift des § 98¢ StPO nicht den Anforderungen des
Gebots der Bestimmtheit und der Normenklarheit, die beim Einsatz von
Gesichtserkennung zur Identifizierung unbekannter Verdédchtiger an eine
Rechtsgrundlage zu stellen sind. Anlass, Zweck und Grenzen des Eingriffs
miissten bereichsspezifisch, prizise und normenklar festgelegt werden. Wie
bereits herausgearbeitet,3°° sind vor dem Hintergrund des erheblichen Ein-
griffsgewichts und insbesondere der Heimlichkeit der Gesichtserkennung
erhohte Anforderungen an Bestimmtheit und Normenklarheit zu stellen.
Nur so konnen Eingriffsbefugnisse wirksam begrenzt und eine effektive
gerichtliche Kontrolle erméglicht werden. Zudem kann nur durch eine
ausreichende Bestimmtheit der Vorschrift sichergestellt werden, dass der
demokratisch legitimierte Gesetzgeber die wesentlichen Entscheidungen
tiber Grundrechtseingriffe und deren Reichweite selbst triftt. Mit Blick auf
Gesichtserkennung miisste der Gesetzgeber also zumindest die Entschei-
dung treffen, welche der vielen méglichen Einsatzszenarien zugelassen wer-
den sollen und welche nicht (Anlass und Zweck des Eingriffs), und die
grundsétzliche Ausgestaltung (Grenzen) dieser Mafinahmen vornehmen.

StV 1998, 217, 222. Nicht ganz eindeutig Miiller/Schwabenbauer, in: Lisken/Den-
ninger, Handbuch des Polizeirechts, 7. Aufl. 2021, G. Informationsverarbeitung im
Polizei- und Strafverfahrensrecht, Rn. 933, die zutreffend argumentieren, dass der
in einem Datenabgleich liegende Grundrechtseingriff nicht pauschal deshalb als
geringfiigig anzusehen ist, weil die Daten bereits bevorratet waren; es wird jedoch
nicht ganz deutlich, ob bei einem (im Einzelfall) erheblichen Grundrechtseingriff
die allgemeine Vorschrift zum Datenabgleich dennoch herangezogen werden kann
oder nicht.

799 Kapitel IT. A. I. 2. b).

800 Kapitel II. A. I. 3. b).
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Bei heimlichen Mafinahmen wie der Gesichtserkennung muss der Inhalt
der einzelnen Norm auch deshalb verstindlich und ohne grofiere Schwie-
rigkeiten durch Auslegung zu konkretisieren sein, weil hier die Grundrech-
te ohne Wissen der Biirger und oft ohne die Erreichbarkeit gerichtlicher
Kontrolle eingeschriankt werden. Die Rechtsgrundlage muss, mit den Wor-
ten Bdckers gesprochen, selbst bereits eine ,erhebliche Konkretisierungs-
leistung erbringen®8!

Daher wurden oben folgende Anforderungen an die Bestimmtheit und
Normenklarheit herausgearbeitet: Die Rechtsgrundlage muss deutlich ma-
chen, dass ein automatisierter Abgleich von Daten durchgefithrt wird,
welche Arten von Daten abgeglichen werden diirfen (bei den fiir die Em-
beddings extrahierten Gesichtsmerkmalen handelt es sich um hochstper-
sonliche Merkmale), welche Datensitze abgeglichen werden diirfen (also
welche polizeilichen Datenbanken herangezogen werden diirfen) und zu
welchem genauen Zweck der Abgleich erfolgen darf (z. B. Gesichtserken-
nungsabgleich zur Identifizierung unbekannter Verdichtiger, nicht aber
zur Echtzeit-Fahndung).80? Vor dem Hintergrund dieser Anforderungen ist
§ 98¢ StPO auch im Hinblick auf Bestimmtheit und Normenklarheit keine
taugliche Ermachtigung fiir den Einsatz automatisierter Gesichtserkennung
zur Identifizierung unbekannter Verdichtiger anhand von Lichtbilddaten-
banken.

a) Weit formulierter Zweck (,,zur Aufklarung einer Straftat®)

Bereits der Zweck und Anlass fiir den Gesichtserkennungsabgleich wiirde
nicht aus der Rechtsgrundlage deutlich. § 98¢ StPO erlaubt einen Datenab-
gleich zur Aufklarung einer Straftat oder zur Ermittlung des Aufenthalts-
ortes einer Person. Wiirde man den Einsatz automatisierter Gesichtser-
kennung auf Basis dieser Vorschrift zulassen, bliebe unklar, welche der
verschiedenen Einsatzszenarien erlaubt sein sollen und welche nicht. Das
wird bereits daran deutlich, dass der Wortlaut des § 98c StPO auch die
Auswertung umfangreichen Datenmaterials per Gesichtserkennung (,zur
Aufklarung von Straftaten®), die digitale Beobachtung, womdglich sogar
die Personenfahndung im 6ffentlichen Raum per Gesichtserkennung (,,zur

801 Bdcker, in: Herdegen/Masing/Poscher/Girditz, Handbuch des Verfassungsrechts,
2021, § 28 Sicherheitsverfassungsrecht, Rn. 87.
802 Kapitel IT. A. I. 3. b).
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Ermittlung des Aufenthaltsortes einer Person®) erfassen wiirde. Denn bei
der Auswertung umfangreichen Datenmaterials per Gesichtserkennung wie
nach den G20-Ausschreitungen erfolgte schliefllich auch ein Abgleich von
Strafverfahrensdaten (Bild der Person, iiber deren Taten oder Vor- und
Nachtatverhalten weitere Informationen generiert werden sollen) mit ande-
ren zur Gefahrenabwehr oder Strafverfolgung gespeicherten Daten (z. B.
staatliche und private Videoaufzeichnungen des aufzuklarenden komplexen
Sachverhalts). Zur digitalen Beobachtung einer Person kénnte ihr Bild
(Strafverfahrensdatum) mit Aufzeichnungen aus dem offentlichen Raum
abgeglichen werden (die zur Gefahrenabwehr gespeichert wurden), um
weitere Informationen herauszufinden. Auch konnte man argumentieren,
dass bei der Personenfahndung im 6ffentlichen Raum per Gesichtserken-
nung ebenfalls Strafverfahrensdaten (Bild der gesuchten Person) mit Ge-
fahrenabwehrdateien (Videoaufzeichnungen im offentlichen Raum) abge-
glichen werden.8% Sollen all diese Szenarien wirklich von §98c StPO
erfasst sein?3%4 Die Vorschrift zieht hier jedenfalls keine eindeutigen Gren-
zen. Anlass und Zweck eines Einsatzes automatisierter Gesichtserkennung
wiren so hochst unbestimmt und wenig normenklar geregelt.

Da Datenabgleiche nach § 98¢ StPO im Ubrigen nicht auf den Beschul-
digten beschrinkt sind, sondern auch Zeugen oder Sachverstindige betref-
fen konnten, miisste also auch der Einsatz von Gesichtserkennung zur
Identifizierung von Zeugen auf diese Vorschrift gestiitzt werden konnen.

803 Wobei man hier zumindest einwenden konnte, dass eine Fahndung in Echtzeit
nicht unter § 98¢ StPO fallen kann, weil dies eine unzulédssige Kombination zweier
Rechtsgrundlagen (Anfertigung der Aufzeichnung einerseits und Abgleich anderer-
seits) wiare; zu diesem Gedanken Schindler, Biometrische Videoiiberwachung, 2021,
547, 536 {.; vgl. auch Hornung/Schindler, ZD 2017, 203, 208.

804 Einhellig wird davon ausgegangen, dass die Personenfahndung im offentlichen
Raum nicht auf § 98¢ StPO (oder eine sonstige bereits existierende Rechtsgrund-
lage) gestiitzt werden kann, siehe etwa BeckOK StPO/Gerhold, 49. Ed., Stand:
1.10.2023, StPO §98c Rn.1; Gercke, in: Gercke/Temming/Zoller, Strafprozessord-
nung, 7.Aufl. 2023, §98c StPO Rn.3; Martini, NVwZ-Extra 1-2/2022, 1, 10£;
Schindler, Biometrische Videotiberwachung, 2021, 536 f.; Bauer/Gogoll/Zuber, Ge-
sichtserkennung, 2021, 41; Hornung/Schindler, ZD 2017, 203, 208 f.; Petri, GSZ 2018,
144, 147 f. Mit Blick auf die Auswertung von umfangreichem Datenmaterial per Ge-
sichtserkennung wird iiberwiegend § 98c StPO als Rechtsgrundlage abgelehnt und
gefordert, dass eine Spezialrechtsgrundlage geschaffen werden miisse, so etwa Bau-
er/Gogoll/Zuber, Gesichtserkennung, 2021, 50; vgl. auch BeckOK StPO/Gerhold,
49. Ed., Stand: 1.10.2023, StPO § 98c Rn.l; Gercke, in: Gercke/Temming/Zoller,
Strafprozessordnung, 7. Aufl. 2023, § 98¢ StPO Rn. 3; Fihrmann, MMR 2020, 228,
232; anders Schindler, Biometrische Videotiberwachung, 2021, 550, 732, der aber
auch hier fiir spezifischere Regelungen plidiert.
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Private kénnten dann also auch Bildaufnahmen eines Deliktsgeschehens
bei der Polizei einreichen, die dann die Identitit der im Hintergrund ste-
henden Zeugen ermitteln konnte. Es kann wohl kaum gewollt sein, dass
solche Gesichtserkennungsrecherchen mit Blick auf Dritte auf eine general-
Klauselartige Vorschrift gestiitzt werden; hier miisste der Gesetzgeber titig
werden.

b) Keine nihere Bezeichnung des technischen Eingriffsinstruments

Weiterhin ist zu fragen, welche Art von Auswertungen der Begriff des
»maschinellen Abgleichs® in § 98¢ StPO zuldsst.80> Ist es mit dem Bestimmt-
heitsgrundsatz vereinbar, dass das technische Eingriffsinstrument - die
automatisierte Gesichtserkennung — aus § 98¢ StPO nicht ersichtlich wird.
Mit anderen Worten: Wie ,technikoffen“80¢ darf eine Eingriffsnorm formu-
liert sein?

Mit einer solchen Frage befasste sich das Bundesverfassungsgericht im
Jahr 2005 im Hinblick auf die Verwendung des GPS (Global Positioning
System).8” Die Rechtsgrundlage sah vor, dass ,besondere fiir Observati-
onszwecke bestimmte technische Mittel“ zur Erforschung des Sachverhalts
oder zur Ermittlung des Aufenthaltsortes des Taters eingesetzt werden diir-
fen (§100c Abs.1 Nr.1lit. b StPO a. E)). Das Bundesverfassungsgericht sah
es als mit dem Bestimmtheitsgebot vereinbar, die Verwendung des GPS auf
diese Ermiéchtigung zu stiitzen.8% Das Bestimmtheitsgebot verlange vom
Gesetzgeber, dass er technische Eingriffsinstrumente genau bezeichne und
dadurch sicherstelle, dass der Adressat den Inhalt der Norm jeweils erken-
nen konne.8% Erforderlich seien aber keine gesetzlichen Formulierungen,
die ,jede Einbeziehung kriminaltechnischer Neuerungen ausschlieflen®8!
Allerdings habe der Gesetzgeber wegen des schnellen und fiir den Grund-
rechtsschutz riskanten informationstechnischen Wandels die technischen
Entwicklungen aufmerksam zu beobachten und bei Fehlentwicklungen

805 Vgl. auch Korffer, DANA 2014, 146, 149.

806 Zur ,Technikoffenheit” strafprozessualer Ermittlungsbefugnisse sieche Roggan, NJW
2015, 1995; vgl. zum Gefahrenabwehrrecht Golla, in: Chibanguza/Kuf3/Steege,
Kiinstliche Intelligenz, 2022, 2. Teil: § 9 A. KI-Einsatz bei der Polizei Rn. 20 ff.

807 BVerfGE 112, 304.

808 BVerfGE 112, 304 (317).

809 BVerfGE 112, 304 (316).

810 BVerfGE 112, 304 (316).
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hinsichtlich der konkreten Ausfiillung offener Gesetzesbegriffe durch die
Strafverfolgungsbehorden und die Strafgerichte notfalls durch ergénzende
Rechtssetzung korrigierend einzugreifen.8! Mit Blick auf den Einsatz des
GPS war das Bundesverfassungsgericht der Auffassung, dass die Verwen-
dung des Merkmals ,besondere fiir Observationszwecke bestimmte techni-
sche Mittel diesen Anforderungen gerecht werde. Denn was damit gemeint
ist, sei in seiner Zielrichtung leicht verstindlich und lasse sich mit den
anerkannten Methoden der Gesetzesauslegung konkretisieren.8!? Durch die
systematische Abgrenzung zu den in § 100c Abs. 1 Nr.1lit. a StPO (a. E.) ge-
nannten Mitteln einfacher optischer Uberwachungstitigkeit einerseits und
den durch §100c Abs.1 Nrn. 2 und 3 StPO (a. F.) geregelten akustischen
Uberwachungs- und Aufzeichnungstechniken andererseits habe der Ge-
setzgeber einen Bereich hinreichend bestimmt abgegrenzt, in dem moderne
Kriminaltechnik zur Anwendung kommen diirfe, die in anderer Weise die
weitere Aufklarung des Sachverhalts oder die Ortung einer Person méoglich
mache.?3 Es gehe um Ortung und Aufenthaltsbestimmung durch Beobach-
tung mit technischen Mitteln. Innerhalb dieses Bereichs halte sich die Ver-
wendung des GPS. Gegeniiber den ebenfalls erfassten Bewegungsmeldern
und Nachtsichtgeriten zeichne sich das GPS zwar durch eine verbesserte
Flexibilitat im Einsatz und eine erhdhte Genauigkeit der Ergebnisse aus.
Andererseits unterliege aber auch das GPS aufgrund seiner technischen
Spezifikation Beschrankungen beim Empfang in geschlossenen Riumen
oder innerhalb von Hauserschluchten. Bei dieser Sachlage habe der Gesetz-
geber nicht davon ausgehen miissen, dass das GPS zu einem Observations-
instrument besonderer Art und spezifischer Tiefe werden konnte, dessen
Einsatz von Verfassungs wegen nur unter restriktiveren Voraussetzungen
gestattet werden diirfe.814

Bei § 98¢ StPO ist das technische Eingriffsinstrument der ,maschinelle
Datenabgleich®. Ausweislich der Gesetzesbegriindung aus dem Jahr 1991 hat
die Vorschrift ,insbesondere den Abgleich des Fahndungstatbestands mit
den Dateien der Einwohnermeldedmter vor Augen“®" Bei einem Abgleich
wie ihn sich die Gesetzesbegriindung vorgestellt hat, werden also vor al-
lem Worter (oder Zahlen) maschinell abgeglichen. Eine solche Recherche

811 BVerfGE 112, 304 (316).
812 BVerfGE 112, 304 (317).
813 BVerfGE 112, 304 (317).
814 BVerfGE 112, 304 (317).
815 BT-Drs.12/989, 38.
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liefert regelmaflig eine klare Antwort. Wird etwa anhand von Meldedaten
die frithere Anschrift einer zur Fahndung ausgeschriebenen Person recher-
chiert, liefert die Suche ein eindeutiges Ergebnis (die frithere Anschrift oder
das eindeutige Ergebnis, dass keine Informationen vorhanden sind). Auch
wenn beispielsweise anhand eines maschinellen Abgleichs nachgeforscht
wird, ob sich ein Name in einer Datenbank befindet, dann kann dies mit
einem klaren ,Ja“ oder ,Nein“ beantwortet werden. Besondere Fahigkeiten,
um dieses Ergebnis zu interpretieren, sind nicht erforderlich.®16

Nicht so bei der Gesichtserkennung; hier ist das Suchergebnis unein-
deutig und diffus, sodass eine wirksame und sachkundige menschliche
Uberpriifung angezeigt ist. Dass eine solche automatisierte Recherche nach
~ahnlichen® Gesichtern getitigt werden darf, lasst § 98c StPO mit der For-
mulierung ,Daten abgleichen aber nicht ausreichend erkennen. Im Ubri-
gen ist die bei einer solchen Abfrage erforderliche menschliche Kontrolle
der Ergebnisse in dieser Vorschrift in keiner Weise geregelt. Damit kann
der Einsatz automatisierter Gesichtserkennung zur Identifizierung unbe-
kannter Verdachtiger auch bereits deshalb nicht auf § 98c StPO gestiitzt
werden, weil dieser nicht ausreichend deutlich macht, dass ein solches tech-
nisches Eingriffsinstrument — das uneindeutige, interpretationsbediirftige
Ergebnisse generiert — eingesetzt werden diirfte.

In eine dhnliche Richtung geht die Auffassung des Bundesverfassungsge-
richts im Zusammenhang mit Abfragen und Recherchen in der Antiterror-
datei nach §5 Antiterrordateigesetz (ATDG).8” Diese Vorschrift ist ohne
besondere Eingriffsschwellen ausgestaltet und erlaubt es den beteiligten Be-
horden, ,die in der Antiterrordatei gespeicherten Daten im automatisierten

816 In eine dhnliche Richtung gehen die Uberlegungen bei Korffer, DANA 2014, 146,
149 (,Zwischen einer einfachen Suchanfrage nach dem Namen einer Person in einer
Datenbank und einer komplexen Auswertung, die eventuell auch selbstlernend nach
iibereinstimmenden Mustern sucht, bestehen im Hinblick auf die Grundrechtsge-
fahrdung erhebliche Unterschiede.“). Vgl. auch die tiberzeugenden Gedanken von
Riickert dahingehend, dass § 98¢ StPO keine taugliche Rechtsgrundlage fiir Data
Mining ist Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 10f,,
409f. Er sieht die Grenze des §98c StPO dort, ,wo nicht nur deterministische
Methoden eingesetzt werden, um unzweifelhaft in den abgeglichenen Datensétzen
enthaltene Informationen zu Tage zu fordern, sondern statistische Methoden und
insbesondere selbstlernende Verfahren eingesetzt werden, um neue Informationen
zu Tage zu foérdern, die nicht unzweifelhaft in den Datensdtzen enthalten sind, son-
dern aus dem Abgleich gleichermaflen vom Algorithmus ,geschlussfolgert® werden®

817 BVerfGE 133, 277 (361). Siehe auch jlingst zu § 6a ATDG BVerfGE 165, 363 (404,
436).
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Verfahren [zu] nutzen® und hierfiir Abfragen vorzunehmen.?!8 Das Bundes-
verfassungsgericht sah die Vorschrift als verfassungskonform an, da eine
Grenze des § 5 ATDG insbesondere darin liege, dass nur Einzelabfragen,
nicht aber auch ,eine Rasterung, Sammelabfragen oder die tibergreifende
Ermittlung von Zusammenhingen zwischen Personen durch Verkniipfung
von Datenfeldern erlaubt® seien.8” In ihrer derzeitigen Ausgestaltung er-
michtige die Vorschrift aber ,weder zu einer automatischen Bilderkennung
noch zur Verwendung von Ahnlichenfunktionen oder zur Abfrage mit un-
vollstindigen Daten (so genannten ,wildcards®)“820

c) Keine ausreichende Begrenzung der Datenbanken

Da nach § 98¢ StPO alle ,,zur Strafverfolgung oder Strafvollstreckung oder
zur Gefahrenabwehr gespeicherten Daten® zum Abgleich herangezogen
werden diirfen, wiren auch die Datenbanken, die per Gesichtserkennung
durchsucht werden diirften, wenig bestimmt geregelt. Die fehlende nahere
Begrenzung der Datenbanken wird mit Blick auf § 98c StPO ohnehin als
problematisch angesehen.?! Beim Einsatz automatisierter Gesichtserken-
nung zur Identifizierung unbekannter Verddchtiger gilt das umso mehr.
Denn diese Mafinahme birgt immer die Gefahr von Fehlidentifizierungen
und jeder, der sich in einer per Gesichtserkennung durchsuchbaren Daten-
bank befindet, konnte félschlicherweise von dem Gesichtserkennungssys-
tem auf die Kandidatenliste gesetzt und félschlicherweise von einem Men-
schen als der Verdachtige erkannt oder zumindest vermutet werden. Dann
schliefSen sich weitere Ermittlungsmafinahmen gegen diese Person an. Die
Entscheidung, welche Datenbanken - also welche Personen - iiberhaupt in

818 Die Vorschrift des § 5 ATDG gilt heute weiterhin weitgehend inhaltsgleich.

819 BVerfGE 133,277 (361).

820 BVerfGE 133, 277 (361); hierzu auch Golla, in: Dietrich/Fahrner/Gazeas/von Heint-
schel-Heinegg, Handbuch Sicherheits- und Staatsschutzrecht, 2022, § 30 Kooperati-
ve Informationsressourcen, Rn. 92. Wildcards sind Sonderzeichen, die als Platz fiir
unbekannte Zeichen stehen und mit denen &hnliche, aber nicht identische Daten
gefunden werden kénnen: Die Suche nach ,Schmi*“ liefert etwa auch die Ergebnis-
se ,Schmidt®, ,Schmitt“ und ,,Schmied®. Was das Bundesverfassungsgericht mit einer
»automatischen Bilderkennung® meint, ergibt sich aus der Entscheidung nicht; es
liegt aber nahe, dass dies auch die automatisierte Gesichtserkennung betrifft.

821 Kritisch BeckOK StPO/Gerhold, 49. Ed., Stand: 1.10.2023, StPO § 98c Rn.5; vgl.
auch Fahrmann, in: Grafl/Stempkowski/Beclin/Haider, ,,Sag, wie hast du’s mit der
Kriminologie?“ Die Kriminologie im Gesprach mit ihren Nachbardisziplinen, 2020,
643, 650; Aden/Fiahrmann, ZRP 2019, 175, 178.
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den Abgleich einbezogen werden, ist daher potenziell folgenreich. Anders
ist dies, wenn im Rahmen des § 98¢ StPO nur ein klassischer Datenabgleich
von Wortern oder Zahlen erfolgt, der eindeutige Ergebnisse liefert.

Realitdtsnah muss zudem im Hinterkopf behalten werden, dass ein
machtiges Ermittlungswerkzeug wie die automatisierte Gesichtserkennung
auch neue Begehrlichkeiten wecken kann. Je mehr Personen in einer Licht-
bilddatenbank gespeichert sind, desto wahrscheinlicher ist es, dass sich der
unbekannte Verdédchtige in einem kiinftigen Ermittlungsverfahren unter
ihnen befindet. Strafverfolgungsbehérden haben so den Anreiz, Lichtbilder
von mehr und mehr Personen in ijhren Datenbanken zu erfassen. Eine
wirksame Begrenzung der Datenbanken durch den Gesetzgeber ist daher
erforderlich.822

Dem steht auch nicht entgegen, dass das Bundesverfassungsgericht
in seiner Entscheidung zur automatisierten Kfz-Kennzeichenkontrolle es
als vereinbar mit dem Bestimmtheitsgrundsatz angesehen hat, dass die
Rechtsgrundlage die zum Abgleich zugelassenen Fahndungsbestinde ,nur
abstrakt, nicht aber unter Verweis auf konkrete Dateien“ umschrieb.8?* Die
entsprechende Regelung (Art. 33 Abs. 2 S.2 BayPAG a. F.) lautete ,Zuldssig
ist der Abgleich der Kennzeichen mit polizeilichen Fahndungsbestinden,
die erstellt wurden 1. iiber Kraftfahrzeuge oder Kennzeichen, die durch
Straftaten oder sonst abhandengekommen sind, 2. tiber Personen, die
ausgeschrieben sind a) zur polizeilichen Beobachtung, gezielten Kontrolle
oder verdeckten Registrierung, b) aus Griinden der Strafverfolgung, Straf-
vollstreckung, Auslieferung oder Uberstellung, ¢) zum Zweck der Durch-
fithrung ausldnderrechtlicher Mafinahmen, d) wegen gegen sie veranlasster
polizeilicher Mafinahmen der Gefahrenabwehr32* In dieser abstrakten
Umschreibung der Fahndungsbestdnde liege weder eine unzuldssige dyna-
mische Verweisung, noch widerspreche dies dem Bestimmtheitsgebot.82>
Vielmehr habe der Gesetzgeber damit eine hinreichend klare Entscheidung

822 Schindler ist zwar der Auffassung, dass § 98¢ StPO den Bestimmtheitsanforderungen
fiir den Einsatz automatisierter Gesichtserkennung zur Identifizierung unbekannter
Verdéchtiger anhand von Lichtbilddatenbanken geniigt. Gleichwohl hilt er eine
»starkere Eingrenzung der fiir den Abgleich heranzuziehenden Datenbestinde in
den jeweiligen Vorschriften fir wiinschenswert, siche Schindler, Biometrische Vi-
deoiiberwachung, 2021, 547f.

823 BVerfGE 150, 244 (288).

824 Die Regelung findet sich heute weitgehend inhaltsgleich (bis auf Abs.1 Nr.1 b)) in
Art. 39 BayPAG.

825 BVerfGE 150, 244 (288).
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getroffen, deren Gehalt sich durch Auslegung ermitteln lasse und die den
Zugriff auf die nicht speziell auf die Kennzeichenkontrolle hin angelegten
Fahndungsbestinde sachbezogen eingrenze.®26 Auf ihrer Grundlage diirfe
die ndhere Auswahl aus den genannten Fahndungsbestdnden den Behérden
tiberlassen werden, die sie nach pflichtgemdflem Ermessen und unter der
Beriicksichtigung des Verhiltnismafligkeitsprinzips vorzunehmen hitten.82”
Dass ihnen hierbei eine gewisse Einschitzungsprarogative eingeraumt wer-
de, sei verfassungsrechtlich nicht ausgeschlossen.??8 Diese gesetzgeberische
Eingrenzung der zum Abgleich zugelassenen Daten ist aber deutlich starker
als bei § 98¢ StPO, denn es diirfen ohnehin nur Fahndungsbestinde heran-
gezogen werden und nicht, wie bei beim maschinellen Datenabgleich samt-
liche Daten, die zur Strafverfolgung, Strafvollstreckung oder Gefahrenab-
wehr gespeichert sind.32° Auch sei erneut daran erinnert, dass bei der auto-
matisierten Kfz-Kennzeichenkontrolle die Gefahr einer Fehlidentifizierung
beinahe inexistent ist, da falsche Treffer eindeutig erkannt und aussortiert
werden konnen. Im Ubrigen sind bei der Kfz-Kennzeichenkontrolle zwar
personenbezogene Daten (Kennzeichen) betroffen, nicht hingegen - wie
bei der Gesichtserkennung - biometrische und sogar hochstpersonliche,
unverdnderliche Merkmale. Eine Begrenzung der zum Abgleich zugelasse-
nen Datenbestdnde ist angesichts der Fehleranfilligkeit und Sensibilitat der
Daten daher noch wichtiger.

d) Keine ausdriickliche Nennung biometrischer Merkmale

Dies fithrt auch schon zum néachsten Kritikpunkt mit Blick auf die fehlen-
de Bestimmtheit des §98c StPO als Grundlage fiir eine automatisierte
Gesichtserkennung. Die Vorschrift ldsst nicht erkennen, dass biometrische
Daten verarbeitet werden. Eine ausdriickliche Nennung der zu verarbeiten-
den Daten wire aber wegen des verfassungsrechtlichen Grundsatzes der

826 BVerfGE 150, 244 (288).

827 BVerfGE 150, 244 (288 f)).

828 BVerfGE 150, 244 (289).

829 Man konnte auch argumentieren, dass die Fahndungsbestinde bei der automatisier-
ten Kennzeichenkontrolle eher den Mafinahmedaten (als den Abgleichdaten) beim
maschinellen Datenabgleich nach § 98¢ StPO entsprechen und die vorbeifahrenden
Kraftfahrzeuge den Abgleichdaten. Die vorbeifahrenden Kraftfahrzeuge konnen
aber bei einer Mafinahme wie der automatisierten Kfz-Kontrolle kraft Natur der
Sache gar nicht begrenzt werden.
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Bestimmtheit und Normenklarheit geboten,?3? jedenfalls folgt dieses Erfor-
dernis aus Art. 8 Abs. 2 JI-RL83.,

Bei den fiir die Embeddings extrahierten Gesichtsmerkmalen handelt es
sich nicht nur um personenbezogene, sondern um biometrische, dariiber
hinaus héchstpersonliche Daten, die aufSerdem noch weitgehend unveran-
derlich und individuell sind und einem Menschen immer und {iberall
hin ,folgen®. Personenbezogene Daten sind hingegen etwa auch Name,
Anschrift, Geschlecht, Familienstand und Vorstrafen. Hochstpersonliche,
individuelle Merkmale wie die Gesichtsgeometrie sind besonders sensible
Daten, da sie eine sekundenschnelle Zuordnung und Wiedererkennung
in unzédhligen Datensdtzen ermoglichen. Sie machen die entsprechende
Person immer und iiberall auffindbar und all ihre Fotos verkniipfbar. Die
Suche in einer Datenbank anhand eines Namens ist damit nicht zu verglei-
chen. Der Name oder andere personenbezogene Daten einer Person sind
auch nicht nach aulen erkennbar; das Gesicht lasst sich dagegen nicht
verbergen und ein Foto einer Person ldsst sich auch heimlich anfertigen.
Dass solche sensiblen Daten im Rahmen einer Strafverfolgungsmafinahme
verwendet werden diirfen, muss der Gesetzgeber entscheiden und diese
Entscheidung dann eindeutig aus dem Gesetz hervorgehen.83

So sieht beispielsweise Art.61 Abs.2 BayPAG, der insbesondere den
Einsatz von Gesichtserkennungssoftware erlauben soll,33 vor, dass der Ab-
gleich personenbezogener Daten ,auch unter Verwendung bildverarbeiten-
der Systeme und durch Auswertung biometrischer Daten erfolgen® kann.
Eine solch konkrete Benennung der zum Abgleich zugelassenen Daten ist
vor dem Hintergrund des Bestimmtheitsgrundsatzes auch geboten. § 98¢
StPO spricht jedoch nur von ,personenbezogenen Daten®.

e) Fazit

Die Vorschrift des § 98¢ StPO wird auch mit Blick auf die Bestimmtheit und
Normenklarheit nicht den Anforderungen gerecht, die eine Ermachtigung

830 Kapitel II. A. I. 3. b) und Kapitel II. C. L. 2. d).

831 Kapitel IT. B. I. 2. a).

832 So wohl auch Martini, NVwZ-Extra 1-2/2022, 1, 11. Schindler hilt es zwar nicht
fur zwingend, aber doch zumindest fiir ,vorzugswiirdig; dass die Verwendung
biometrischer Daten in einer Rechtsgrundlage erwédhnt werden, siehe Schindler,
Biometrische Videotiberwachung, 2021, 547 f.

833 Siehe BayLT-Drs.17/20425, 82 (,,Gesichtsfelderkennung®).
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fir den Einsatz automatisierter Gesichtserkennung zur Identifizierung un-
bekannter Verdédchtiger erfiillen muss. Insbesondere ist der Zweck des ma-
schinellen Datenabgleichs (,zur Aufklirung einer Straftat oder zur Ermitt-
lung des Aufenthaltsortes einer Person®) im Hinblick auf die Eingriffsin-
tensitdt automatisierter Gesichtserkennung zu unbestimmt formuliert, die
Art der Datenabfrage bzw. das technische Eingriffsinstrument (Gesichtser-
kennung) sind nicht néher spezifiziert, die zum Abgleich zugelassenen
Datenbanken sind nicht hinreichend begrenzt und die Verwendung hochst-
personlicher biometrischer Merkmale geht nicht aus der Norm hervor.

Diese Bedenken hinsichtlich der Bestimmtheit und Normenklarheit kén-
nen auch nicht dadurch entkréftet werden, dass einige der Defizite durch
Auslegung zu beseitigen wiren. Eine solche Auslegung ist bei Bestimmt-
heitsméangeln nur mit Riicksicht auf den Sinn und Zweck des Bestimmt-
heitsgrundsatzes moglich.#** Sie kommt aber jedenfalls, so das Bundesver-
fassungsgericht, dann ,nicht in Betracht, wenn es an einem die wesentli-
chen Fragen umfassenden Regelungskern fehlt, der auf einen erklarten
objektivierten Willen des Gesetzgebers zuriickgefithrt werden kann“3%
Denn wenn bei einer Vorschrift, die aus sich heraus weder bestimmte Aus-
schlusstatbestdnde enthalt, noch deutlich den Zweck der Regelung erken-
nen ldsst, eine verfassungskonforme Auslegung gleichwohl zuldssig wire,
dann liefe der Gesetzesvorbehalt leer, der Eingriffe in ein Grundrecht einer
gesetzlichen Regelung zuweist und den Gesetzgeber verpflichtet, Art und
Umfang des Eingriffs selbst festzulegen.83¢

Die Vorschrift des § 98¢ StPO geniigt daher auch mit Blick auf das
Gebot der Bestimmtheit und Normenklarheit nicht den Anforderungen, die
an eine Ermichtigung fiir den Einsatz automatisierter Gesichtserkennung
zu stellen sind. Der Einsatz automatisierter Gesichtserkennung zur Identifi-
zierung unbekannter Verdachtiger kann daher - entgegen der bisherigen
allgemeinen Auffassung in Praxis und Literatur®®” — nicht auf § 98c StPO
gestiitzt werden.

834 BVerfGE 120, 378 (423).

835 BVerfGE 120, 378 (423).

836 BVerfGE 120, 378 (4231)).

837 Soweit § 98c StPO als taugliche Rechtsgrundlage fiir den Einsatz automatisierter
Gesichtserkennung zur Identifizierung unbekannter Verdéchtiger angesehen wird,
beruht dies darauf, dass von einem nur ,vergleichsweise geringen® Eingriffsgewicht
ausgegangen wird, so Schindler, Biometrische Videotiberwachung, 2021, 548; Hor-
nung/Schindler, ZD 2017, 203, 207; dem zustimmend BeckOK StPO/Gerhold, 49.
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II. Sonstige Rechtsgrundlagen

Im Folgenden werden weitere Vorschriften beleuchtet, die als Rechtsgrund-
lagen fiir die Verwendung von Gesichtserkennungssoftware zu Identifizie-
rung unbekannter Verdéchtiger in Betracht kommen.

1. §98a, b StPO

Bei der Rasterfahndung (§§ 98a, b StPO) werden die Moglichkeiten der
elektronischen Datenverarbeitung genutzt, um Nichtverddchtige auszu-
schlieffen oder Personen festzustellen, die weitere fiir die Ermittlungen
bedeutsame Priifungsmerkmale erfiillen.8*® Wihrend es bei § 98¢ StPO um
den Abgleich mit Daten geht, die bereits bei den Strafverfolgungsbehorden
vorhanden sind, betrifft die Rasterfahndung den Abgleich mit bei anderen
Stellen gespeicherten Daten. Hierfiir sondert die speichernde (6ffentliche
oder nicht offentliche) Stelle die fiir den Abgleich erforderlichen Daten
aus den Datenbestinden aus und iibermittelt sie den Strafverfolgungsbe-
horden (§98a Abs.2 StPO).8% Diese Daten werden dann anhand von
Priifungsmerkmalen (z. B. ,ménnlich, Alter 18 bis 40 Jahre, Student oder
ehemaliger Student, islamische Religionszugehdorigkeit, Geburtsland oder
Nationalitdt bestimmter, im Einzelnen benannter Lander mit iiberwiegend
islamischer Bevolkerung“®4%) durchsucht; dabei werden im Regelfall in
mehreren Schritten verschiedene Datensitze abgeglichen.3*! Bei der positi-
ven Rasterfahndung werden Personen herausgefiltert, die als Schnittmen-
ge diese Priifungsmerkmale erfiillen; bei der negativen Rasterfahndung
werden Personen ausgeschieden, bei denen die Priifungsmerkmale nicht

Ed., Stand: 1.10.2023, StPO §98c Rn.1 und Bauer/Gogoll/Zuber, Gesichtserken-
nung, 2021, 51; vgl. auch Petri, GSZ 2018, 144, 146.

838 Naher zur Rasterfahndung etwa Eckstein, Ermittlungen zu Lasten Dritter, 2013,
280 ft.

839 Hingegen handelt es sich nicht um eine Rasterfahndung, wenn die Strafverfolgungs-
behorden einzelne Auskiinfte erhalten (also nicht die Gesamtdateien zum weiteren
Abgleich mit anderen Dateien); vgl. BVerfG, NJW 2009, 1405, 1406.

840 So die Suchanfrage fiir (allerdings praventive) Rasterfahndung nach den Anschla-
gen vom 11.9.2001, BVerfG, NJW 2006, 1939. Es wurde vermutet, dass sich islamis-
tische Terroristen als sogenannte ,Schlifer in der Bundesrepublik Deutschland
aufhalten sollen.

841 Vgl. MiiKoStPO/Hauschild, 2. Aufl. 2023, StPO § 98a Rn. 3.
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(alle) zutreffen.84? Der Einsatz von Gesichtserkennung zur Identifizierung
unbekannter Verdéchtiger hat zwar gewisse Parallelen mit der Rasterfahn-
dung, jedoch werden hier keine Priifungsmerkmale im Sinne der §§ 98a, b
StPO abgeglichen.®*3 Auf die Vorschriften zur Rasterfahndung (§§ 98a, b
StPO) lasst sich der Einsatz automatisierter Gesichtserkennung daher nicht
stutzen.

2. §81b Abs. 1 Alt. 1 StPO

Die Vorschrift des §81b StPO regelt erkennungsdienstliche Mafinahmen
bei dem Beschuldigten und erlaubt unter anderem (Alt.1), soweit es fiir
die Zwecke der Durchfiihrung des Strafverfahrens notwendig ist, Lichtbil-
der und Fingerabdriicke des Beschuldigten auch gegen seinen Willen auf-
zunehmen und Messungen und dhnliche Mafinahmen an ihm vorzuneh-
men. Die ,Aufnahme® von Lichtbildern erfasst aber bereits ihrem Wortlaut
nach nicht auch den Abgleich von Lichtbildern. Auch handelt es sich bei
dem Einsatz von Gesichtserkennung nicht um ,Messungen und dhnliche
Mafinahmen“3** Der Umstand, dass automatisierte Gesichtserkennung ur-
springlich auf Messung von Gesichtsmerkmalen basierte, dndert hieran
nichts — zumal die heute verwendeten Algorithmen so komplex sind, dass
selbst die Entwickler die Rechenschritte nicht nachvollziehen konnen und
ohnehin nicht mehr von einem ,Messen von Abstanden® gesprochen wer-
den kann. Mit ,Messungen“ im Sinne des § 81b Abs.1 Alt.1 StPO sind
manuelle Messungen, etwa von Korpergrofle, Gewicht oder Schuhgrofie,34°
gemeint. Automatisierte Gesichtserkennung wire erstens — wenn {iberhaupt
- eine automatisierte Messung und vor allem aber auch ein automatisierter
Abgleich zuvor ,ausgemessener Merkmale und daher eine ganzlich andere
Mafinahme als eine Messung der Schuhgrofle. § 81b Abs.1 Alt.1 StPO ist
daher ebenfalls keine taugliche Rechtsgrundlage.346

842 KK-StPO/Greven, 9. Aufl. 2023, StPO § 98a Rn. 2.

843 So auch Schindler, Biometrische Videoiiberwachung, 2021, 424, der zudem darauf
hinweist, dass bei der Recherche mit Gesichtserkennung in polizeilichen Lichtbild-
datenbanken keine ,externen“ Datensatze durchsucht werden.

844 Ebenso auch Schindler, Biometrische Videoiiberwachung, 2021, 431.

845 Vgl. OVG Magdeburg, NJW 2019, 1827, 1832.

846 Schindler, Biometrische Videoiiberwachung, 2021, 431.
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3. §100h Abs.1S.1Nr.1StPO

Nach §100h Abs.1 S.1 Nr.1, Abs. 2 StPO dirfen Bildaufnahmen von dem
Beschuldigten auflerhalb von Wohnungen auch ohne sein Wissen herge-
stellt werden. Zwar darf das so generierte Material handisch gesichtet wer-
den; dies lasst sich noch auf die Vorschrift des § 100h StPO oder zumindest
auf §§161, 163 StPO stiitzen. Nicht mehr erfasst von einem ,Herstellen“
ist aber angesichts der Eingriffsintensitit der automatisierte Abgleich per
Gesichtserkennung.34”

4. §163b Abs.1S.1StPO

Auch auf §163b Abs.1 S.1 StPO kann der Einsatz automatisierter Ge-
sichtserkennung zur Identifizierung unbekannter Verddchtiger anhand von
Lichtbilddatenbanken nicht gestiitzt werden. Die Vorschrift erlaubt es,
die zur Feststellung der Identitit eines Beschuldigten ,erforderlichen Maf3-
nahmen® zu treffen. Diese generalklauselartige Formulierung®® ist aber
ersichtlich nicht geeignet, die Eingriffe in das Recht auf informationelle
Selbstbestimmung zahlreicher Unbeteiligter in der Datenbank gespeicher-
ter Personen zu legitimieren. §163b Abs.1 S.1 StPO ist daher ebenfalls
keine taugliche Rechtsgrundlage fiir die hier untersuchte Einsatzvariante
von Gesichtserkennung.34°

5. §§ 161, 163 StPO

Aufgrund ihrer Unbestimmtheit konnen auch die Ermittlungsgeneralklau-
seln der §§161, 163 StPO nicht als Erméchtigung herangezogen werden.
Zudem sind wegen der Vorbehaltsklausel (,soweit nicht andere gesetz-
liche Regelungen ...“) bei speziell geregelten Ermittlungseingriffen die
entsprechenden Vorschriften anzuwenden; deren Voraussetzungen diirfen
nicht durch die Ermittlungsgeneralklausel umgangen werden.®>? Fiir einen

847 So im Ergebnis auch Hornung/Schindler, DuD 2021, 515, 518; Schindler, Biometri-
sche Videoiiberwachung, 2021, 420.

848 KK-StPO/Weingarten, 9. Aufl. 2023, StPO § 163b Rn. 12.

849 So im Ergebnis auch Schindler, Biometrische Videoiiberwachung, 2021, 434 f. mit
anderer Begriindung.

850 MiiKoStPO/Kdélbel/Ibold, 2. Aufl. 2024, StPO § 161 Rn. 7.
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justizinternen Datenabgleich wire § 98¢ StPO heranzuziehen, der aber be-
reits den Anforderungen an eine Rechtsgrundlage fiir den Einsatz automa-
tisierter Gesichtserkennung zur Identifizierung unbekannter Verdéchtiger
nicht geniigt.

6. § 48 BDSG

Auch die Vorschrift des § 48 BDSG ist keine taugliche Rechtsgrundlages>!
zur Identifizierung unbekannter Verdéchtiger per Gesichtserkennung (und
allgemein zur Verarbeitung sensibler Daten). Angesichts ihrer Unbestimmt-
heit und mangelnden Normenklarheit3>? diirfte sie verfassungswidrig sein,
sofern mit ihr eine generelle Rechtsgrundlage zur Verarbeitung der dort ge-
nannten besonderen Kategorien von Daten bestehen soll.853 Riickert weist
insofern zu Recht darauf hin, dass insbesondere Anlass und Grenzen (bis
auf die ,unbedingte Erforderlichkeit®) der Datenverarbeitung nicht hinrei-
chend konkret festgelegt sind und dass §48 BDSG nicht einmal einen
Anfangsverdacht voraussetzt.8>* Davon abgesehen: Die Vorschrift ist derart
generalklauselartig® formuliert (,,Die Verarbeitung besonderer Kategorien
personenbezogener Daten ist nur zuldssig, wenn sie zur Aufgabenerfiillung
unbedingt erforderlich ist.“), dass sie jedenfalls fiir eine eingriffsintensive
Mafinahme wie die automatisierte Gesichtserkennung zur Ermittlung der
Identitat unbekannter Verdichtiger nicht herangezogen werden kann.8

851 Nach BT-Drs. 18/11325, 111 soll § 48 BDSG eine Rechtsgrundlage sein; sieche auch
Gola/Heckmann/Braun, 3. Aufl. 2022, BDSG § 48 Rn. 1. Kritisch hierzu Paal/Pauly/
Frenzel, 3. Aufl. 2021, BDSG § 48 Rn. 4; Sydow/Marsch DS-GVO/BDSG/Kampert,
3. Aufl. 2022, BDSG § 48 Rn. 36; siehe auch Johannes/Weinhold, Das neue Daten-
schutzrecht bei Polizei und Justiz, 2018, § 1 BDSG Rn. 149; ebenfalls kritisch und
vertiefend zu § 48 BDSG Arzt, DOV 2023, 991, 994 ff.

852 Vgl. auch BeckOK DatenschutzR/Albers/Schimke, 46. Ed., Stand: 1.8.2023, BDSG
§ 48 Rn. 9 (,relativ unbestimmt®).

853 Siehe auch Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 536,
776.

854 Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 536.

855 Gola/Heckmann/Braun, 3. Aufl. 2022, BDSG § 48 Rn. L. Fiir eine gréfiere Offenheit
mit Blick auf generalklauselartig formulierte Rechtsgrundlagen zur Datenverarbei-
tung auflerhalb sicherheitsrechtlicher Kontexte pladieren Marsch/Rademacher, Die
Verwaltung, 2021, 1.

856 Sydow/Marsch DS-GVO/BDSG/Kampert, 3.Aufl. 2022, BDSG §48 Rn.36 mit
dem Hinweis, dass Datenverarbeitungen, fiir die bislang keine Rechtsgrundlage
bestand, auch auf Grundlage von § 48 BDSG nicht zuldssig sein diirften. Ablehnend
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II1. Fazit: Keine Rechtsgrundlage

Fiir den Einsatz automatisierter Gesichtserkennung zur Identifizierung un-
bekannter Verddchtiger anhand von Lichtbilddatenbanken besteht keine
strafprozessuale Ermédchtigung. Insbesondere kann eine solche Mafinahme
nicht auf § 98¢ StPO gestiitzt werden. Die Vorschrift verlangt lediglich
einen Anfangsverdacht fiir (irgend-)eine Straftat und beinhaltet keinerlei
prozedurale Schutzmechanismen; vor diesem Hintergrund kann sie nur ge-
ringfiigige Grundrechtseingriffe legitimieren. Ein auf Basis automatisierter
Gesichtserkennung vorgenommener Abgleich von Lichtbildern zur Identi-
fizierung unbekannter Verdichtiger ist jedoch kein geringfiigiger, sondern
ein erheblicher Grundrechtseingriff. Auch geniigt § 98¢ StPO mit Blick auf
die Bestimmtheit und Normenklarheit nicht den verfassungsrechtlichen
Anforderungen, die an eine Erméchtigung fiir den Einsatz automatisierter
Gesichtserkennung zur Identifizierung unbekannter Verdichtiger zu stellen
sind. Der Zweck des maschinellen Datenabgleichs (,zur Aufklirung einer
Straftat oder zur Ermittlung des Aufenthaltsortes einer Person®) ist mit
Blick auf das erhebliche Eingriffsgewicht automatisierter Gesichtserken-
nung zu unbestimmt formuliert, die Art der Datenabfrage bzw. das tech-
nische Eingriffsinstrument (Gesichtserkennung) sind nicht naher spezifi-
ziert, die zum Abgleich zugelassenen Datenbanken sind nicht hinreichend
begrenzt und die Verwendung hochstpersonlicher biometrischer Merkmale
geht nicht aus der Norm hervor.

Wie oben bereits angesprochen, verlangt das Bundesverfassungsgericht
mit Blick auf technologische Entwicklungen zwar keine gesetzlichen For-
mulierungen, die jede Einbeziehung kriminaltechnischer Neuerungen aus-
schlieflen. Wegen des schnellen und fiir den Grundrechtsschutz riskanten
informationstechnischen Wandels miisse der Gesetzgeber aber ,,die techni-
schen Entwicklungen aufmerksam beobachten und bei Fehlentwicklungen

zum Riickgriff auf § 48 BDSG fiir den Einsatz von Gesichtserkennung zur Aus-
wertung umfangreichen Datenmaterials (wie nach den G20-Ausschreitungen) Mar-
tini, NVwZ-Extra 1-2/2022, 1, 9f.; Bauer/Gogoll/Zuber, Gesichtserkennung, 2021,
491.; Schindler, Biometrische Videoiiberwachung, 2021, 445; Mysegades, NVwZ
2020, 852, 854; Gola/Heckmann/Braun, 3. Aufl. 2022, BDSG § 48 Rn. 3; zumindest
in Betracht gezogen dagegen von VG Hamburg, Urt. v. 23.10.2019, 17 K 203/19,
BeckRS 2019, 40195 Rn. 75 ff. Wohl insgesamt gegen § 48 BDSG als Rechtsgrundla-
ge fiir automatisierte Gesichtserkennung in Gefahrenabwehr und Strafverfolgung
Worner/Blocher, in: Miré-Llinares/Duvac/Toader/Santisteban Galazarza, Crimina-
lisation of Al-related offences, International Colloquium, 2024, 213, 215.
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C. Strafprozessrecht: Bestehen einer Rechtsgrundlage

hinsichtlich der konkreten Ausfiillung offener Gesetzesbegriffe durch die
Strafverfolgungsbehorden und die Strafgerichte notfalls durch ergénzende
Rechtssetzung korrigierend eingreifen3” Mit Blick auf den Einsatz auto-
matisierter Gesichtserkennung zur Identifizierung unbekannter Verdachti-
ger sollte der Gesetzgeber nun umgehend korrigierend eingreifen.

857 BVerfGE 112, 304 (316 £.); vgl. auch BVerfGE 90, 145 (191).
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Kapitel ITI. Folgen und mediale Darstellung des Einsatzes
automatisierter Gesichtserkennung -
kriminologische Betrachtung

»Most things are never meant.
— Philip Larkin88

Jede neue Erfindung, jede neue Technologie soll ein Problem l6sen, bringt
aber auch Folgen mit sich, die nicht beabsichtigt waren. Welche Folgen der
zunehmende Einsatz automatisierter Gesichtserkennung in der Strafverfol-
gung hat und noch haben wird, ist bislang noch unzureichend untersucht
worden. In diesem Kapitel sollen zunédchst die moglichen Auswirkungen
auf zwei Ebenen néher betrachtet werden: Folgen fiir die Strafverfolgung
und Folgen fiir Unbeteiligte. Selbstverstandlich kann hier nicht der An-
spruch erhoben werden, diese Fragen umfassend beantworten zu kénnen.
Es soll jedoch aufgezeigt werden, mit welchen Fragen und Problemen sich
die Strafrechtswissenschaft und die Kriminologie in Zukunft werden befas-
sen miissen. Dabei werden nicht dystopische Zukunftsszenarien, sondern
konkrete Risiken betrachtet. Zunéchst wird untersucht, wie sich der Einsatz
automatisierter Gesichtserkennung auf die Selektivitdt der Strafverfolgung
auswirken konnte, also darauf, welche Straftaten verfolgt und am Ende
tatsachlich abgeurteilt werden und welche nicht (A.). Dann wird herausge-
arbeitet, wie und warum es im Zusammenhang mit Gesichtserkennung
zu vermehrten Ermittlungsmafinahmen gegen Unbeteiligte kommt; hierfiir
werden die Fille der Festnahmen Unschuldiger in den USA néher ausge-
wertet (B.).

Zudem wird untersucht, welches Bild die Medien von dem Einsatz
automatisierter Gesichtserkennung in der Strafverfolgung zeichnen. Neue
Technologien, insbesondere wenn sie auf KI basieren und durch die Po-
lizei eingesetzt werden, konnen eine Verunsicherung in der Gesellschaft
hervorrufen und das Vertrauen in staatliches, insbesondere polizeiliches
Handeln beeintréichtigen. Da die wenigsten Menschen auf Fachliteratur zu
dem Thema zuriickgreifen, liegt es nahe, dass die Medien einen Einfluss auf
die Wahrnehmung der Technologie haben konnten. Um néher nachzuvoll-

858 Larkin, Collected Poems, 1988, 190.
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ziehen, wie Gesichtserkennung in den Medien dargestellt wird und welche
Bedenken im Vordergrund stehen, wird eine qualitative Inhaltsanalyse von
Medienbeitragen durchgefiihrt (C).

A. Folgen fiir den strafrechtlichen Selektionsprozess

»Stellen Sie sich einmal vor, daf$ jeder der ein Unrecht
begeht, entdeckt und entsprechend bestraft wird.”
- William Makepeace Thackeray®>®

Strafverfolgung ist selektiv. Nur ein Bruchteil aller Verhaltensweisen, die
einen Straftatbestand erfiillen, werden tatsachlich gerichtlich abgeurteilt.86
Dieser Selektionsprozess hiangt von unterschiedlichen Faktoren ab; das
Recht (,first code®) ist jedenfalls nicht allein ausschlaggebend, entscheiden-
der ist die Rechtsanwendung (,,second code®).8¢! Daher gentigt ein Blick auf
die Rechtsnormen (Welches Verhalten ist strafbar? Wann darf die Polizei
einschreiten? Welche Ermittlungsmethoden sind zuldssig?) nicht. In den
Blick zu nehmen sind auch die ungeschriebenen Normen, die in der Praxis
faktisch entscheiden, welches Verhalten im strafrechtlichen Selektionspro-
zess ausgefiltert wird und welches verfolgt und geahndet wird. Die Anzeige-
bereitschaft der Bevolkerung fiir bestimmte Delikte, die Kontrolltatigkeit
der Polizei, die Art und Schwere des Delikts, gesellschaftliche Machtstruk-
turen, die Ressourcenverteilung innerhalb der Strafverfolgungsbehérden
und Kosten-Nutzen-Erwdgungen sind nur einige dieser ungeschriebenen
Kriterien. Welchen Einfluss neue Technologien auf diese Selektionsmecha-
nismen haben, wird in Deutschland bislang noch kaum untersucht.?62 Im
Folgenden soll auf dem Fundament bisheriger grundlegender kriminologi-

859 Zitiert nach Popitz, in: Pohlmann/Ef8bach, Popitz, Soziale Normen, 1968, 158, 159.

860 Ausfiihrlich etwa Eisenberg/Kélbel, Kriminologie, 2024, § 28 Rn. 41ft.; § 31 Rn. 11t;
Meier, Kriminologie, 2021, § 9 Rn. 32 ff.; Singelnstein/Kunz, Kriminologie, 2021, § 19
Rn.2ff, 19 ff;; siehe auch Neubacher, Kriminologie, 2023, Kap. 3 Rn. 2ff; Délling/
Hermann/Laue, Kriminologie, 2022, § 28 Rn. 15; Singelnstein, ZfR 2014, 321, 326 f,;
speziell zur Selektivitdt der Strafverfolgung im Kontext neuer Kontrolltechnologien
Wehrheim, in: Schmidt-Semisch/Hess, Die Sinnprovinz der Kriminalitt. Zur Dy-
namik eines sozialen Feldes, 2014, 137.

861 Zu dieser Unterscheidung MacNaughton-Smith, Journal of Research in Crime and
Delinquency 1968, 97; siche auch MacNaughton-Smith, in: Liiderssen/Sack Semi-
nar: Abweichendes Verhalten II, 1975, 197 ft., 210.

862 Vgl. aber Wehrheim, in: Schmidt-Semisch/Hess, Die Sinnprovinz der Kriminalitit,
2014, 137, 150 f. Zu Uberlegungen fiir die USA etwa Burrell/Fourcade, Annual Re-
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A. Folgen fiir den strafrechtlichen Selektionsprozess

scher Erkenntnisse iiberlegt werden, an welchen Stellen des Kriminalisie-
rungsprozesses automatisierte Gesichtserkennung wirken und so die Selek-
tivitat der Strafverfolgung noch weiter verstirken oder verschieben kann.
Diese Uberlegungen konnen als Basis fiir zukiinftige empirisch-kriminolo-
gische Forschung in diesem Bereich dienen.

I. Bekanntwerden von strafbarem Verhalten

Nur Taten, die zur Kenntnis der Strafverfolgungsbehdrden (typischerweise
der Polizei) gelangen, kénnen strafrechtlich verfolgt werden. In den meis-
ten Fallen ist dies auf eine Anzeige von Privaten zuriickzufithren, meist von
Geschidigten, teilweise auch von Zeugen.86* Seltener sind es polizeiliche
Kontrollen oder andere Ermittlungstitigkeiten, die zu einem Tatverdacht
fithren. Entscheidend dafiir, welche strafbaren Verhaltensweisen verfolgt
werden, ist daher zumeist die Frage, welche Taten tiberhaupt wahrgenom-
men, als strafbar bewertet und angezeigt werden.

1. Verstarkte Anzeigebereitschaft durch Aufzeichnung von Taten und
Verdichtigen

Die Entscheidung, eine Strafanzeige zu erstatten, wird von vielen unter-
schiedlichen Faktoren beeinflusst.8%* Neben der wahrgenommenen Schwe-
re des Delikts sind die angenommenen Erfolgsaussichten ein wesentliches
Kriterium.®%> Der vermehrte Einsatz von Gesichtserkennung in der Straf-

view of Sociology 2021, 213. Zum Einfluss des Predictive Policing auf die Polizeiar-
beit Krasman/Egbert, Predictive Policing, 2019, 55 ff.

863 Singelnstein/Kunz, Kriminologie, 2021, § 19 Rn. 19 mwN; siehe auch Eisenberg/Kol-
bel, Kriminologie, 2024, §24 Rn.1l und Ddlling/Hermann/Laue, Kriminologie,
2022, § 28 Rn. 15.

864 Siehe nur Birkel/Church/Erdmann/Hager/Leitgob-Guzy, Sicherheit und Kriminali-
tat in Deutschland, 2020, 82 ff. und Birkel/Church/Hummelsheim-Doss/Leitgob-Gu-
zy/Oberwittler, Der Deutsche Viktimisierungssurvey 2017, 2019, 42 ff. zu Griinden
fiir oder gegen eine Anzeige; BMI/BM]J, Zweiter Periodischer Sicherheitsbericht,
2006, 19 zu Griinden fiir die Nichtanzeige. Siehe auch den Uberblick bei Eisenberg/
Kélbel, Kriminologie, 2024, § 24 Rn. 13 ff.; Neubacher, Kriminologie, 2023, Kap. 3
Rn. 11 ff.;; Meier, Kriminologie, 2021, § 9 Rn. 34 ff.; Singelnstein/Kunz, Kriminologie,
2021, § 19 Rn. 20 ff.

865 Birkel/Church/Erdmann/Hager/Leitgob-Guzy, Sicherheit und Kriminalitit in
Deutschland, 2020, 87, 90ff; Birkel/Church/Hummelsheim-Doss/Leitgob-Gu-
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verfolgung und vor allem das Bekanntwerden des vermehrten Einsatzes
von Gesichtserkennung innerhalb der Gesellschaft konnten dazu fiihren,
dass in der Bevodlkerung fiir viele Delikte hohere Erfolgsaussichten ange-
nommen werden. Wo in der Vergangenheit keine oder kaum Ansatzpunk-
te bestanden, um die Identitdt eines unbekannten Tdters zu ermitteln -
etwa bei einem korperlichen Angriff durch einen Unbekannten oder einem
von Menschen unbemerkten Diebstahl in einem Supermarkt —, bestehen
mittlerweile Ermittlungsansitze.36¢ Der Initiator einer Schlédgerei in einer
Diskothek konnte auf Fotos auf der Webseite des Nachtclubs abgebildet
sein;%67 den Dieb konnte eine Uberwachungskamera aufgezeichnet haben.
Allein die Bildaufnahme half in der Vergangenheit wenig, wenn Zeugen
oder die Polizei den Unbekannten nicht zuféllig wiedererkannten. Automa-
tisierte Gesichtserkennung verspricht nun, die Identitét in Sekundenschnel-
le zu ermitteln. Es kann daher die Vermutung aufgestellt werden, dass
mit dem zunehmenden Bekanntwerden der Gesichtserkennung als polizei-
licher Ermittlungsmethode die wahrgenommenen Erfolgsaussichten und
damit auch die Anzeigebereitschaft grundsatzlich ansteigen werden.
Gesichtserkennung konnte zudem auch indirekt dazu fithren, dass mehr
und mehr Straftaten tiberhaupt erst wahrgenommen werden. In den ver-
gangenen Jahren war bereits ein Anstieg privater Uberwachungskameras zu
verzeichnen: in der Bahn, in Verkaufsflichen von Geschiften, in Hausein-
gingen, in Autos, in Restaurants, in Cafés, am Arbeitsplatz.38 Wer damit
rechnet, dass die Polizei per Gesichtserkennung auch unbekannte Tater
identifizieren konnte, hat nun womdglich einen (weiteren) Anreiz, um eine
Uberwachungskamera anzubringen. Dadurch kénnten in Zukunft auch
deutlich mehr strafbare Verhaltensweisen iiberhaupt erst wahrgenommen
werden. Zudem werden mehr und mehr Bild- und Videoaufnahmen mit
privaten Smartphones angefertigt; fiir das Jahr 2027 wird prognostiziert,
dass rund 70 Millionen Menschen in Deutschland ein Smartphone besitzen

zy/Oberwittler, Der Deutsche Viktimisierungssurvey 2017, 2019, 43, 98; BMI/BM],
Zweiter Periodischer Sicherheitsbericht, 2006, 19; siche auch Singelnstein/Kunz,
Kriminologie, 2021, § 19 Rn. 20;

866 Vgl. auch bereits Kapitel I. G. 1. 3. zu Fillen, in denen durch die Moglichkeit der
Gesichtserkennung Spurenansitze bestehen.

867 Zu diesem Fall Kapitel I. G. I 3.

868 Weichert im Gesprach mit Ensminger, ,Jmmer mehr Uberwachung um uns her-
um’; Deutschlandfunk v. 11.12.2014, https://perma.cc/9DJZ-VQE7; hierzu auch
Eisenberg/Kolbel, Kriminologie, 2024, § 27 Rn.71; Hoffmann, Der nichtstaatliche
Einsatz biometrischer Gesichtserkennungssysteme nach der DSGVO, 2023, 30 f.
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A. Folgen fiir den strafrechtlichen Selektionsprozess

werden.8® Werden hierbei auch Delikte oder Verdichtige aufgezeichnet,
besteht mit Gesichtserkennung nun eine erhohte Wahrscheinlichkeit, dass
strafbares Verhalten geahndet werden kann. Dies kann auch einen zusétzli-
chen Anreiz geben, Geschehen mit dem Handy aufzuzeichnen. Das BKA
rechnet bereits damit, dass ,[aJufgrund des steigenden Autkommens digita-
ler Aufnahmen, z. B. in den sozialen Netzwerken und der durch Smartpho-
nes allzeitigen Moglichkeit Bilder zu fertigen, [...] in den néchsten Jahren
mit einem weiteren Anstieg der Zahl der GES-Recherchen zu rechnen®
ist.870

Wichtig wird bei all dem sein, im Blick zu behalten, welche Straftaten
tberhaupt visuell aufgezeichnet werden (konnen), denn diese diirften in
Zukunft auch noch verstirkter wahrgenommen werden. Diebstahle und
Korperverletzungen (bzw. die Téter beim Betreten oder Verlassen des
Tatorts) werden eher von einer Kamera aufgezeichnet werden als Bilanz-
falschungen und Steuerhinterziehungen (dazu auch sogleich im néchsten
Abschnitt 2. unten). Den Umstand, dass u. a. Wirtschaftsdelikte weniger
sichtbar und daher schwerer zu ahnden sind,8”! wird der Einsatz automati-
sierter Gesichtserkennung also nicht dndern.8”? Stattdessen konnte es zu
einer noch stirkeren Verschiebung der strafverfolgungsbehordlichen Res-
sourcen hin zu den visuell wahrnehmbaren, ohnehin bereits im Fokus der
Offentlichkeit stehenden Delikten kommen.

Insbesondere konnte automatisierte Gesichtserkennung dazu fiihren,
dass Klein- und Bagatellkriminalitdt haufiger verfolgt wird, etwa Beleidi-
gungen oder Diebstihle geringwertiger Sachen. War der Titer dem Ge-
schéddigten, einem Zeugen oder den Behérden nicht bekannt, so war eine

869 Statista, Anzahl der Smartphone-Nutzer* in Deutschland in den Jahren 2009
bis 2022 und Prognose bis 2027 (in Millionen), https://de.statista.com/statistik/
daten/studie/198959/umfrage/anzahl-der-smartphonenutzer-in-deutschland-seit-2
010/.

870 Webseite des Bundeskriminalamts, Gesichtserkennung, https://perma.cc/NZ3K-B
555.

871 Meier, Kriminologie, 2021, § 11 Rn. 14.

872 Vgl. zu einem dhnlichen Gedanken im Bereich der Gefahrenabwehr Radema-
cher/Perkowski, JuS 2020, 713, 717 allgemein mit Blick auf KI-gestiitzte Technolo-
gien: ,KI-gestiitzte Technologien funktionieren vielmehr nur hoch spezifisch in
Bereichen, in denen ausreichend digitalisierte Daten vorhanden sind, um die jewei-
lige Software damit fiir den Einsatz ,trainieren’ zu kénnen. Nur dann konnen die
oben erwéhnten Suchmuster geformt werden. Gefahren, die selten oder (noch)
nicht digital erfassbar sind, drohen damit zugunsten gut erfassbarer Gefahren vom
Radar der Polizei zu verschwinden.”
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Kapitel II1. Kriminologische Betrachtung

Identifizierung in der Vergangenheit kaum mdoglich. Eine Veréffentlichung
von Lichtbildern zur Identitits- und Aufklirungsfahndung nach §131b
Abs.1 StPO ist nur zuldssig beim Verdacht einer Straftat von erheblicher
Bedeutung (dies ist im Einzelfall zu bestimmen®”3). Bei Bagatelldelikten
waren daher eine solche Identititsaufklarung und somit eine Strafverfol-
gung nicht méglich. Es existierten keine konkreten Zahlen dazu, wie viele
leichte und bagatellarische Delikte derzeit verfolgt werden; die Strafverfol-
gungsstatistik schliisselt nicht auf, welchen Wert z. B. beim Diebstahl die
entwendete Sache hatte.8”* Taten von Erst- oder Gelegenheitstitern wer-
den typischerweise aus Opportunititsgriinden eingestellt (§ 153 StPO oder
§ 45 Abs.1 JGG);%7 solche Verfahren laufen standardisiert ab und werden
nur ,verwaltet’, zu Vernehmungen oder anderen Ermittlungen, Anklagen
und Hauptverhandlungen kommt es kaum.8”¢ Anders verlaufen Verfahren
hingegen bei wiederholt auffillig gewordenen Personen, auch wenn die-
se jedes Mal nur mit Bagatelldelikten in Erscheinung getreten sind. Die
Ursachen fiir diese Mehrfachauffélligkeit kdnnen vielfaltig sein; Bernd-Die-
ter Meier nennt beispielsweise prekire Lebensverhiltnisse, Interesse- und
Gedankenlosigkeit, Drogenprobleme, die desintegrierenden Auswirkungen
vorangegangener Sanktionen oder den Wunsch nach mehr Aufmerksam-
keit.”7 Fur die Justiz dndert dies jedoch regelmiflig nichts daran, dass
bei wiederholter Straftatbegehung selbst im Bagatellbereich das 6ffentliche
Interesse an der Strafverfolgung bejaht wird, sodass eine Einstellung nach
§153 StPO nicht mehr in Betracht kommt. Der Betroffene wird daher
angeklagt und mit einer Geldstrafe oder Bewdhrungsstrafe sanktioniert.378
Kommt es weiterhin zu Straftaten, so kann irgendwann wegen ungiinstiger
Legalprognose (vgl. § 56 StGB) selbst bei Bagatellkriminalitét letztendlich
eine Freiheitsstrafe ohne Bewdhrung folgen.” Diese Entwicklung droht
sich mit dem vermehrten Einsatz automatisierter Gesichtserkennung noch

873 Siehe nur BeckOK StPO/Niesler, 49. Ed., Stand: 1.10.2023, StPO §131 Rn. 6; der
Begriff der Straftat von erheblicher Bedeutung entspricht dem des § 131 Abs. 3 StPO.

874 Bei generell bagatellhaften Delikten wie der Beférderungserschleichung lasst sich
zumindest die Anzahl der verfolgten Taten ermitteln. Mit Blick auf die Verurteilun-
gen differenziert die Strafverfolgungsstatistik wegen einer solchen Tat allerdings
nicht danach, ob zugleich noch andere Taten verwirklicht wurden.

875 Meier, in: FS Rossner, 2015, 304, 304 f.

876 Singelnstein/Kunz, Kriminologie, 2021, § 19 Rn. 28 mwN.

877 Meier, in: FS Rossner, 2015, 304, 305.

878 Siehe hierzu nur Meier, in: FS Rossner, 2015, 304, 306 ff.

879 Kritisch etwa Kinzig, in: FS Schéch, 2010, 647; vgl. auch Beulke, in: FS Heinz, 2012,
594.
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zu verschirfen. Gesichtserkennung wird nicht auf bestimmte Straftaten
beschrinkt. Nach einer Auflerung des Leiters der Abteilung Cybercrime
beim bayerischen Landeskriminalamt gibt es ,praktisch kein Delikt, wo das
keine Rolle spielt, darunter auch Beleidigungen, Betrug und klassische La-
dendiebstdhle.38 Dabei seien schwere Delikte ,zahlenméf3ig nicht so haufig
vertreten38! Wenn eine Strafverfolgungstechnologie es der Polizei so leicht
macht, unbekannte Ladendiebe zu identifizieren, kdnnten solche Taten in
Zukunft noch héufiger verfolgt werden. Das gilt insbesondere deshalb, weil
eine Identifizierung nur dann mdglich ist, wenn sich der Betreffende in
der Datenbank befindet, also (in den meisten Fallen) bereits Beschuldigter
in einem Strafverfahren war; damit gehort er erst recht zur ,Klientel“ der
Personen, die trotz Bagatellhaftigkeit des Delikts strafrechtlich verfolgt wer-
den. Ob eine solche noch starkere Verfolgung von Bagatelltaten kriminal-
politisch erwiinscht ist, sollte d&ufSerst kritisch hinterfragt werden. Jedenfalls
sollte eine solche Entwicklung nicht als unbeabsichtigte Nebenfolge des
Einsatzes automatisierter Gesichtserkennung unbemerkt und unreflektiert
bleiben.

2. Polizeiliche Videoaufzeichnungen

Polizeiliche Kontrollen und andere Ermittlungstitigkeiten kénnen ebenfalls
einen Tatverdacht begriinden. Auch hier kann die Vermutung aufgestellt
werden, dass die Polizei in Kenntnis der Moglichkeiten der Gesichtserken-
nung einen immer gréfleren Anreiz haben wird, staatliche Videotiberwa-
chung an offentlichen Plitzen auszubauen®? und haufiger Bodycams®3
und Drohnen®® zu verwenden.®® Freilich miissen diese Mafinahmen wei-
terhin die rechtlichen Voraussetzungen erfiillen, eine Videotiberwachung
offentlicher Plitze beispielsweise ist also weiterhin nur zuldssig, wenn

880 Jordan, Bayerischer Rundfunk v. 1.6.2021, https://perma.cc/7FQS-3WQS.

881 Jordan, Bayerischer Rundfunk v. 1.6.2021, https://perma.cc/7FQS-3WQS.

882 Zum Anstieg staatlicher Uberwachungskameras etwa Szymanski, Stiddeutsche Zei-
tung v. 27. Februar 2013, https://perma.cc/2A3R-2V7T.

883 Zur nachgelagerten Verfolgung von Straftaten und Ordnungswidrigkeiten als einer
der Zwecke des Einsatzes von Bodycams siehe nur Schmidt, Polizeiliche Videotiber-
wachung durch den Einsatz von Bodycams, 2018, 37, 39.

884 Zum Einsatz von Drohnen durch die Polizei etwa Tomerius, LKV 2020, 481.

885 Bereits die Videoaufzeichnung als solche (ohne Gesichtserkennung) diirfte die Er-
wartung erhohen, dass Téter identifiziert werden konnen, vgl. Eisenberg/Kolbel,
Kriminologie, 2024, § 27 Rn. 71 unter Verweis auf Topfer, Krim] 2009, 272, 278 ff.
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sich die Kriminalitdtsbelastung dort von der des {ibrigen Gemeindegebiets
deutlich abhebt und Tatsachen die Annahme rechtfertigen, dass dort
auch kiinftig mit der Begehung von Straftaten zu rechnen ist (so §44
Abs.3 BWPoIG, vgl. zu den Vorgaben in anderen Bundeslindern etwa
§15a Abs.1 PolG NRW, Art.33 BayPAG, §14 Abs.3 und 4 HSOG, §32
Abs.3 NPOG). Es steht jedoch zu vermuten, dass ein erhdhter Anreiz
besteht, einen Ort als einen solchen sog. Kriminalitatsbrennpunkt einzustu-
fen, wenn die Polizei davon ausgeht, dass die Delikte dann tatsachlich auch
(sogar vergleichsweise einfach) aufgeklart werden konnen - dies ermoglicht
automatisierte Gesichtserkennung. Daher liegt es nahe, dass die Technolo-
gie zu mehr staatlicher Videotiberwachung fiihrt, wodurch mehr Gescheh-
nisse aufgezeichnet und daher auch mehr Straftaten bekannt werden.

Mit Blick auf die durch staatliche Videokameras aufgezeichneten Delikte
ist wie bei den privaten Aufzeichnungen festzustellen, dass eine Verschie-
bung in Richtung der offentlich visuell wahrnehmbaren Verhaltensweisen
naheliegt.?8¢ Staatliche Videotiberwachung im offentlichen Raum soll vor
allem Straflenkriminalitdt erfassen.8” Darunter fallen schwere Delikte wie
Raubiiberfille (§249 StGB) sowie gefihrliche und schwere Korperverlet-
zung (§§ 224, 226 StGB) auf Straflen, Wegen oder Pldtzen, aber auch weni-
ger gravierende Delikte wie einfache Diebstahle und unbefugte Ingebrauch-
nahmen von Kraftwagen, Mopeds, Kraftridern und Fahrradern (§§ 242,
248b StGB), einfacher Diebstahl von oder aus Automaten (§242 StGB)
und Sachbeschddigungen (§ 303 StGB) auf StrafSen, Wegen oder Plitzen.388
Wenn der Einsatz automatisierter Gesichtserkennung tatsachlich zu einem
Anstieg an staatlicher Uberwachung und damit Aufzeichnung 6ffentlicher
Platze fithrt, dann wiirden solche Delikte — auch bagatellhafte - in Zu-
kunft noch stirker wahrnehmbar und durch Gesichtserkennung dann auch
nachverfolgbar.

Damit stellt sich auch die Frage, gegen welche Menschen sich Strafverfol-
gung dann vermehrt richten wiirde. An 6ffentlichen Pldtzen und in Bahn-
hofsgegenden, die haufig videoiiberwacht sein werden, diirften sich Woh-

886 Vgl. zur Videoiiberwachung Eisenberg/Kélbel, Kriminologie, 2024, § 27 Rn. 72, auch
zum Effekt der Verlagerung an andere Orte.

887 Zu dieser gesetzgeberischen Intention siehe nur LT-Dr. BW 12/5706, 7, 9, 11. Der
VGH Mannheim nennt als typische Straflenkriminalitdt etwa Raub, Korperverlet-
zung, Betdubungsmitteldelikte, Sachbeschidigung, Sexualdelikte, Diebstahl, insbe-
sondere Taschendiebstahl, VGH Mannheim, NVwZ 2004, 498, 504.

888 So die Polizeiliche Kriminalstatistik, Rubrik: Straflenkriminalitat.
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nungslose und Menschen mit Migrationsgeschichte hiufiger aufhalten.®%
Diese Personen werden dann nicht nur 6fter kontrolliert,?*® ihre Hand-
lungen werden auch vermehrt aufgezeichnet und etwaige Straftaten wahr-
genommen und nachvollziehbar. Kérperverletzungen, Betaubungsmittelde-
likte und Diebstdhle im 6ffentlichen Raum werden daher in Zukunft - im
Vergleich zu denselben Taten im eigenen Zuhause oder im nicht iberwach-
ten Biiro — noch wesentlich hiufiger aufgedeckt und verfolgt werden, als
dies ohnehin bereits der Fall ist. Das kann insbesondere dann problema-
tisch sein, wenn durch eine solche Verschiebung der Strafverfolgung (und
ihrer Ressourcen) andere Delikte wie etwa Wirtschaftsstraftaten, die wo-
moglich noch mehr Schidden anrichten, weniger intensiv verfolgt wiirden.
Jedenfalls sollte auch hier eine mdgliche Verlagerung der Ressourcen nicht
unbemerkt und unreflektiert bleiben.

II. Weitere Ermittlungen

Im Rahmen weiterer Ermittlungen durch die Polizei kann die automatisier-
te Gesichtserkennung ebenfalls an entscheidenden Stellschrauben auf den
Selektionsprozess in der strafrechtlichen Sozialkontrolle einwirken. Das
liegt zum einen daran, dass ein hoherer Ermittlungsaufwand betrieben
wird, wenn der antizipierte Ermittlungsaufwand tiberschaubar bleibt.!
Ergeben sich also zu Beginn der Ermittlungen bereits erfolgversprechende
Anhaltspunkte fiir die Aufkldrung, werden weitere Ermittlungen mit grof3e-
rer Intensitit betrieben. Delikte werden insbesondere mit einer hoheren
Wahrscheinlichkeit aufgekldrt, wenn sich die Ermittlungen nicht gegen
unbekannt, sondern gegen eine bestimmte Person richten.#> Eine Untersu-
chung von Ddlling ergab beispielsweise, dass bei Einbruchdiebstahl, Raub,
Vergewaltigung und Betrug die Aufklirungswahrscheinlichkeit bereits im

889 Vgl. zu dieser Uberlegung mit Blick auf Menschen mit Migrationsgeschichte Blie-
sener, Auslinder- und Zuwandererkriminalitdt, 2018, 14; vgl. auch Wehrheim, in:
Schmidt-Semisch/Hess, Die Sinnprovinz der Kriminalitt, 2014, 137, 138 mit der
Feststellung, dass es keine empirischen Hinweise darauf gebe, dass in innerstdd-
tischen Fufigangerzonen als unerwiinscht betrachtete ,Punks oder Obdachlose®
allein deshalb einen Ort verlieflen, weil sie von einer Kamera beobachtet wiirden.

890 Niemz/Singelnstein, in: Hunold/Singelnstein Rassismus in der Polizei, 2022, 337,
345; Miiller, Kriminalitdt, Kriminalisierung und Wohnungslosigkeit, 2006, 120
mwN.

891 Meier, Kriminologie, 2021, § 9 Rn. 47 mwN.

892 Singelnstein/Kunz, Kriminologie, 2021, § 19 Rn. 27.
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sersten Angriff“ deutlich erhoht ist, wenn der Geschidigte oder ein Tat-
zeuge den Namen des Tatverddchtigen nennen konnten.3*> Wenn der Na-
me nicht genannt werden konnte, sank die Aufklarungswahrscheinlichkeit
deutlich.3%* Ist ein Foto des Verdachtigen vorhanden, kann die Polizei mit
automatisierter Gesichtserkennung mittlerweile in Sekundenschnelle den
Namen einer Person ermitteln.

1. Auffindbarkeit in Datenbanken

Das gilt allerdings nur, wenn der Verdachtige auch in der durchsuchten
Datenbank zu finden ist. Mit dem Gesichtserkennungssystem GES des
BKA kann INPOL-Z durchsucht werden; wenn Polizeibehorden lokal ein
Gesichtserkennungssystem verwenden, konnen sie ihre lokalen Datenbe-
stainde durchsuchen.®®> Hier liegt eine weitere, ganz wesentliche Weichen-
stellung im strafrechtlichen Selektionsprozess: Nur wer in der Datenbank
gespeichert ist, kann identifiziert werden. Ein und dieselbe Korperverlet-
zung, ein und derselbe Diebstahl hat daher eine deutlich hohere Aufkla-
rungswahrscheinlichkeit, wenn der Téter in der Vergangenheit erkennungs-
dienstlich behandelt wurde.

Eine problematische polizeiliche Kontrolltitigkeit (etwa signifikant hau-
figere Kontrollen bei als auslindisch oder als sozioékonomisch schwach
wahrgenommenen Personen), die es zugleich wahrscheinlicher macht, dass
der Betroffene erkennungsdienstlich behandelt wird, wirkt sich daher an
dieser Stelle erneut aus. Vermehrte Kontrollen bei bestimmten Personen-
gruppen fithren dann nicht nur dazu, dass diese hiufiger bestraft werden,
weil bei diesen Kontrollen Straftaten festgestellt werden. Sie werden auch
héufiger bestraft, weil in Zukunft strafbares Verhalten ihnen erneut per
Gesichtserkennung zugeordnet werden kann.

Dabei darf zudem nicht vergessen werden, dass in den mit dem GES
durchsuchbaren Datenbanken nicht nur Personen gespeichert sind, die
wegen des Verdachts einer Straftat erkennungsdienstlich behandelt wurden,
sondern insbesondere auch verdachtsunabhingig alle Asylbewerber. Wenn
diese Delikte begehen und ein Bild von ihnen vorhanden ist, steigt die

893 Dolling, Polizeiliche Ermittlungstatigkeit und Legalitdtsprinzip, Erster Halbband,
1987, 258 ff.

894 Dolling, Polizeiliche Ermittlungstatigkeit und Legalitdtsprinzip, Erster Halbband,
1987, 258.

895 Zu INPOL-Z als durchsuchbarer Datenbank fiir das GES siehe Kapitel I. F. L. 1.
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Aufklarungswahrscheinlichkeit daher signifikant an. Und auch wenn das
Verfahren eingestellt wird: Das (erneute) Ermittlungsverfahren wird notiert
und kann dazu fiihren, dass in kiinftigen Fallen nicht mehr mit einer Ein-
stellung des Verfahrens zu rechnen ist. Automatisierte Gesichtserkennung
wird daher dazu fiihren, dass die Strafverfolgung in Fillen, in denen ein
Lichtbild eines unbekannten Verddchtigen vorhanden ist, sich mehr und
mehr verschiebt hin zu Personen, die bereits in der Vergangenheit in Kon-
takt mit der Polizei kamen oder aus anderen Griinden erkennungsdienst-
lich behandelt wurden.

Eine Beschrankung der durchsuchbaren Datenbank ist daher ambivalent
zu betrachten: Einerseits verringert eine Begrenzung die Streubreite der
Gesichtserkennungssuche und die Anzahl der Personen, die félschlicher-
weise als Tater identifiziert werden konnten. Andererseits wirkt sie aber
auch massiv auf den strafrechtlichen Selektionsprozess ein und bewirkt
eine Verschiebung der strafverfolgungsbehordlichen Ressourcen hin zu den
Personen, die in der Datenbank erfasst sind.

2. Anreiz zur Erfassung in Datenbanken

Dariiber hinaus besteht durch die Moglichkeiten automatisierter Gesichts-
erkennung ein erheblicher Anreiz, mehr und mehr Personen in den durch-
suchbaren Datenbanken zu erfassen. Nur wer dort gespeichert ist, kann
gefunden werden; je mehr Personen gespeichert sind, desto ,besser also.
Dies konnte dazu fithren, dass zum Beispiel mit Blick auf erkennungs-
dienstliche Behandlungen nach § 81 Abs. 1 Alt.2 StPO schneller eine Wie-
derholungsgefahr angenommen wird,#*® um die Person im System erfassen
zu kénnen. Zukiinftige empirisch-kriminologische Forschung kénnte daher
beispielsweise der Frage nachgehen, ob die Anzahl erkennungsdienstlicher
Behandlungen signifikant ansteigt, wenn in einer Polizeibehdrde die Be-
kanntheit und Verbreitung automatisierter Gesichtserkennung zunimmt.
Sollte dies zutreffen, dann kénnten all diese nun erfassten Personen eben-
falls in spéteren Strafverfahren erkannt werden. Damit wiirde automatisier-
te Gesichtserkennung erneut eine Ausweitung der Strafverfolgung bei den
Delikten bewirken, bei denen (typischerweise) Lichtbilder von Tat oder
Titer vorhanden sind.

896 Zu § 81b Alt. 2 StPO siehe bereits Kapitel IT. A. I. 2. b) bb).
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II1. Fazit

Automatisierte Gesichtserkennung birgt nicht nur das (nicht unkritisch
zu sehende) Potenzial, dass in Zukunft mehr und mehr Delikte verfolgt
und aufgekldrt werden kénnen. Sie droht auch auf die ohnehin bestehende
Selektivitdt der Strafverfolgung verstirkt einzuwirken. Die Technologie be-
wirkt eine Verschiebung der Strafverfolgungsressourcen hin zu Straftaten,
die (insbesondere in der Offentlichkeit) visuell wahrnehmbar und erfassbar
sind. Zudem droht eine intensivere Verfolgung von Bagatellkriminalitit,
insbesondere bei Wiederholungstitern.

Beschriankungen der durchsuchbaren Datenbanken sind daher ambiva-
lent zu sehen. Einerseits verringert eine Beschrankung die Streubreite der
Gesichtserkennungsmafinahme und die Anzahl der Personen, die potenzi-
ell als der Verdichtige fehlidentifiziert werden konnten. Andererseits be-
wirkt die Beschrdnkung eine immer stirkere Verschiebung der Verfolgung
hin zu Personen, die bereits in der Vergangenheit mit der Polizei interagiert
haben oder die aus anderen Griinden in den durchsuchbaren Datenbanken
gespeichert sind (z. B. Asylsuchende).

Diese Uberlegungen sollen nicht in Abrede stellen, dass es sich auch
bei Bagatelldelikten und visuell wahrnehmbaren Taten um Straftaten han-
delt. Um Straftaten handelt es sich aber auch bei den gegen Strafgesetze
verstoflenden Verhaltensweisen, die schwer visuell wahrzunehmen und auf
Video aufzuzeichnen sind (Stichwort: Wirtschaftsdelikte) und die durch
Personen begangen werden, die nicht in per Gesichtserkennung durch-
suchbaren Lichtbilddatenbanken gespeichert sind. Es ist vor allem die mit
Gesichtserkennung potenziell einhergehende verstirkte Verschiebung der
Strafverfolgung hin zu (auch) Bagatelldelikten und Menschen, die in Ge-
sichtserkennungsdatenbanken gespeichert sind, die es zu reflektieren gilt.

Solche Entwicklungen sollten nicht unbemerkt voranschreiten, sondern
kriminologisch ndher untersucht und kritisch hinterfragt werden. Die in
diesem Abschnitt erarbeiteten Gedanken kénnen als Hypothesen den Aus-
gangspunkt fiir kiinftige empirisch-kriminologische Forschung bilden.
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»Error is part of policing”
— Andrew Guthrie Ferguson®”’

Kein Ermittlungswerkzeug, keine ErmittlungsmafSnahme ist fehlerfrei. Der
automatisierten Gesichtserkennung wohnt jedoch eine spezifische Fehler-
anfilligkeit inne: Sie kann ganzlich Unbeteiligte erfassen, die nicht einmal
in der Nahe des Tatorts waren, und Fehler sind schwerer zu erkennen,
denn der Betroffene sieht schlieflich aus wie der Verdachtige. Ob es im
Zusammenhang mit dem Einsatz automatisierter Gesichtserkennung in
Deutschland vermehrt zu Ermittlungen gegen Unbeteiligte kam, ist nicht
bekannt. Die Verfahren, in denen die Polizei den Verdéchtigen per Ge-
sichtserkennung identifiziert hat, werden nicht systematisch ausgewertet
und darauthin tiberpriift, in wie vielen und in welchen Féllen Personen be-
schuldigt wurden, die sich am Ende als unschuldig herausstellten. Dass es
hierzu auch, anders als in den USA, keine Medienberichte iiber die Erfah-
rungen Betroffener gibt, bedeutet nicht zwingend, dass solche Fille nicht
vorkommen. Vielmehr kann die fehlende Berichterstattung auch daran lie-
gen, dass der Einsatz automatisierter Gesichtserkennung den Beschuldigten
gar nicht bekannt war. Eine Pflicht zur Benachrichtigung iiber die Verwen-
dung von Gesichtserkennung existiert im deutschen®?® Strafprozessrecht
nicht,%? und selbst wenn der Einsatz in den Akten vermerkt sein sollte,
ist nicht davon auszugehen, dass die meisten unverteidigten Beschuldigten
selbst Akteneinsicht beantragen.

Um besser nachvollziehen zu konnen, wie es im Zusammenhang mit
Gesichtserkennung zu Ermittlungsmafinahmen gegen Unbeteiligte kommt
und welche Ursachen dem zugrunde liegen, werden im Folgenden die
Fille der Festnahme Unschuldiger in den USA nach falschen Gesichtser-
kennungstreffern naher beleuchtet.”? Dadurch sollen auch Erkenntnisse

897 Ferguson, Minnesota Law Review 2021, 1105, 1173.

898 Auch in den USA sind gegenwirtig weder auf nationaler noch - soweit ersichtlich —
auf bundesstaatlicher oder lokaler Ebene Benachrichtigungspflichten beim Einsatz
von Gesichtserkennung geregelt; die Betroffenen erfahren hiervon nur, wenn dies
offengelegt oder in den Akten vermerkt und vom Verteidiger entdeckt wird, siehe
Jackson, The Champion 2019, 14, 16 und Kapitel III. B. I. 3. a).

899 Hierzu bereits Kapitel II. C. L. 1. b) mit Blick auf den in der Praxis herangezogenen
§ 98¢ StPO.

900 Einige der Erkenntnisse in diesem Abschnitt beruhen auf Uberlegungen, die ich in
meinem LL.M. Paper ,Blame The Human, Not (Just) The Algorithm - Regulating
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dariiber gewonnen werden, wie solche Folgen fiir Unbeteiligte auch in
Deutschland verhindert werden kénnen.

L. Festnahme Unbeteiligter in den USA nach falschem
Gesichtserkennungstreffer

Aus den USA sind bereits sechs Fille bekannt gewordenen, in denen Un-
schuldige nach einem falschen Gesichtserkennungstreffer als Verdéchtige
identifiziert wurden. Diese sollen im Folgenden néher betrachtet (1.) und
kurz rechtlich eingeordnet werden (2.). Es liegt auflerdem nahe, dass es
weitere Fille gibt, die lediglich nicht bekannt geworden sind; auch hierauf
wird eingegangen (3.).

1. Bekannt gewordene Fille
a) Michael Oliver

Im Juli 2019 wurde Michael Oliver auf dem Weg zur Arbeit bei einer
Verkehrskontrolle in Ferndale, Michigan, festgenommen.”! Die Polizei
informierte ihn, dass ein Haftbefehl gegen ihn vorliege. Der Vorwurf:
schwerer Diebstahl (Felony larceny).®? Er solle einem Lehrer, der eine
Schldgerei vor einer Schule aufzeichnete, das Smartphone entrissen und
es auf den Boden geworfen haben.”* Der Lehrer hatte das Video mit
der Polizei geteilt, die daraus einen Screenshot des Titers anfertigte.”%*
Anhand dieses Screenshots identifizierte eine Gesichtserkennungssoftware
den bereits vorbestraften Oliver als Ermittlungshinweis (Investigative lead).
Bei einer anschlieffenden Wahllichtbildvorlage (Photo lineup) mit sechs

Facial Recognition Technology to Prevent Wrongful Arrests“ an der Harvard Law
School im akademischen Jahr 2022/23 entwickelt habe. Das Paper ist noch unverdf-
fentlicht; es wurde bei der Writing Competition 2023 der Georgetown Law Techno-
logy Review und des Institute for Technology Law & Policy an der Georgetown Law
School eingereicht und mit einem Writing Prize ausgezeichnet.

901 Johnson, Wired v. 7.3.2022, https://perma.cc/A37S-XVBY.

902 Anderson, Detroit Free Press v. 10.7.2020, https://perma.cc/XD3Y-976R.

903 Johnson, Wired v. 7.3.2022, https://perma.cc/A37S-XVBY.

904 Johnson, Wired v. 7.3.2022, https://perma.cc/A37S-XVBY.
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Bildern identifizierte der Lehrer Oliver als den Tater.**> Er wurde daraufhin
drei Tage lang in Polizeigewahrsam gehalten und verlor infolge der Fest-
nahme seinen Job als Lackierer von Autoteilen. Erst Monate spater bei der
Anhorung vor Beginn des Prozesses (Pre-trial hearing) sah Oliver erstmals
die Beweise gegen ihn: den Screenshot des unbekannten Verdéchtigen. Sein
Anwalt wies den Richter darauf hin, dass Oliver eine andere Statur und,
anders als der auf dem Screenshot abgebildete Titer, Tatowierungen auf
den Armen und tber der linken Augenbraue habe.”® Daraufhin wurde die
Anklage fallen gelassen.

b) Nijeer Parks

Nijeer Parks betrat im Februar 2019 das Woodbridge Police Department,
New Jersey. Seine Grofimutter hatte ihm mitgeteilt, dass die Polizei aus
Woodbridge in der 30 Meilen (ca. 50 km) entfernten gemeinsamen Woh-
nung in Paterson, New Jersey, nach ihm gesucht habe.”” Parks begab
sich zur Polizeistation, um die Situation zu klaren. Stattdessen wurde er
festgenommen und verbrachte zehn Tage in Haft.*%® Die Vorwiirfe wogen
schwer: Er habe Snacks und Siiligkeiten aus einem Geschenkartikelladen
eines Hotels in Woodbridge gestohlen, einen Polizeibeamten beinahe mit
dem Auto angefahren, eine schwere Korperverletzung begangen, sei un-
rechtmiflig im Besitz von Waffen gewesen, habe einen gefalschten Ausweis
benutzt, Marihuana besessen, den Tatort verlassen und sich der Festnahme
widersetzt.?%® Damit drohten ihm Jahre im Gefingnis, zumal Parks bereits
wegen Drogendelikten vorbestraft war. Der Téter hatte einen gefdlschten
Ausweis verwendet und am Tatort zuriickgelassen; das Bild wurde per
Gesichtserkennung gescannt und darauthin Parks als Verdéchtiger ins Auge
gefasst.?!0 Der Gesichtserkennungstreffer war, soweit bekannt, hierfiir der
einzige Anhaltspunkt.

Etwa ein halbes Jahr spiter, noch bevor eine Verhandlung anberaumt
war, kaufte Parks ein neues Smartphone und ging bei dieser Gelegenheit

905 Anderson, Detroit Free Press v. 10.7.2020, https://perma.cc/XD3Y-976R.
906 Stokes, CBS News v. 19.11.2020, https://perma.cc/AM59-9P7P.

907 Johnson, Wired v. 7.3.2022, https://perma.cc/A37S-XVBY.

908 General/Sarlin, CNN Business v. 29.4.2021, https://perma.cc/9PT6-HKDS.
909 General/Sarlin, CNN Business v. 29.4.2021, https://perma.cc/9PT6-HKDS.
910 General/Sarlin, CNN Business v. 29.4.2021, https://perma.cc/9PT6-HKDS.
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Kapitel II1. Kriminologische Betrachtung

alte Fotos durch. Dabei fand er zufillig den Screenshot einer Quittung fiir
eine Western-Union-Uberweisung an seine Verlobte. Diese Uberweisung
hatte er etwa zur gleichen Zeit getdtigt, wie der ihm vorgeworfene Diebstahl
stattfand. Da die Western Union in Paterson, New Jersey, 30 Meilen (ca.
50 km) von dem Hotelladen entfernt war, konnte Parks seine Unschuld
beweisen.”!! Bis dahin hatte es fast ein Jahr gedauert.

¢) Robert Williams

Der erste bekannt gewordene und wohl am meisten berichtete Fall der
Festnahme eines Unbeteiligten nach einer Gesichtserkennungsrecherche
betraf Robert Julian-Borchak Williams.®> An einem Donnerstagnachmit-
tag im Januar 2020 verhaftete die Polizei ihn in seinem Vorgarten vor
den Augen seiner Frau und seiner beiden kleinen Tochter und legte ihm
Handschellen an.””® Er wurde in eine Haftanstalt gebracht und dort tiber
Nacht festgehalten. Einer der Polizisten, die ihn am néchsten Tag befragten,
zeigte Williams ein Standbild aus einem Uberwachungsvideo, das in einem
Geschift in Detroit aufgenommen worden war. Es waren fiinf Uhren im
Wert von 3.800 Dollar gestohlen worden. Auf dem Bild war vor einer
Uhrenauslage ein schwergewichtiger Mann zu sehen, der schwarz gekleidet
war und eine rote St. Louis Cardinals-Miitze trug. ,Sind Sie das?‘ fragte
der Ermittler. Er zeigte Williams ein weiteres Bild, eine Nahaufnahme. Das
Foto war unscharf, es zeigte aber offensichtlich nicht Williams. Dieser hielt
das Bild neben sein Gesicht. ,Nein, das bin ich nicht, sagte er. ,Denken Sie,
dass alle schwarzen Ménner gleich aussehen?“ Nachdem die Polizisten die
Nahaufnahme des Verdichtigen neben dem Gesicht von Williams gesehen
hatten, erkannten sie den Unterschied ebenfalls. Einer von ihnen sagte zu
dem anderen: ,Ich glaube, der Computer hat sich geirrt (,I guess the
computer got it wrong.).1

911 Johnson, Wired v. 7.3.2022, https://perma.cc/A37S-XVBY.

912 Hill, The New York Times v. 3.8.2020, https://perma.cc/QUF9-RQQF.
913 Hill, The New York Times v. 3.8.2020, https://perma.cc/QUF9-RQQF.
914 Hill, The New York Times v. 3.8.2020, https://perma.cc/QUF9-RQQF.

252

am 14.01.2028, 08:29:3!


https://perma.cc/A37S-XVBY
https://perma.cc/QUF9-RQQF
https://perma.cc/QUF9-RQQF
https://perma.cc/QUF9-RQQF
https://doi.org/10.5771/9783748949459
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb
https://perma.cc/A37S-XVBY
https://perma.cc/QUF9-RQQF
https://perma.cc/QUF9-RQQF
https://perma.cc/QUF9-RQQF

B. Folgen fiir Unbeteiligte

d) Alonzo Sawyer

Im Mirz 2022 geriet ein etwa 30-jahriger schwarzer Mann in Streit mit
einer Busfahrerin.®® Sie forderte ihn auf, eine Maske zu tragen, und zog
ihr Handy heraus, um die Polizei zu rufen, als er sich weigerte. Der Mann
nahm ihr das Handy weg und rannte nach drauflen, die Busfahrerin hin-
terher; dort schlug er ihr ins Gesicht.”!® Das Geschehen wurde von einer
Uberwachungskamera aufgezeichnet.?” Polizisten der Maryland Transit
Administration Police extrahierten aus diesem Video mehrere Standbilder
des Titers und leiteten sie zur Kenntnisnahme (Be on the Lookout bulle-
tin) an die Strafverfolgungsbehorden weiter.”!® Daraufhin beschloss eine
Analystin bei der Staatsanwaltschaft, eine Gesichtserkennungsrecherche
durchzufiihren.”” Das Suchbild generierte eine Liste mit potenziellen Tref-
fern; unter diesen identifizierte die Analystin den 54-jahrigen Alonzo Sawy-
er als bestes Match. Kurz darauf nahm eine Einheit des Baltimore Police
Department ihn fest.®?% Seine Frau nahm sich eine Woche von der Arbeit
frei, um ihn aus der Haft zu holen. Sie zeigte auf der Polizeistation aktuelle
Bilder ihres Mannes vor und wies darauf hin, dass dieser grofler und viel
alter sei als der Verdichtige im Video und zudem einen Bart und eine
sichtbare Zahnliicke habe.”?! Sawyer wurde nach neun Tagen aus der Haft
entlassen. Etwa zur selben Zeit identifizierte die Busfahrerin einen anderen
Mann als den Verdéchtigen im Video, der 17 cm kleiner und tiber 20 Jahre
junger als Alonzo Sawyer war.”2?

915 Press, The New Yorker v. 13.11.2023, https://www.newyorker.com/magazine/2023/11/
20/does-a-i-lead-police-to-ignore-contradictory-evidence.

916 Johnson, Wired v. 28.2.2023, https://perma.cc/2B2X-27RH.

917 Press, The New Yorker v. 13.11.2023, https://www.newyorker.com/magazine/2023/11/
20/does-a-i-lead-police-to-ignore-contradictory-evidence.

918 Press, The New Yorker v. 13.11.2023, https://www.newyorker.com/magazine/2023/11/
20/does-a-i-lead-police-to-ignore-contradictory-evidence.

919 Press, The New Yorker v. 13.11.2023, https://www.newyorker.com/magazine/2023/11/
20/does-a-i-lead-police-to-ignore-contradictory-evidence.

920 Johnson, Wired v. 28.2.2023, https://perma.cc/2B2X-27RH.

921 Johnson, Wired v. 28.2.2023, https://perma.cc/2B2X-27RH.

922 Johnson, Wired v. 28.2.2023, https://perma.cc/2B2X-27RH.
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e) Randal Reid

Randal Reid war auf dem Weg zu einem verspateten Thanksgiving-Essen
mit seiner Mutter, als die Polizei ihn in der Néhe seines Zuhauses in Atlan-
ta, Georgia, anhielt. Er wurde beschuldigt, Designerhandtaschen im Wert
von 10.000 Dollar mit einer gestohlenen Kreditkarte in einem Geschift in
einem Vorort von New Orleans, Louisiana, gekauft zu haben - drei Bun-
desstaaten und sieben Stunden von seiner Heimatstadt entfernt.®? Auch
aus diesem Uberwachungskameravideo wurde ein Standbild extrahiert und
dieses in ein Gesichtserkennungsprogramm eingespeist. Reid wurde als der
Verdichtigen identifiziert und fast eine Woche lang festgehalten.”?* Als die
Polizei feststellte, dass er nicht der Tater sein konnte, musste er umgehend
wieder freigelassen werden: Reid hatte ein Muttermal im Gesicht und war
etwa 20 Kilogramm leichter als der Verdachtige.o?

f) Porcha Woodruff

Im Jahr 2023 wurde der erste Fall einer Frau bekannt, die im Zusammen-
hang mit Gesichtserkennung unschuldig festgenommen wurde. Porcha
Woodruff war im achten Monat schwanger, als vor ihrer Haustiir sechs
Polizisten auftauchten und ihr mitteilten, dass sie festgenommen sei.®?¢ Thr
wurde vorgeworfen, einen bewaffneten Fahrzeugraub (Carjacking) an einer
Tankstelle begangen zu haben. Sie verbrachte elf Stunden in Haft, bevor sie
gegen eine Kaution von 100.000 Dollar freigelassen wurde.”” Nach eigenen
Angaben begab sie sich daraufhin in ein Krankenhaus, wo bei ihr und
ihrem ungeborenen Kind eine niedrige Herzfrequenz und eine Dehydrie-
rung diagnostiziert und behandelt werden mussten.?® Erst spiter fand sie
heraus, dass wegen eines Gesichtserkennungstreffers der Verdacht auf sie
gefallen war. Ein aus dem Uberwachungsvideo der Tankstelle extrahiertes
Bild der Verdichtigen war per Gesichtserkennung ausgewertet worden, ein
acht Jahre altes Foto von Woodruff erschien als moglicher Treffer.®” Das

923 Quach, The Register v. 3.1.2023, https://perma.cc/LB93-YK96.

924 Barker, Louisiana News v. 5.1.2023, https://perma.cc/Y576-XUZA.

925 Quach, The Register v. 3.1.2023, https://perma.cc/LB93-YK96.

926 Kasulis Cho, The Washington Post v. 7.8.2023, https://perma.cc/YMS7-8RL.
927 Bhuiyan, The Guardian v. 15.8.2023, https://perma.cc/7A38-C5EZ.

928 Kasulis Cho, The Washington Post v. 7.8.2023, https://perma.cc/YMS7-8RL.
929 Kasulis Cho, The Washington Post v. 7.8.2023, https://perma.cc/YMS7-8RL.
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B. Folgen fiir Unbeteiligte

Foto war angefertigt worden, als sie wegen Fahrens ohne Fahrerlaubnis
festgenommen worden war. Dieses acht Jahre alte Foto inkludierte die Poli-
zei in eine Wahllichtbildvorlage, im Rahmen derer der Geschidigte Wood-
ruff als Beteiligte des Fahrzeugraubs identifizierte.3® Die Ermittlungsakte
enthielt keinen Hinweis, dass die Verdachtige schwanger gewesen sei.%?!
Einen Monat spéter wurde die Anklage gegen Woodruff wegen mangelnder
Beweise fallen gelassen.

2. Einordnung: Waren diese Festnahmen falsch (wrongful) oder
rechtswidrig?

Bevor die Griinde fiir mogliche weitere (unbekannte) Falle untersucht wer-
den, soll kurz eingeordnet werden, wie diese nach US-amerikanischem
Recht zu bewerten sind. Ob und in welchen Fallen die Festnahme Unschul-
diger gegen die Verfassung, insbesondere den Vierten Verfassungszusatz
(Fourth Amendment), verstofit, ist umstritten.?3> Dieser Zusatzartikel zur
Verfassung schiitzt unter anderem vor willkiirlichen Festnahmen (Unre-
asonable seizures). Fiir eine Festnahme sind insbesondere hinreichende
Verdachtsmomente (Probable cause) erforderlich. Mit Blick auf den Ein-
satz von Gesichtserkennung argumentieren einige {iberzeugend, dass eine
Festnahme, die allein auf einer Gesichtserkennung beruht, keinen hinrei-
chenden Verdacht begriindet und daher gegen den Vierten Verfassungszu-
satz verstofit.?** Hochstrichterliche Rechtsprechung existiert jedoch bislang
nicht.

In den Medien wurden die Festnahmen héufig als ,Wrongful arrests*
bezeichnet,’®* allerdings hat dieser Begrift keine klar definierte rechtliche

930 Bhuiyan, The Guardian v. 15.8.2023, https://perma.cc/7A38-C5EZ.

931 Bhuiyan, The Guardian v. 15.8.2023, https://perma.cc/7A38-C5EZ.

932 Es kommt zudem ein Verstof$ gegen die Gleichstellungsklausel des 14. Verfassungs-
zusatzes (Equal Protection Clause) in Betracht; ein solcher wird im Zusammenhang
mit dem Einsatz von Gesichtserkennung in der Strafverfolgung aber kaum je darzu-
legen sein; hierzu auch Congressional Research Service, Facial Recognition Techno-
logy and Law Enforcement: Select Constitutional Considerations, 2020, 23 ff.

933 Benedict, Washington & Lee Law Review 2022, 849, 830 ff.

934 Siehe auch Congressional Research Service, Facial Recognition Technology and Law
Enforcement: Select Constitutional Considerations, 2020, 17 ff.

935 Siehe nur Bhuiyan, The Guardian v. 27.4.2023, https://perma.cc/3E62-5USC (,First
man wrongfully arrested because of facial recognition testifies as California weighs
new bills“); Johnson, Wired v. 7.3.2022, https://perma.cc/A37S-XVBY (,How Wrong-
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Kapitel II1. Kriminologische Betrachtung

Bedeutung. Er wird in der rechtswissenschaftlichen Literatur hdufig im Zu-
sammenhang mit ,Wrongful convictions“ (etwa: falschen Verurteilungen)
verwendet; dieser Begriff umfasst sowohl Verurteilungen von faktisch un-
schuldigen Personen als auch Verurteilungen mit Verfahrensfehlern, welche
die Rechte des Verurteilten verletzten.*¢ Verurteilungen gelten also sowohl
dann als ,wrongful’, wenn Rechtsfehler vorliegen, als auch wenn Unschul-
dige verurteilt werden. In dhnlicher Weise konnte der Begriff ,Wrongful
arrest” daher sowohl die Festnahme einer faktisch unschuldigen Person
umfassen als auch eine Festnahme, die gegen das Recht verstofit. Im Zu-
sammenhang mit Gesichtserkennung wiirde dies bedeuten, dass eine Fest-
nahme ,wrongful® ist, wenn entweder eine unschuldige Person aufgrund
eines fehlerhaften Gesichtserkennungsergebnisses oder wenn eine Person
unter Verletzung ihrer verfassungsméfliigen Rechte festgenommen wird. Da-
gegen konnte jedoch argumentiert werden, dass die Festnahme einer — wie
sich im Nachhinein herausstellt - unschuldigen Person nicht ,wrongful®
ist, wenn die rechtlichen Voraussetzungen gewahrt waren. Denn wahrend
es bei einer Verurteilung gerade darauf ankommt, nur Schuldige zu verur-
teilen, ist zum Zeitpunkt einer Festnahme (oder Ermittlungsmafinahme)
noch nicht klar, ob der Verdéchtige tatsachlich der Titer ist.

ODb die oben erwéhnten Fille der Festnahme Unschuldiger rechtswidrig
oder falsch (,wrongful“) waren, ist daher nicht eindeutig. Dies dndert
jedoch nichts daran, dass sie jedenfalls aus kriminalpolitischer Sicht proble-
matisch und zu verhindern sind.

3. Griinde fiir mogliche weitere (unbekannte) Falle

Bislang wurden sechs Fille bekannt, in denen Unschuldige nach einem fal-
schen Gesichtserkennungstreffer festgenommen wurden; jedes Mal waren
die Betroffenen Schwarze. Wie viele andere Personen im Zusammenhang
mit Gesichtserkennung zu Unrecht verhaftet oder sogar verurteilt worden

ful Arrests Based on Al Derailed 3 Men's Lives“); Ikonomova, Deadline Detroit v.
25.6.2020, https://perma.cc/C66N-D33W (,,Duggan Defends Detroit's Use Of Facial
Recognition After Wrongful Arrest®).

936 National Institute of Justice, https://nij.ojp.gov/topics/justice-system-reform/
wrongful-convictions [https://perma.cc/HJ6U-ALCC] (,A conviction may be
classified as wrongful for two reasons: 1. The person convicted is factually innocent
of the charges. 2. There were procedural errors that violated the convicted person's
rights®).
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B. Folgen fiir Unbeteiligte

sein konnten, ist schwer abzuschétzen. Es gibt verschiedene Griinde, war-
um mogliche weitere Flle nicht ans Licht kommen:

a) Verwendung von Gesichtserkennung wird nicht offengelegt

Zunichst gibt die Polizei in den USA oft nicht zu erkennen, dass Gesichts-
erkennung Teil der Ermittlungen war.°” In Haftbefehlen oder eidesstattli-
chen Erkldarungen verwendet die Polizei hdufig vage Formulierungen wie
sldentifizierungsversuch® (,attempt to identify“) oder ,Ermittlungswerk-
zeug“ (,investigative means®), anstatt offen zu benennen, dass Gesichts-
erkennungstechnologie eingesetzt wurde.”*® Die Strafverteidigerin Kaitlin
Jackson erklirt, wie der Einsatz von Gesichtserkennungstechnologie regel-
miaflig verschleiert wird:

»Police use FRS [facial recognition software] to zero in on a suspect.
Once they have a suspect, law enforcement does additional investigation to
collect other incriminating evidence (sometimes compelling and sometimes
not) against the suspect. Often, but not always, the additional investigation
will include putting the suspect in an identification procedure for a human
witness to identify. The police and prosecution then rely on the other
incriminating evidence when drafting the charging documents. By the time
the defense attorney enters her notice of appearance, the use of FRS may
be so deeply buried that, unless the attorney knows to look for it, she may
never discover it was used at all. >

937 Jackson, The Champion 2019, 14, 16.

938 Valentino-DeVries, The New York Times v. 12.1.2020, https://perma.cc/M7LL-DY24.

939 Jackson, The Champion 2019, 14, 16. Ubersetzung: ,Die Polizei verwendet Gesichts-
erkennungssoftware, um den Verdacht auf eine Person einzugrenzen. Sobald sie
einen Verdéchtigen identifiziert haben, fithren die Strafverfolgungsbehérden zusétz-
liche Ermittlungen durch, um weitere belastende Beweise (manchmal iiberzeugend
und manchmal nicht) gegen den Verdichtigen zu sammeln. Oft, aber nicht immer,
bedeuten diese zusitzlichen Ermittlungen, dass der Verddchtige in ein Identifizie-
rungsverfahren einbezogen wird, bei dem er von einem menschlichen Zeugen
identifiziert werden kann. Die Polizei und die Staatsanwaltschaft stiitzen sich dann
bei der Erstellung der Anklageschrift auf diese anderen belastenden Beweise. Zu
dem Zeitpunkt, an dem die Verteidigerin bekannt gibt, dass sie an dem Verfahren
teilnimmt (Notice of appearance), kann der Einsatz von Gesichtserkennungssoft-
ware so tief vergraben sein, dass die Anwiltin moglicherweise nie entdeckt, dass
Gesichtserkennung {iberhaupt eingesetzt wurde, sofern sie nicht weif3, wonach sie
suchen muss.
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Die Verwendung automatisierter Gesichtserkennung wird also dadurch im
Dunkeln gehalten, dass die Strafverfolgungsbehdrden sich bei der Anklage
auf andere Beweise stiitzen, die den Verddchtigen als Tater ausmachen.
Bei den von Jackson erwdhnten Identifizierungsverfahren diirfte es sich
in den meisten Fillen um Wahllichtbildvorlagen (Photo lineups) handeln.
Bei diesen werden einem Zeugen (meist sechs) Bilder vorgelegt, darun-
ter eines des per Gesichtserkennung identifizierten Verdachtigen, und der
Zeuge aufgefordert, hieraus den Téter auszuwéhlen. Diese Identifizierung
wird dann als Beweis herangezogen, nicht der urspriingliche Gesichtser-
kennungstreffer, der unerwahnt bleibt.

b) Keine Aufdeckung des Fehlers wegen Annahme eines Plea bargain

Zudem liegt nahe, dass in einer Reihe von Fillen der Gesichtserkennungs-
fehler nicht bekannt wurde, weil die Beschuldigten sich auf einen Plea
bargain eingelassen haben und anschlieflend verurteilt wurden, obwohl sie
unschuldig waren.?*? Bei einem Plea bargain macht die Staatsanwaltschaft
dem Angeklagten ein Zugestdndnis (in der Regel eine geringere Strafe oder
eine Anklage wegen eines weniger schweren Delikts) im Gegenzug fiir
ein Schuldbekenntnis; es kommt dann nicht zu einem Gerichtsverfahren
(Trial).**' Lediglich 1 bis 5 % der Strafverfahren in den USA werden durch
Gerichtsverfahren entschieden.”*? Die mit grofilem Abstand meisten Fille
enden mit einem Plea deal, einem Schuldbekenntnis. Der US Supreme
Court spricht daher mit Blick auf die Strafjustiz auch von einem ,,system of
pleas, not a system of trials“%4* Die Praxis des Plea bargaining steht stark
in der Kritik, weil sie nicht nur ganz wesentlich zu den astronomischen In-

940 Garvie, ACLU News & Commentary v. 24.6.2020, https://perma.cc/TP78-XWC8]
(-We cannot account for the untold number of other people who have taken a plea
bargain even though they were innocent, or those incarcerated for crimes they did
not commit because a face recognition system thought they looked like the suspect.
But the numbers suggest that what happened to Mr. Williams is part of a much
bigger picture.).

941 Siehe Webseite des Department of Justice, https://perma.cc/PGL5-YRBP.

942 Crespo, Columbia Law Review 2018, 1303, 1375 (Tabelle 1).

943 Lafler v. Cooper, 566 U.S.156, 170 (2012) (,Ninety-seven percent of federal convic-
tions and ninety-four percent of state convictions are the result of guilty pleas.).
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B. Folgen fiir Unbeteiligte

haftierungszahlen in den USA (,mass incarceration®) beitragt,’** sondern
auch problematische Anreize schafft: Aufgrund ihres Ermessensspielraums
konnen die Staatsanwilte den Angeklagten mit stark tiberhdhten Anklagen
(mit Blick auf die vorgeworfenen Delikte oder die Hohe der Strafe) dro-
hen®® und im Gegenzug eine wesentlich niedrigere Strafe anbieten. Dies
schafft einen sehr starken Anreiz fiir - selbst unschuldige®*® - Angeklagte,
sich auf ein solches Angebot einzulassen und damit die Ungewissheit eines
Gerichtsverfahrens zu vermeiden.

Es ist daher wenig iiberraschend, dass beispielsweise Nijeer Parks, ob-
wohl er unschuldig war, dariiber nachdachte, den vom Staatsanwalt ange-
botenen Plea deal anzunehmen.”*” Da er bereits wegen Drogendelikten
in Haft war,48 musste er im Falle eines Prozesses eine sehr harte Strafe
befiirchten.”* Auch Alonzo Sawyer duflerte spiter gegeniiber Reportern,
dass er ein Schuldbekenntnis abgegeben hitte, wenn seine Frau sich nicht
so engagiert fiir ihn eingesetzt hitte, da ihm vor Gericht 25 Jahre Gefangnis
drohten.®? Hatten die Méanner den von der Staatsanwaltschaft angebotenen
Plea deal angenommen, wire nie ans Licht gekommen, welche Rolle ein
falscher Gesichtserkennungstreffer bei ihrer Verhaftung gespielt hatte.

944 Hierzu ausfithrlich Crespo, Fordham Law Review 2022, 1999, 2005 ff.; siehe auch
Crespo, Columbia Law Review 2018, 1303, 1312 ff.; Fisher, Yale Law Journal 2000, 857,
893.

945 Dabei drohen Staatsanwilte hiufig auch Strafen an, die sie selbst nicht fiir angemes-
sen halten, denn dies gibt ihnen mehr Verhandlungsmacht. Siehe etwa United States
v. Kupa, 976 E. Supp. 2d 417, 420 (E.D.NY. 2013) (,[T]o coerce cooperation . . .
prosecutors routinely threaten ultra-harsh, enhanced mandatory sentences that no
one—not even the prosecutors themselves—thinks are appropriate“); vgl. hierzu
auch Crespo, Columbia Law Review 2018, 1303, 1339.

946 Siehe nur Gazal-Ayal, Cardozo Law Review 2005, 2295, 2304: ,[Even] innocent
defendants are willing to accept minor punishment in return for avoiding the risk of
a much harsher trial result.

947 Hill, The New York Times v. 6.1.2021, https://perma.cc/N5SG-WSQ4.

948 General/Sarlin, CNN Business v. 29.4.2021, https://perma.cc/9PT6-HKDS.

949 Johnson, Wired v. 7.3.2022, https://perma.cc/A37S-XVBY (,, That’s when it started
hitting me, like a plea deal might not be bad even if I didn’t do it [...] because with a
trial there’s more [time], and me being a convicted felon, my time is doubled.®).

950 Press, The New Yorker v. 13.11.2023, https://www.newyorker.com/magazine/2023/11/
20/does-a-i-lead-police-to-ignore-contradictory-evidence.
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¢) Keine offensichtlichen Unterschiede zwischen Téter und Verdachtigtem

Zudem ist es moglich, dass weitere Fille der Festnahme (oder sonstigen
Mafinahmen) gegen Unschuldige nicht bekannt wurden, weil der Fehler
den Behorden nicht aufgefallen ist. Die meisten der bekannt gewordenen
und oben besprochenen Fille haben eines gemeinsam: Es gab offensichtli-
che Unterschiede im Aussehen zwischen dem tatsdchlichen Téater und dem
unschuldig Verdéchtigten. Michael Oliver hatte eine andere Statur und,
anders als der Tiéter, Tatowierungen auf den Armen und iiber der linken
Augenbraue. Als Robert Williams das Bild des Téters neben sein Gesicht
hielt, erkannten die Polizisten selbst die Unterschiede im Aussehen. Reid
hatte ein Muttermal im Gesicht und war etwa 20 Kilogramm leichter als
der Titer. Alonzo Sawyer war 17 cm grofler und iiber 20 Jahre alter als der
Téater. Porcha Woodruff war, anders als die Téterin, hochschwanger. Nur
Parks, der dem Titer offenbar sehr dhnlich sah, musste seine Unschuld
auf anderem Wege beweisen, namlich indem er die Quittung fiir eine Geld-
tiberweisung vorlegte, die etwa zur gleichen Zeit wie der Ladendiebstahl
stattfand, aber viele Kilometer vom Tatort entfernt war. Was aber passiert,
wenn eine unschuldige Person dem Tater zwar sehr dhnlich sieht, aber
nicht zufillig einen Uberweisungsbeleg hat, der beweist, dass sie zum Tat-
zeitpunkt weit vom Tatort entfernt war?

Durch den Einsatz von Gesichtserkennung konnte die Zahl der falsch-
lichen Identifizierungen steigen.”>! Denn die Technologie ist besonders
gut darin, Ubereinstimmungen von Personen zu prisentieren, die dem
Verdéchtigen sehr dhnlich sind; aber fiir die Menschen, die diese Uberein-
stimmungen dann tberpriifen sollen - Polizeibeamte oder Augenzeugen
— ist es dadurch besonders schwierig, konsistent und zuverlassig zwischen
echten Ubereinstimmungen und Doppelgingern zu unterscheiden.? Da-
her kénnte es sein, dass noch viel mehr unschuldige Menschen nach

951 Moy, William & Mary Bill of Rights Journal 2021, 337, 359 (,When law enforcement
use of face recognition yields a false lead who resembles the true perpetrator, eyewit-
nesses are likely to be tricked into erroneously identifying the lead in a showup or
lineup because the lead looks like the perpetrator:).

952 Moy, William & Mary Bill of Rights Journal 2021, 337, 367: ,,As a result, misidenti-
fications may simply be an unavoidable outcome of law enforcement use of face
recognition technology. Worse, the extent to which this technology coupled with
eyewitness identification may be driving misidentifications and wrongful convic-
tions—a potentially tremendous harm—has not been measured, thus making it
impossible to perform an informed analysis regarding how big the problem is and
what should be done about it.
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B. Folgen fiir Unbeteiligte

einem falschen Gesichtserkennungstreffer Ermittlungsmafinahmen unter-
zogen (oder sogar verurteilt) wurden, als die sechs Fille vermuten lassen.

d) Keine 6ffentliche Bekanntmachung des Falls

Ein Grund, warum weitere Falle nicht bekannt wurden, kann schlicht darin
liegen, dass der Fall keine Schlagzeilen machte, selbst wenn der Verdéachtig-
te (oder sein Verteidiger) herausgefunden haben, dass Gesichtserkennung
verwendet worden war. Zum einen liegt es durchaus nahe, dass Betroffene
nach den monatelangen Ermittlungen und der Ungewissheit, was passieren
wird, diese Episode in jhrem Leben mdglichst schnell hinter sich lassen
und nicht medial aufbereitet sehen wollen.”>® Zum anderen gehort eine
Festnahme wohl zu den fiir die Betroffenen belastendsten Folgen eines
unerkannt gebliebenen falschen Gesichtserkennungstrefters. Es ist wahr-
scheinlich, dass in deutlich mehr Fillen zwar keine Festnahme erfolgte,
der wegen Gesichtserkennung zu Unrecht Verdichtigte aber zumindest
Vernehmungen und andere Ermittlungsmafinahmen unterzogen wurde —
was ebenfalls belastende Wirkung haben kann.

e) Fazit

Méglicherweise sind noch deutlich mehr Menschen von falschen Gesichts-
erkennungstreffern und anschliefenden Ermittlungsmafinahmen betroffen,
als die Medienberichte in den USA nahelegen. Der Einsatz von Gesichtser-
kennung wird von der Polizei meist nicht offengelegt, es ist zu vermuten,
dass Fehler nicht entdeckt wurden, weil die zu Unrecht Verdachtigten einen
Plea deal angenommen haben, und es ist zu befiirchten, dass Augenzeugen
wegen grofier optischer Ahnlichkeit den (aufgrund von Gesichtserkennung
ausgewahlten) Verdachtigten falschlicherweise als Téter identifizieren. Die-
se Risiken sind fiir die USA noch nicht ndher empirisch untersucht wor-
den.®>* In Deutschland gibt es nicht einmal eine Debatte dariiber. Wenn-

953 So musste etwa Nijeer Parks beinahe ein Jahr in Unsicherheit warten, bis die
Anklage gegen ihn fallen gelassen wurde, siche General/Sarlin, CNN Business v.
29.4.2021, https://perma.cc/9PT6-HKD8 (,What followed was a year-long legal
nightmare for Parks, who faced years in prison and the potential of additional time
due to his prior convictions.).

954 Moy, William & Mary Bill of Rights Journal 2021, 337, 367
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gleich die Gefahren des Plea bargaining im deutschen Rechtssystem nicht
bestehen; der Umstand, dass die Beschuldigten nicht ausdriicklich {iber den
Einsatz von Gesichtserkennung informiert werden, trifft auch fiir Deutsch-
land zu.”>> Ebenso besteht die Gefahr, dass Augenzeugen bei einer Wahl-
lichtbildvorlage falschlicherweise (ebenfalls) den zu Unrecht Verdichtigten
identifizieren, weil dieser dem Téter sehr dhnlich sieht.

I1. Ursachen der Festnahmen

Um zu verhindern, dass in Deutschland ahnliche Falle wie in den USA
eintreten, sollen die Ursachen im Folgenden ndher untersucht werden.
Nach den Festnahmen lauteten die Schlagzeilen jedes Mal édhnlich, bei
Randal Reid beispielsweise ,Facial Recognition Technology Jailed a Man
for Days ¢ ,Man wrongly jailed by facial recognition“®” und ,Innocent
man arrested after facial recognition failed again“>8. Die Verantwortung
wurde dem Gesichtserkennungssystem zugeschrieben. Reids Fall zeigt aber
weniger ein Versagen der Gesichtserkennung als vielmehr ein menschliches
Versagen. Warum haben die Polizeibeamten nicht gezogert, als sie Reid
festnahmen? Entweder haben sie das Muttermal in seinem Gesicht und den
grofSen Gewichtsunterschied nicht bemerkt, oder sie haben beides bemerkt
und ihn trotzdem verhaftet. Beides wire keine gute Polizeiarbeit gewesen.

Im Folgenden werden die verschiedenen Arten der Fehler, die zu Ermitt-
lungen gegen Unschuldige fithren konnen, herausgearbeitet: Fehler der
Technologie (1.), Fehler von Menschen (2.) und Fehler in der Mensch-Ma-
schine-Interaktion (3.). Dabei soll es nicht darum gehen, ob die Fehler vor-
werfbar sind oder nicht. Da diese Arbeit das Ziel hat, eine Rechtsgrundlage
fiir Gesichtserkennung zu erarbeiten, liegt stattdessen der Fokus darauf, ob
und wie solche Fehler durch rechtliche Vorgaben zu verhindern sind.

955 Es besteht keine Benachrichtigungspflicht, denn §101 Abs.4 StPO gilt nicht fiir
Mafinahmen nach § 98¢ StPO, auf den in der Praxis Gesichtserkennungsrecherchen
gestiitzt werden, siehe Kapitel II. C. . 1. b).

956 Thanawala, AP News v. 25.9.2023, https://perma.cc/6PU3-PBSF.

957 Quach, The Register v. 3.1.2023, https://perma.cc/LB93-YK96.

958 Barker, Louisiana News v. 5.1.2023, https://perma.cc/Y576-XUZA.
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B. Folgen fiir Unbeteiligte

1. Fehler der Technologie

Der Ausgangspunkt fiir Ermittlungen gegen Unbeteiligte im Zusammen-
hang mit Gesichtserkennung liegt in einem falschen Gesichtserkennungs-
treffer. Sowohl in Deutschland als auch, soweit ersichtlich, in den USA
wird Gesichtserkennung zur Identifizierung Unbekannter so eingesetzt,
dass eine Kandidatenliste mit potenziellen Ubereinstimmungen generiert
wird. Es ist daher systemimmanent, dass auch falsche Treffer angezeigt
werden. Dies muss nicht per se problematisch sein, denn kein Ermittlungs-
werkzeug, keine Ermittlungsmafinahme ist fehlerfrei. ,Fehler — im Sinne
des Verdachtigens eines Unschuldigen - sind im Ermittlungsverfahren sys-
temimmanent und nicht als solche problematisch.

Problematisch und nicht zu begriinden ist es jedoch, wenn Ermittlungs-
werkzeuge eingesetzt werden, die so fehleranfillig sind, dass sie ginzlich
ungeeignet sind, oder die nicht dem aktuellen Stand der Technik entspre-
chen. Das Bundesverfassungsgericht hat beispielsweise im Zusammenhang
mit Sicherheitsmafigaben bei der Vorratsdatenspeicherung festgestellt, dass
die Verfassung nicht detailgenau vorgebe, welche Sicherheitsmafigaben im
Einzelnen geboten seien.’” Es miisse jedoch ein Standard gewidhrleistet
werden, ,der unter spezifischer Beriicksichtigung der Besonderheiten der
durch eine vorsorgliche Telekommunikationsverkehrsdatenspeicherung ge-
schaffenen Datenbestinde ein besonders hohes Maf3 an Sicherheit gewahr-
leistet. Dabei ist sicherzustellen, dass sich dieser Standard - etwa unter
Riickgrift auf einfachgesetzliche Rechtsfiguren wie den Stand der Technik
[...] - an dem Entwicklungsstand der Fachdiskussion orientiert und neue
Erkenntnisse und Einsichten fortlaufend aufnimmt®%%° Beim Einsatz von
Gesichtserkennung ist daher ebenfalls zu fordern, dass nur Systeme ein-
gesetzt werden, die dem Stand der Technik fiir dieses Einsatzszenario
entsprechen. Fehlerfreiheit eines Systems kann hingegen nicht verlangt
werden, denn dies ist technisch nicht méglich.%¢!

959 BVerfGE 125, 260 (326).

960 BVerfGE 125, 260 (326). Dies diirfte fiir alle technischen Uberwachungsmaf3nah-
men gelten; so ist beispielsweise auch mit Blick auf die Telekommunikationsiiber-
wachung nach §100a StPO geregelt, dass das eingesetzte Mittel ,nach dem Stand
der Technik® gegen unbefugte Nutzung zu schiitzen ist und dass kopierte Daten
»nach dem Stand der Technik® gegen Verdnderung, unbefugte Léschung und unbe-
fugte Kenntnisnahme zu schiitzen sind (§ 100a Abs. 5 S. 2 und 3 StPO).

961 Kapitel I. E. IV. 6.
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2. Fehler von Menschen

Nicht das Gesichtserkennungssystem, das einen falschen Treffer geliefert
hat, nahm eine offensichtlich unschuldige Person fest (,Facial Recognition
Technology Jailed a Man for Days“2), sondern ein Mensch. Bevor Ermitt-
lungsmafinahmen gegen Williams, Reid und die anderen Betroffenen ge-
richtet wurden, mussten mehrere menschliche Fehler passieren. Im Folgen-
den werden die verschiedenen Arten von menschlichem ,Versagen“ niher
betrachtet.

a) Menschliche Fihigkeiten zur Uberpriifung von
Gesichtserkennungstreffern

Einige politische Entscheidungstriger scheinen zu glauben, dass durch
die menschliche Uberpriifung von Treffern falsche Identifizierungen ohne
Weiteres verhindert werden kénnen. In den Gesichtserkennungsrichtlinien
(Facial recognition policies) des New York Police Department (NYPD)
heifit es beispielsweise mit Blick auf mogliche falsche Treffer:

»Some studies have found variations in accuracy for some software prod-
ucts. The most important federal government study on the subject, how-
ever, noted that in ,hybrid machine/human systems, where the software
findings are routinely reviewed by human investigators, erroneous soft-
ware matches can be swiftly corrected by human observers. The safeguards
built into the NYPD’s protocols for managing facial recognition, which
provide an immediate human review of the software findings, prevent
misidentification.“9%3

962 Thanawala, AP News v. 25.9.2023, https://perma.cc/6PU3-PBSF.

963 NYPD, Questions and Answers Facial Recognition, https://perma.cc/S7YN-8H52.
Ubersetzung: ,Einige Studien haben Schwankungen in der Genauigkeit einiger
Softwareprodukte festgestellt. Die wichtigste Studie der Bundesregierung zu die-
sem Thema stellte jedoch fest, dass bei ,hybriden maschinellen/menschlichen Syste-
men, bei denen die Softwareergebnisse routinemé@f$ig von menschlichen Ermittlern
tberpriift werden, fehlerhafte Softwareiibereinstimmungen von menschlichen Be-
obachtern schnell korrigiert werden kénnen. Die Sicherheitsvorkehrungen in den
Protokollen des NYPD zum Umgang mit Gesichtserkennung, die eine sofortige
menschliche Uberpriifung der Softwareergebnisse vorsehen, verhindern eine falsche
Identifizierung.*
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B. Folgen fiir Unbeteiligte

Diese Richtlinien gehen davon aus, dass eine menschliche Kontrolle Fehli-
dentifizierungen vermeiden kénne. Nicht beriicksichtigt wurde hierbei je-
doch offenbar die Forschung zu menschlichen Fihigkeiten bei der Uber-
priifung von Gesichtserkennungstreffern. White, Dunn, Schmid und Kemp
haben etwa in einer 2015 veréffentlichten Studie die Erkennungsfahigkei-
ten der Nutzer eines Gesichtserkennungssystems gemessen.?®4 Dabei unter-
suchten sie ein Einsatzszenario von Gesichtserkennung, das dem Szenario
der Identifizierung unbekannter Verdachtiger sehr dhnlich ist: die Verwen-
dung von Gesichtserkennung, um Reisepassantrage auf einen moglichen
Identitatsbetrug zu tiberpriifen. In diesem Szenario wird ebenfalls ein I:n-
Abgleich durchgefiihrt, denn es wird ein Suchbild (das Bild des Antrag-
stellers) mit einer groflen Datenbank abgeglichen; als Ergebnis generiert
das Gesichtserkennungssystem, wie bei der Suche nach Verdichtigen, eine
Kandidatenliste.”®> Dadurch soll herausgefunden werden, ob der Antrag-
steller bereits einen Pass hat, der auf einen anderen Namen lautet, denn
dies deutet auf einen Identititsbetrug hin.”®® Die Studie untersuchte, in wie
vielen Fillen es den menschlichen Uberpriifern gelang, in einer Kandida-
tenliste von acht Bildern den echten Treffer zu finden, und wie oft eine
falsche Person ausgewdhlt oder der echte Treffer félschlicherweise nicht
ausgewahlt wurde. In der Halfte der Kandidatenlisten war der echte Treffer
nicht enthalten; hier hitten die Uberpriifer also zu dem Ergebnis kommen
sollen, dass die gesuchte Person nicht dabei ist. Dabei wurde auch die
Erkennungsleistung von ungeschulten und geschulten Studienteilnehmern
verglichen.

Die Ergebnisse zeigten insgesamt eine sehr schlechte Leistung bei der
menschlichen Uberpriifung von Gesichtserkennungstreffern. Dies galt so-
wohl fiir ungeschulte Studienteilnehmer als auch bei geschulten Passbe-
amten (Facial reviewers),’®” die diese Software bei ihrer taglichen Arbeit
verwenden und bei der Aufgabe nicht signifikant besser abschnitten: Beide
Gruppen machten in iiber 50 % der Fille Identifizierungsfehler.”®® Dabei
lagen die Fehler nicht nur darin, dass die Uberpriifer den echten Treffer
tibersahen, sondern vor allem héufig darin, dass sie eine falsche Person

964 White/Dunn/Schmid/Kemp, PLOS One 2015, 1.

965 White/Dunn/Schmid/Kemp, PLOS One 2015, 1, 2.

966 White/Dunn/Schmid/Kemp, PLOS One 2015, 1, 2.

967 Fiir die Definition der facial reviewers und facial examiners verweist die Studie auf
Facial Identification Scientific Working Group, Guidelines and recommendations for
facial comparison training to competency, 2011, https://perma.cc/NLIB-KHNV.

968 White/Dunn/Schmid/Kemp, PLOS One 2015, 1, 5., 81.
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als Treffer auswahlten.”® In rund 35 % der Fille identifizierten sie die
falsche Person, obwohl der echte Treffer in der Kandidatenliste vorhanden
war.”’? Lediglich bei besonders ausgebildeten forensischen Gesichtserken-
nungspriifern (Specialist facial examiners) zeigte die Studie eine hoéhere
Leistungsfahigkeit, sie machten um rund 20 Prozentpunkte weniger Fehler
als die Vergleichsgruppen der ungeschulten Teilnehmer und der geschulten
Passbeamten.?”! Sie iibersahen zwar ebenso héufig einen echten Treffer,
wihlten aber deutlich seltener den falschen Kandidaten aus der Liste aus.®”?
Allerdings war auch ihre Erkennungsleistung nicht fehlerfrei.””* Ein Zu-
sammenhang zwischen der Erkennungsleistung einerseits und der Beschéf-
tigungsdauer (und damit der Erfahrung in der Uberpriifung von Gesichts-
erkennungstreffern) der geschulten Passbeamten sowie der ausgebildeten
Gesichtserkennungspriifer anderseits zeigte sich nicht.”’# Die Studienauto-
ren kommen insgesamt zu dem Schluss, dass bei Gesichtserkennungssys-
temen, die eine Uberpriifung der Ergebnisse durch einen Menschen vor-
sehen, die Erkennungsleistung des Systems als Ganzem stark durch die
menschliche Leistungsfihigkeit begrenzt (,constrained) ist.””

b) Uberpriifung des Treffers am Computer

Die Ergebnisse von White et al. machen deutlich, dass eine menschliche
Kontrolle der Treffer am Computer das Problem der Fehlidentifizierungen
nicht 18st. Der Umstand, dass eine menschliche Uberpriifung vorgesehen
ist, darf fiir deutsche Strafverfolgungsbehérden und den Gesetzgeber keine
Begriindung dafiir sein, sich nicht mit diesem Risiko zu befassen.

Zudem legen die Studienergebnisse nahe, dass eine Rechtsgrundlage fiir
den Einsatz von Gesichtserkennung in der Strafverfolgung vorsehen sollte,
dass nur besonders ausgebildete Experten die Uberpriifung der Treffer vor-
nehmen diirfen. Ohne eine solche Regelung diirfte jeder beliebige Polizist,
dessen Dienststelle ein eigenes Gesichtserkennungssystem angeschafft hat,

969 White/Dunn/Schmid/Kemp, PLOS One 2015, 1, 6 (Fig. 2 MISID).

970 White/Dunn/Schmid/Kemp, PLOS One 2015, 1, 6 (Fig. 2 MISID Adult).
971 White/Dunn/Schmid/Kemp, PLOS One 2015, 1, 8 f.

972 White/Dunn/Schmid/Kemp, PLOS One 2015, 1, 9.

973 White/Dunn/Schmid/Kemp, PLOS One 2015, 1, 8 (Fig. 3 MISID).

974 White/Dunn/Schmid/Kemp, PLOS One 2015, 1, 9.

975 White/Dunn/Schmid/Kemp, PLOS One 2015, 1, 10.
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mit der Kontrolle der Ergebnisse betraut werden. Dies birgt jedoch ein zu
hohes Fehlerrisiko.

c) Uberpriifung des Treffers vor Ort

In den Fallen von Michael Oliver, Randal Reid, Robert Williams, Alonzo
Sawyer und Porcha Woodruff wurde noch ein weiterer Fehler deutlich.
Wenn schon die Gesichtserkennungspriifer am Computer die Fehlidentifi-
zierung nicht erkannten, so hitte dies jedenfalls den Polizisten auffallen
miissen, als sie die Betroffenen vor Ort aufsuchten. Soweit ersichtlich, ver-
glichen sie aber vor den Festnahmen nicht das Bild des Tdters mit der nun
verdachtigten Person. Bei Randal Reid bemerkten die Polizisten offenbar
nicht, dass er ein Muttermal im Gesicht hatte und rund 20 Kilogramm
leichter war als der Tater. Robert Williams musste erst das Bild des Titers
neben seines halten, damit die Polizisten selbst erkannten, dass es sich um
verschiedene Personen handelte. Hitten die Polizisten dies selbst iiberpriift,
bevor sie Williams festnahmen, wéren ihm 30 Stunden in Haft erspart
geblieben.

d) Verwendung problematischen Inputs (,Garbage in, Garbage out®)

Fehler konnen auch auf problematische Input-Daten bei der Verwen-
dung automatisierter Gesichtserkennung zuriickzufithren sein.”’® Beson-
ders deutlich macht dies ein Fall des NYPD, von dem das Georgetown
Law Center on Privacy & Technology berichtet.®”” Im April 2017 nahm eine
Uberwachungskamera einen Verdichtigen auf, der in einem Geschift in
New York City Bier gestohlen haben soll. Das Videomaterial war jedoch
so verpixelt, dass das Gesichtserkennungssystem des NYPD keine Treffer
lieferte. Die Beamten der Facial Identification Section (FIS), die fiir die
Durchfithrung von Gesichtserkennungssuchen fiir das NYPD zustdndig
sind, hdtten zu dem Schluss kommen miissen, dass der Verdichtige nicht

976 Siehe auch United States v. Esquivel-Rios, 725 E3d 1231, 1234 (10th Cir. 2013) (Gor-
such, J.) (,Garbage in, garbage out. Everyone knows that much about computers:
you give them bad data, they give you bad results.).

977 Garvie, Garbage in, garbage out, Center on Privacy & Technology, Georgetown
Law, 2019, https://perma.cc/J64B-MPQ8.
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Kapitel II1. Kriminologische Betrachtung

durch Gesichtserkennung identifiziert werden kann. Sie hatten jedoch eine
andere Idee. Nachdem ein Beamter festgestellt hatte, dass der Verdichti-
ge auf dem verpixelten Bild dem Schauspieler Woody Harrelson dhnelte,
verwendete er ein hochauflosendes Bild des Schauspielers anstelle des
Verdichtigen fiir die Suche.”’® Aus der daraus resultierenden Trefferliste
identifizierten die Beamten eine Person, von der sie glaubten, dass sie
mit dem Verdichtigen iibereinstimmt.?7® Sie schickten diese ,,Ubereinstim-
mung® zuriick an die ermittelnden Beamten, die schliefllich eine Person
wegen kleinen Diebstahls verhafteten.?80

In einem anderen Fall versuchte die FIS die Identitdt des Verddchtigen ei-
nes Uberfalls mit einem Bild eines Spielers der Basketballmannschaft New
York Knicks zu ermitteln.?8! Es ist nicht klar, ob in diesen Fallen am Ende
die richtige Person verhaftet wurde. Jedoch erhoht die Verwendung des
Fotos eines anderen (wenn auch eines Doppelgingers) anstelle des Fotos
des Verdichtigen die Wahrscheinlichkeit, dass die falsche Person identifi-
ziert wird. Erst recht gilt dies, wenn keine Lichtbilder, sondern forensische
Skizzen fiir die Gesichtserkennungssuche verwendet werden. Dem Bericht
des Georgetown Law Center on Privacy & Technology zufolge gestatten
jedoch einige Polizeidienststellen die Suche nach Gesichtern anhand von
forensischen Skizzen, also handgezeichneten oder computergenerierten zu-
sammengesetzten Gesichtern auf der Grundlage von Zeugenbeschreibun-
gen. 982

Solche Praktiken sollten wegen der erhohten Fehleranflligkeit untersagt
werden. Eine strafprozessuale Rechtsgrundlage sollte durch ihren Wortlaut
deutlich machen, dass nur Lichtbilder des Verdéchtigen abgeglichen wer-
den diirfen. Alternativ kénnte dies in den RiStBV festgelegt werden.

978 Garvie, Garbage in, garbage out, Center on Privacy & Technology, Georgetown
Law, 2019, https://perma.cc/J64B-MPQ8.

979 Garvie, Garbage in, garbage out, Center on Privacy & Technology, Georgetown
Law, 2019, https://perma.cc/J64B-MPQ8.

980 Garvie, Garbage in, garbage out, Center on Privacy & Technology, Georgetown
Law, 2019, https://perma.cc/J64B-MPQ8.

981 Garvie, Garbage in, garbage out, Center on Privacy & Technology, Georgetown
Law, 2019, https://perma.cc/J64B-MPQ8.

982 Garvie, Garbage in, garbage out, Center on Privacy & Technology, Georgetown
Law, 2019, https://perma.cc/J64B-MPQ8. Siehe aus technischer Sicht Klare/Li/Jain,
IEEE Transactions on Pattern Analysis and Machine Intelligence 2011, 639.
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B. Folgen fiir Unbeteiligte

e) Problematische weitere Polizeiarbeit

Daneben kann auch fragwiirdige weitere Polizeiarbeit zur Festnahme einer
unschuldigen Person fiihren. Im Fall von Nijeer Parks beispielsweise nah-
men die Polizisten ihn offenbar allein auf Basis des Gesichtserkennungstref-
fers fest.83 Dieses Match schien ihnen aber bereits hinreichende Verdachts-
momente (Probable cause) fiir die Festnahme geliefert zu haben. Dies
erscheint fragwiirdig, wenn man die Fehlerquoten der Gesichtserkennung
und insbesondere die noch hoheren Fehlerquoten bei People of Color
bedenkt.8* Tatsachlich sind sich, soweit ersichtlich, zumindest auf dem Pa-
pier alle US-amerikanischen Strafverfolgungsbehérden (sowohl auf lokaler
als auch auf Bundesebene) einig, dass ein Gesichtserkennungstreffer allein
kein hinreichender Grund fiir eine Festnahme sein kann.*®> Das NYPD
zum Beispiel erkldrt in ihren Richtlinien zur Verwendung von Gesichts-
erkennung ausdriicklich: ,A facial recognition match does not establish
probable cause to arrest or obtain a search warrant, but serves as a lead for
additional investigative steps. <8

Aber selbst wenn die Polizeibehorden erklaren, dass Gesichtserken-
nungstreffer nicht als alleinige Grundlage fiir eine Festnahme verwendet
werden, bleibt die Frage, welche Mafinahmen als ,zusétzliche Ermittlungs-
schritte” (,additional investigative steps®) gelten. In der Praxis der US-ame-
rikanischen Strafverfolgungsbehérden scheinen diese weiteren Schritte oft

983 General/Sarlin, CNN Business v. 29.4.2021, https://perma.cc/9PT6-HKDS. Ein
Richter des Municipal Court unterzeichnete den Haftbefehl und hielt den Gesichts-
erkennungstreffer daher offenbar auch fiir ausreichend.

984 Hierzu auch Benedict, Washington & Lee Law Review 2022, 849, der einen Vergleich
zur Rechtsprechung mit Blick auf Drogenspiirhunde vornimmt und argumentiert,
dass aufgrund der fehlenden Genauigkeit der Gesichtserkennung ein Treffer nicht
die einzige Basis fiir hinreichende Verdachtsmomente (Probable cause) sein darf.

985 Dies gilt jedenfalls fiir die Behorden, die ihre Richtlinien zur Gesichtserkennung
verdffentlicht haben. Siehe etwa NYPD, Questions and Answers Facial Recogni-
tion, https://perma.cc/S7YN-8H52; Michigan State Police, Facial Recognition -
Frequently Asked Questions, https://perma.cc/7CNC-BRVR: ,It is an investigative
lead only, requiring the investigator to continue the criminal investigation before
making any final determinations, up to and including arrest.” Die Polizeibehérde
von Woodbridge (und die Staatsanwaltschaft von Middlesex), die fiir die Festnahme
von Parks verantwortlich waren und offenbar einen Gesichtserkennungstreffer als
einzige Grundlage zulieffen, duflerten sich nicht auf die Frage von CNN, ob dies
noch immer ihre Praxis sei, General/Sarlin, CNN Business v. 29.4.2021, https://per
ma.cc/9PT6-HKDS.

986 NYPD, Questions and Answers Facial Recognition, https://perma.cc/S7YN-8H52.
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Kapitel II1. Kriminologische Betrachtung

als erfiillt zu gelten, wenn ein weiterer Mensch den Treffer bestitigt. Verfah-
rensakten zufolge schickte beispielsweise ein Polizist des NYPD lediglich
ein einziges Foto eines Treffers an einen Zeugen und fragte: ,Is this the
guy [...]?°%7 Der Zeuge bejahte die Frage und die Polizei nahm den
Mann fest.”8 Mit Blick auf die Uberzeugungsbildung im Rahmen der
Hauptverhandlung (§ 261 StPO) hat der BGH zu Recht festgestellt, dass
bei einer (vorschriftswidrigen) Einzelgegeniiberstellung einer Wiedererken-
nung durch den Zeugen ein wesentlich geringerer Beweiswert zukommt als
bei einer vorschriftsméfiigen Wahlgegeniiberstellung.”®

Im Fall von Williams schickte der Gesichtspriifer (Facial examiner) den
Treffer in einem Bericht an die Polizei von Detroit, in dem in fetten Grof3-
buchstaben am oberen Rand stand: ,This document is not a positive identi-
fication und ,,It is an investigative lead only and is not probable cause for
arrest®°° Dem Polizeibericht zufolge erstellten die Ermittler daraufhin eine
Wahllichtbildvorlage mit sechs Bildern, darunter eines von Williams. Die
Bilder legte die Polizei nicht den Mitarbeitern des Geschifts vor, in dem der
Diebstahl stattgefunden hatte, sondern der Mitarbeiterin eines Geschifts-
partners zur Schadensverhiitung, die das Uberwachungsvideo durchgese-
hen und auf diesem den Diebstahl entdeckt hatte.”! Sie identifizierte Mr.
Williams als den Dieb auf dem Video. Es bleibt jedoch unklar, was sie fiir
eine solche Identifizierung qualifizierte: Sie war weder eine Augenzeugin
noch besonders in Gesichtserkennung geschult. Der Biirgermeister von
Detroit raumte ein, dass dies eine ,unterdurchschnittliche® (,,subpar®) Poli-
zeiarbeit gewesen war.”*? Dabei hatte er noch nicht einmal beriicksichtigt,
dass zur Identifizierung nur ein unscharfes Bild des Verdéchtigen vorlag.

987 Facial Recognition Motion (redigierte Version) v. 13.11.2019, National Association of
Criminal Defense Lawyers, https://perma.cc/VMF4-DFEZ.

988 General/Sarlin, CNN Business v. 29.4.2021, https://perma.cc/9PT6-HKDS.

989 BGH, NStZ 1982, 342; NStZ-RR 2017, 90; OLG Koblenz, StV 2007, 348.

990 Hill, The New York Times v. 3.8.2020, https://perma.cc/QUF9-RQQF.

991 Hill, The New York Times v. 3.8.2020, https://perma.cc/QUF9-RQQF.

992 Hill, The New York Times v. 3.8.2020, https://perma.cc/QUF9-RQQF.
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B. Folgen fiir Unbeteiligte

t) Wahllichtbildvorlagen

Die oben erwihnte begrenzte menschliche Fahigkeit zur Gesichtserken-
nung®® hat auch Bedeutung fiir Wahllichtbildvorlagen, die ordnungsgemaf3
erfolgen. Fiir das deutsche Recht sieht Nr.18 RiStBV etwa vor, dass dem
Zeugen mindestens acht Personen gezeigt werden sollen.”®* Fiir den Be-
weiswert einer Wiedererkennung durch einen Zeugen ist nach der Recht-
sprechung des BGH die ordnungsgemifle Durchfithrung der Wahllicht-
bildvorlage von entscheidender Bedeutung. Erforderlich ist neben einer
Anzahl von mindestens acht Vergleichspersonen auch, dass die Lichtbilder
einzeln nacheinander vorgelegt werden (sog. sequenzielle Wahllichtbildvor-
lage).”> Auch wenn der Zeuge der Auffassung ist, den Téter bereits erkannt
zu haben, sind alle Bilder vorzulegen.®®® Die Ermittlungsbehdrden haben
bei Wahllichtbildvorlagen zudem alles zu unterlassen, was den Zeugen
in seiner Unvoreingenommenheit beeinflussen konnte, etwa Kommentare
des Vernehmungsbeamten oder besonderes Hinweisen auf das Lichtbild
des Verdichtigen.””” Dennoch kommt es auch bei ordnungsgemafd durch-
gefithrten Wahllichtbildvorlagen zu Fehlidentifizierungen.>®

Durch den Einsatz von Gesichtserkennung kann es zu noch mehr Feh-
lern kommen, denn die Technologie ist besonders gut darin, sehr dhnlich
aussehende Personen zu finden. Wenn sich der Titer beispielsweise nicht in
der durchsuchten Datenbank befindet, stattdessen aber eine andere ihm
stark optisch dhnelnde Person, dann ist es fiir den Zeugen besonders
schwierig, zu erkennen, dass es sich nicht um den Tédter handelt. Gesichts-
erkennung birgt daher die Gefahr, dass Fehlidentifizierungen im Rahmen
von Wahllichtbildvorlagen noch zunehmen.

993 Vgl. auch Hofmann, Personenidentifizierung durch Zeugen im Strafverfahren, 2013,
54 ft.

994 Vgl. auch BGH, NStZ 2012, 172, 173.

995 BGH NStZ 2011, 648 (649) mwN.

996 BGH NStZ 2012, 172 (173).

997 BGH NStZ 2011, 648 (649) mwN.

998 Zu moglichen Faktoren hierfiir mit Blick auf den Zeugen, Hofmann, Personeniden-
tifizierung durch Zeugen im Strafverfahren, 2013, 66 ff.
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g) Fazit zu Fehlern von Menschen

Die Fehler, die im Zusammenhang mit Gesichtserkennung zu den Festnah-
men Unschuldiger in den USA gefiihrt haben, sollten nicht schlicht und
vorrangig auf schlechte Polizeiarbeit zuriickgefithrt werden.”®® Es handelt
sich nicht nur um einzelne ungliickliche Vorfille, vielmehr bestehen vor
allem allgemeine Defizite in der menschlichen Fahigkeit zur Gesichtserken-
nung, die durch automatisierte Gesichtserkennung noch verstirkt werden.

Die menschliche Fahigkeit zur Gesichtserkennung darf nicht iiberschitzt
werden. Selbst geschulte und beruflich erfahrene Gesichtspriifer machen
regelmafig Identifizierungsfehler, dhnlich hdufig wie ungeschulte Personen.
Lediglich bei besonders ausgebildeten Experten kommt es seltener zu
Fehlidentifizierungen, aber auch diese sind nicht fehlerfrei. Die menschli-
che Kontrolle von Gesichtserkennungstreffern kann daher Fehlidentifizie-
rungen und anschlieflende Ermittlungen gegen Unschuldige nicht ohne
Weiteres verhindern.

Es sollte daher gesetzlich festgelegt werden, dass nur besonders ausge-
bildete Experten mit der Uberpriifung von Gesichtserkennungstreffern be-
traut werden diirfen. Vorgeschrieben werden sollte zudem, dass nur Licht-
bilder des Verdachtigen (nicht etwa anderer dhnlich aussehender Personen
oder forensische Skizzen) zum Abgleich verwendet werden diirfen.

Allerdings miissen auch die technologischen Entwicklungen im Blick
behalten werden. Aus technischer Sicht ist davon auszugehen, dass Ge-
sichtserkennungstechnologien den Menschen in seiner Fahigkeit, Gesichter
zu erkennen, iibertreffen werden (was teilweise ohnehin bereits der Fall
ist). Das gilt auch fiir besonders geschulte Menschen.!%% Eine zusitzliche
,Uberpriifung der Trefferliste durch Menschen wiirde dann dazu fiihren,
dass es zu mehr Fehlern beim Einsatz von automatisierter Gesichtserken-
nung kommt, wenn Menschen dann héufiger Unschuldige falsch positiv als
Verdidchtige identifizieren, als dies die Technologie tut.

999 Oder auf den Umstand, dass die US-amerikanischen Strafverfolgungsbehorden
nicht aktiv entlastende Umstinde ermitteln miissen, sondern lediglich ihnen vor-
liegende entlastende Beweise nicht zuriickhalten diirfen, vgl. Brady v. Maryland,
373 U.S. 83 (1963).

1000 In diese Richtung deutet etwa bereits die Untersuchung von Ramsthaler/Feder-
spiel/Huckenbeck/Kettner/Lux/Verhoff, Archiv fiir Kriminologie 2024, Band 254, 1.

272

am 14.01.2028, 08:29:3!


https://doi.org/10.5771/9783748949459
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

B. Folgen fiir Unbeteiligte

3. Fehler in der Mensch-Maschine-Interaktion: Automation bias

Zu den ohnehin begrenzten menschlichen Fihigkeiten zur Gesichtserken-
nung tritt beim Einsatz automatisierter Gesichtserkennungssysteme noch
ein weiteres Problem hinzu: Menschen verlassen sich zu stark auf automati-
sierte Systeme. Dieses als Automation bias!'%?! bezeichnete Phanomen wird
verbreitet definiert als die menschliche Tendenz, automatische Hinweise
als heuristischen Ersatz fiir ein aufmerksames Suchen und Verarbeiten
von Information zu verwenden.?? Entgegenstehende, nicht automatisiert
generierte Hinweise werden ignoriert. Citron formuliert treffend: , Automa-
tion bias effectively turns a computer program’s suggested answer into a
trusted final decision.1°0% Dass der Automation bias auch beim Einsatz von
Gesichtserkennung und Ermittlungen gegen Unschuldige eine Rolle spielt,
liegt nahe.1004

Auch wenn Gesichtserkennungssysteme typischerweise ,,nur” eine Kan-
didatenliste vorschlagen und ein Mensch einen von ihnen als den Verdéch-
tigen auswahlt; allein der Umstand, dass die Maschine diesen als Treffer
erkannt hat, kann sich auswirken. Dies wére auch eine moégliche Erklarung
dafur, dass Randal Reids Muttermal, Michael Olivers Tattoos, Alonzo Sa-
wyers grofler Altersunterschied zum Verdachtigen und Porcha Woodruffs
Schwangerschaft die Polizisten nicht daran hinderten, die Betroffenen fest-
zunehmen. Die Tatsache, dass eine Gesichtserkennungstechnologie einen
Treffer gefunden hatte, scheint bei ihnen eine vermeintliche Sicherheit
hervorgerufen zu haben, die sie davon abhielt, die Ubereinstimmung zZu

1001 Dazu bereits Mosier/Skitka, in: Parasuraman/Mouloua, Automation and Human
Performance, 1996, 201; siehe auch Parasuraman/Riley, Human Factors 1997, 230;
Skitka/Mosier/Burdick, International Journal of Human-Computer Studies. 1999,
991, 999; Cummings, ATAA 1st Intelligent Systems Technical Conference 2004, 1;
Goddard/Roudsari/Wyatt, Journal of the American Medical Informatics Associa-
tion 2012, 121.

1002 Mosier/Skitka/Burdick/Heers, Proceedings of the Human Factors and Ergonomics
Society Annual Meeting 1996, 204, 205 (,the tendency to use automated cues as
a heuristic replacement for vigilant information seeking and processing“). Zum
Automation bias etwa auch in der rechtswissenschaftlichen Literatur Sommerer,
Personenbezogenes Predictive Policing, 2020, 71ff., 330; vgl. auch Hilgendorf, in:
Fischer, Beweis, 2019, 229, 246.

1003 Citron, Washington University Law Review 2008, 1249, 1272.

1004 Benedict, Washington & Lee Law Review 2022, 849, 860; Barrett, Boston Universi-
ty Journal of Science and Technology Law 2020, 223, 245.
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hinterfragen.’0> Darauf deutet auch die Auflerung des einen Polizisten
hin, nachdem er feststellte, dass Robert Williams die falsche Person war:
»1 guess the computer got it wrong®1%% Die eigene Verantwortung wird
ibersehen.

Die Forschung zum Automation bias legt nahe, dass das Risiko einer
solchen Voreingenommenheit abnimmt, wenn den Nutzern eines automa-
tisierten Systems eine Dokumentation iiber die Funktionsweise einer Tech-
nologie (Regeln, nach denen sie eine Vorhersage trifft) zur Verfiigung
gestellt wird und wenn sie darin geschult werden, die Grenzen und die
Logik der Technologie zu verstehen.'%” Dafiir diirfte es nicht ausreichend
sein, wenn — wie in Deutschland und in den USA praktiziert — der Iden-
tifizierungsbericht lediglich darauf hinweist, dass es sich nur um einen
»Ermittlungshinweis“ handelt. Im Fall von Robert Williams beispielsweise
hatte der Gesichtspriifer, wie oben erwihnt, den Treffer in einer Datei
an die Polizei von Detroit geschickt, in der in fetten Grofibuchstaben am
Anfang stand: ,This document is not a positive identification und ,,It is an
investigative lead only and is not probable cause for arrest“!°%® Dennoch
scheint der ermittelnde Polizist den Treffer (neben einer ,Identifizierung®
durch eine Person, die nicht Augenzeugin war) als hinreichenden Verdacht
fiir eine Festnahme angesehen zu haben. Der blofle Hinweis, dass es sich
bei dem Treffer nur um einen Ermittlungshinweis handelt, ersetzt keine
umfassende Schulung der Polizisten und zeigt ihnen nicht, wie Gesichtser-
kennung funktioniert. Er reicht daher nicht aus, um einen Automation bias
zu verhindern.

Automation bias kann auch Augenzeugen beeinflussen.l%® Identifizie-
rungen durch Augenzeugen sind ohnehin bereits nicht das zuverldssigste
Beweismittel.’!0 Der BGH beanstandet es nicht, wenn ein Zeuge, sei es

1005 So auch Ferguson, Minnesota Law Review 2021, 1105, 1170 (,While police would
be wise to never solely rely on the technology, the ease of use and the perceived
technical precision might overcome common sense human judgment.).

1006 Benedict, Washington & Lee Law Review 2022, 849, 861.

1007 Goddard/Roudsari/Wyatt, Journal of the American Medical Informatics Associa-
tion 2012, 121, 123.

1008 Hill, The New York Times v. 3.8.2020, https://perma.cc/QUF9-RQQF.

1009 Dies konnte der Grund dafiir gewesen sein, dass ein Augenzeuge Michael Oliver
trotz seiner Tétowierungen (die der eigentliche Téter nicht hatte) falsch identifi-
zierte, sieche auch Benedict, Washington & Lee Law Review 2022, 849, 862.

1010 National Research Council, Identifying the Culprit, 2014, 2 (,[Claution must be
exercised when utilizing eyewitness procedures and when relying on eyewitness
identifications in a judicial context.); United States v. Wade, 388 U.S. 218, 228
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mit oder ohne eine entsprechende Information, weif$ oder jedenfalls davon
ausgeht, dass sich unter den Auswahlpersonen auch die Person des Tatver-
dichtigen befindet.!'!! Dies erscheint an sich bereits fraglich, denn Studien
zeigen, dass die Information an einen Augenzeugen, dass der Titer bei einer
Gegeniiberstellung anwesend sein konnte, die Wahrscheinlichkeit erhéht,
dass sie eine Person auswihlen (selbst wenn der Titer nicht dabei ist); auch
erhoht dieser Hinweis das Vertrauen der Augenzeugen in ihre Auswahl,
selbst wenn diese falsch ist.1”?2 Wenn bei einer Wahllichtbildvorlage (oder
einer Gegeniiberstellung) dem Augenzeugen nun zudem noch mitgeteilt
wiirde, dass der Verddchtige durch automatisierte Gesichtserkennung iden-
tifiziert wurde, durfte es noch wahrscheinlicher sein, dass er einen der ,Ver-
dachtigen” identifiziert, selbst wenn dieser nicht der wirkliche Titer ist.!013
Wenn dann sowohl die Maschine als auch ein Mensch den Verdachtigen als
Tater identifiziert haben, konnte dies den ermittelnden Polizisten uiberdies
ein falsches Gefiihl von Sicherheit vermitteln.

III. Fazit

Der Einsatz automatisierter Gesichtserkennung kann Folgen - insbesonde-
re Ermittlungsmafinahmen - fiir ginzlich Unbeteiligte mit sich bringen.
Die Ursache hierfiir liegt sowohl in Fehlern der Technologie als auch in
menschlichen Fehlern, die durch die Mensch-Maschine-Interaktion noch
verstarkt werden. Diese Tatsache muss bei einer Regulierung von Gesichts-
erkennung beriicksichtigt werden, um solche Fille so weit wie mdglich

(1967) (,The annals of criminal law are rife with instances of mistaken identifi-
cation.); siehe auch grundlegend Borchard, Convicting the Innocent, 1932 (mit
zahlreichen Beispielen von Fehlern von Augenzeugen).

1011 Vgl. zur Wahlgegeniiberstellung BGH, NStZ 2011, 648 (649) (,Beweiswert nicht
schon dadurch gemindert oder in Frage gestellt*), dazu kritisch Odenthal StV 2012,
683 (685). Siehe auch MiiKoStPO/Bartel, 2. Aufl. 2024, StPO § 261 Rn. 280. Siehe
fiir die USA Garrett, Columbia Law Review 2008, 55, 60; Albright/Garrett, Boston
University Law Review 2022, 511.

1012 Wells/Kovera/Douglass/Brewer/Meissner/Wixted, Law and Human Behavior 2020,
3,6,8¢%,21f.

1013 Siehe auch Moy, William & Mary Bill of Rights Journal 2021, 337, 360 (,Because
people often trust computer systems as infallible, an eyewitness who knows that
automated face recognition was used to try to find the culprit may interpret this
information to mean that any identification procedure in which the eyewitness
subsequently is asked to participate is likely to include the culprit.).
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zu verhindern. Aus technologischer Sicht sollten nur Gesichtserkennungs-
systeme zum Einsatz kommen, die dem aktuellen Stand der Technik ent-
sprechen. Mit der Uberpriifung der Gesichtserkennungstreffer sollten nur
besonders ausgebildete Experten betraut werden; zudem sollte verpflich-
tend ein 4-Augen-Vergleich bei der Uberpriifung angeordnet werden. (Wie
bereits erwahnt, wird sich in Zukunft allerdings die Frage stellen, was iiber-
haupt der Mehrwert einer menschlichen Uberpriifung ist, wenn - was zu
erwarten ist — Gesichtserkennungstechnologien auch geschulten Menschen
iiberlegen sind und diese daher weniger Fehler machen und damit seltener
zu Ermittlungen gegen Unschuldige fithren als dies bei der Auswahl durch
Menschen der Fall wire.)!%% Auch konnte - zumindest in internen Leitli-
nien - festgelegt werden, dass die Erkennung nicht durch den Ermittler
erfolgen darf, der mit dem Fall befasst und daher woméglich voreingenom-
men ist und vorschnell zumindest einen Verdacht auf Personenidentitdt
bejahen konnte, um einen Ermittlungsansatz zu haben.”’® Zudem muss
sichergestellt sein, dass nur Lichtbilder des Verdachtigen zum Abgleich
verwendet werden. Bei einer Wahllichtbildvorlage oder Gegeniiberstellung
muss gewdhrleistet sein, dass dem Zeugen nicht offenbart wird, dass Ge-
sichtserkennung verwendet wurde. Die Ermittler bei der Polizei werden,
soweit ersichtlich, derzeit nicht darin geschult, wie automatisierte Gesichts-
erkennung funktioniert; dies sollte zukiinftig gedndert werden, um einem
Automation bias entgegenzuwirken.

Diese Erkenntnisse verdeutlichen erneut die Notwendigkeit einer — auch
bereits verfassungsrechtlich fundierten — Pflicht zur Benachrichtigung des
Beschuldigten {iber den Gesichtserkennungseinsatz. Der Beschuldigte und
sein Verteidiger sind dadurch gewarnt, dass eine besonders fehleranfillige
Technologie verwendet wurde und konnen hierauf im Ermittlungs- und
Gerichtsverfahren hinweisen. Zudem wird erneut deutlich, dass eine um-
fassende Evaluation der Verwendung von Gesichtserkennung in der Straf-
verfolgung erfolgen muss. Nur wenn die Fille, in denen die Technologie
verwendet wurde, systematisch nachverfolgt und ausgewertet werden, kann
Fehlentwicklungen vorgebeugt werden. Dies geschieht aber derzeit nicht.
Wie Dbereits oben angesprochen,!%'® wird hier eine Kontrolle allein durch
einen Datenschutzbeauftragten nicht zielfithrend sein; die Evaluation muss

1014 Siehe aber zu Folgefragen Kapitel IV. C. IV.

1015 Dies diirfte zwar regelméflig bereits gewdhrleistet sein, wenn die Identifizie-
rung durch einen Lichtbildexperten oder -sachverstindigen erfolgt; gleichwohl
erscheint eine ausdriickliche Regelung aber sinnvoll.

1016 Kapitel II. A. 3. ¢) cc).
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umfassender sein. Um eine solche zu ermdglichen, ist eine Dokumentati-
onspflicht fiir den Einsatz von Gesichtserkennung vorzusehen. Diese Eva-
luation kann wiederum zur Schulung von Polizisten verwendet werden, um
fiir Probleme zu sensibilisieren.

C. Mediale Darstellung des Einsatzes von Gesichtserkennung
I. Ausgangspunkt und Forschungsfragen

Automatisierte Gesichtserkennung wird wie kaum eine andere Strafverfol-
gungstechnologie — abgesehen von der Vorratsdatenspeicherung und der
sog. ,Chatkontrolle“ - in den Medien und in der Offentlichkeit diskutiert.
Die Verwendung der Technologie in der Strafverfolgung konnte sich da-
her auch darauf auswirken, wie die Arbeit der Polizei und des Staates als
Ganzes wahrgenommen werden. Staatliches und insbesondere polizeili-
ches Handeln lebt von gesellschaftlicher Akzeptanz. Zwar zeigen Studien
grundsitzlich eine Zufriedenheit der Bevolkerung mit der Polizei.!® Dabei
wird jedoch nur die ,analoge® Polizeiarbeit untersucht, nicht speziell wie
der Einsatz neuer Technologien wahrgenommen wird. Durch den Einsatz
neuer Strafverfolgungstechnologien wird das Vertrauen in die Polizei auf
den Priifstand gestellt, zumal wenn diese — wie die Gesichtserkennung
- mit Kiinstlicher Intelligenz und Diskriminierung in Zusammenhang ge-
bracht werden. Dies gilt insbesondere vor dem Hintergrund, dass iiber
70 % der Bevolkerung der Ansicht sind, die Politik unternehme nicht ge-
nug gegen mogliche Risiken von KIY® und viele insbesondere Angst vor
einer ,flichendeckenden Uberwachung® dufern.!2? Wenn die Bevolkerung
den Einsatz automatisierter Gesichtserkennung als problematisch ansieht,
droht das Vertrauen in die Polizei zu sinken.!02!

Kostka, Steinacker und Meckel zeigen in ihrer Studie zur Akzeptanz staat-
lichen und nichtstaatlichen Einsatzes von Gesichtserkennungstechnologien

1017 In eine dhnliche Richtung mit Blick auf personenbezogenes Predictive Policing
Sommerer, Personenbezogenes Predictive Policing, 2020, 305 ff.; vgl. auch Bragi-
as/Hine/Fleet, Police Practice and Research 2021, 1637, 1637 {.

1018 Siehe nur Birkel/Church/Erdmann/Hager/Leitgob-Guzy, Sicherheit und Krimina-
litat in Deutschland, 2020, 158 ff.

1019 Fox/Privitera/Reuel, KIRA Report, 2023, 6.

1020 Fox/Privitera/Reuel, KIRA Report, 2023, 4.

1021 Bragias/Hine/Fleet, Police Practice and Research 2021, 1637, 1637 f.
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im offentlichen Raum, unter anderem in Deutschland, dass im Hinblick auf
den Einsatz von Gesichtserkennung Bedenken bestehen.!9?? Sie bleiben hier
allerdings sehr allgemein (,,privacy violation, ,discrimination’ ,surveillan-
ce“).1023

Um diese Vorbehalte und die Einstellung der Bevolkerung zu Gesichtser-
kennung besser untersuchen, nachvollziehen und einordnen zu kénnen,
erscheint es sinnvoll, zunichst kriminologisch-sozialwissenschaftlich zu
analysieren, wie Gesichtserkennung in den Medien dargestellt wird. Die-
ses Ziel verfolgte die vorliegende Studie. Ein solches Vorgehen erscheint
bereits deshalb angezeigt, weil vergangene Bevolkerungsbefragungen zur
Einstellung gegeniiber Gesichtserkennung den Eindruck nahelegten, dass
ein signifikanter Anteil der Befragten trotz Erklarung Gesichtserkennung
missverstehen. In einer von Kostka/Steinacker/Meckel im Jahr 2021 durch-
gefithrten Studie antwortete beispielsweise ein Fiinftel der befragten Deut-
schen, dass sie schon einmal ein Gesichtserkennungssystem in 6ffentlichen
Straflen oder Bahnhofen gesehen hitten.!92* Da jedoch zuletzt lediglich die
Bundespolizei in den Jahren 2017/2018 biometrische Gesichtserkennung am
Bahnhof Berlin Siidkreuz testete,92> deutet diese Antwort eher darauf hin,
dass die Befragten normale Videokameras fiir Gesichtserkennungssysteme
hielten 1026

Zudem ist davon auszugehen, dass die mediale Darstellung der Tech-
nologie zumindest mitbeeinflusst, wie die Bevolkerung den Einsatz auto-
matisierter Gesichtserkennung in der Strafverfolgung wahrnimmt und in
Zukunft wahrnehmen wird. Luhmanns Ausspruch ,Was wir iiber unsere
Gesellschaft wissen, ja tiber die Welt, in der wir leben, wissen, wissen wir

1022 Kostka/Steinacker/Meckel, Public Understanding of Science 2021, 671.

1023  Kostka/Steinacker/Meckel, Public Understanding of Science 2021, 671, 684.

1024 Kostka/Steinacker/Meckel, Public Understanding of Science 2021, 671, 686.

1025 Bundespolizei, Teilprojekt 1 ,Biometrische Gesichtserkennung® des Bundespolizei-
prasidiums im Rahmen der Erprobung von Systemen zur intelligenten Videoanaly-
se durch das Bundesministerium des Innern, fiir Bau und Heimat, das Bundespo-
lizeiprasidium, das Bundeskriminalamt und die Deutsche Bahn AG am Bahnhof
Berlin Stidkreuz im Zeitraum vom 01.08.2017 - 31.07.2018, 2018.

1026 Kostka/Steinacker/Meckel, Public Understanding of Science 2021, 671, 686: ,For
instance, one fifth of the German respondents reported seeing FRT in public
streets and railway stations. But given that by 2019, only the train station Berlin
Stidkreuz had experimented with FRT, and despite the survey’s introductory dis-
claimer explaining what we mean by ,FRT; some respondents confuse standard
video cameras with the more advanced FRT software behind them.”
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durch die Medien“1%” mag iiberspitzt sein;!%?8 fiir das Thema der Gesichts-
erkennung scheint dies aber nicht abwegig. Da diese Technologie erst in
den letzten Jahren bekannter wurde, liegt es nahe, dass das Wissen der
meisten Menschen iiber die Gesichtserkennung vorrangig aus Filmen (etwa
»>Minority Report“ oder ,The Circle®) oder Medienberichten stammt. Ob
und wie stark die Medien nicht nur das Wissen, sondern auch die Einstel-
lung der Bevolkerung beeinflussen, hidngt zwar von vielen Faktoren ab.10?
Mediale Beitrdge haben aber jedenfalls das Potenzial, die Einstellung von
Menschen zu beeinflussen, sie entweder zu verstirken oder zu andern.1030
Eine jlingere Studie zeigt etwa, dass im Rahmen medialer Berichterstattung
das Framing (Einrahmen) von KI als Chance oder als Risiko eine emotio-
nale Wirkung hat und so die Einstellungen gegeniiber KI beeinflusst;!03!
insbesondere erhdhen Risiko-Frames die Sorge von Menschen vor KI.1932
Folgende Forschungsfragen werden untersucht:

— Welches Bild zeichnen die Medien von automatisierter Gesichtserken-
nung als Strafverfolgungstechnologie?

- Welche Themen sind haufig Gegenstand der Berichterstattung?

— Welche Bedenken oder Risiken werden erwahnt?

II. Methodik: Qualitative Inhaltsanalyse von Medienbeitrigen
Um sich der Frage anzunédhern, welches Bild vom Einsatz automatisierter

Gesichtserkennung in der Strafverfolgung in den Medien gezeichnet wird,
wurde eine qualitative Inhaltsanalyse von Medienbeitragen durchgefiihrt.

1027 Luhmann, Die Realitat der Massenmedien, 2017, 9.

1028 Zur Kritik etwa Reichertz, Die Macht der Worte und der Medien, 2009, 17 f.

1029 Vgl. nur zu den Faktoren fiir eine Einstellungsanderung Bonfadelli/Friemel, Medi-
enwirkungsforschung, 2017, 139 ff; Schenk, Medienwirkungsforschung, 2007, 85 ff.

1030 Vgl. etwa Coppock/Ekins/Kirby, Quarterly Journal of Political Science 2018, 59.
Baum/Potter, Annual Review of Political Science 2008, 39; beispielhaft auch
Huang/Cook/Xie, Humanities and Social Sciences Communications 2021, L
Zu moglichen Wirkmechanismen Bonfadelli/Friemel, Medienwirkungsforschung,
2017, 161ff. Im Einzelnen ist jedoch umstritten, inwieweit und auf welche Weise
Medien die 6ffentliche Meinungsbildung beeinflussen und welche weiteren Fakto-
ren auf die Meinungsbildung wirken.

1031 Fucker, in: van Oorschot/Fucker, Framing KI, 2022, 81, 103 f.

1032 Fucker, in: van Oorschot/Fucker, Framing K1, 2022, 81, 104.

279

1401.2026, 08:28:3;



https://doi.org/10.5771/9783748949459
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

Kapitel II1. Kriminologische Betrachtung
1. Wahl der Methodik

Empirische Sozialforschung dient dazu, moglichst zutreffende Aussagen
tber die soziale Lebenswirklichkeit zu treffen und zu diesem Zweck Hy-
pothesen zu entwickeln oder zu iiberpriifen. Wahrend das vorrangige
Ziel quantitativer Forschung darin besteht, soziale Phanomene messbar
zu machen und statistisch auszuwerten sowie Hypothesen und Theorien
zu Uberpriifen,'® zeichnet sich qualitative Forschung dadurch aus, dass
sie vorrangig darauf ausgerichtet ist, Hypothesen zu generieren!34.19% Ein
qualitativer Forschungsansatz wurde deshalb gewahlt, weil es sich bei der
automatisierten Gesichtserkennung um eine so neue Technologie handelt,
dass noch nicht geniigend Erkenntnisse vorhanden sind, um Theorien zu
der Einstellung der Bevélkerung in diesem Bereich zu bilden.*¢ Zudem
bestand das Ziel der Studie darin, mégliche Bedenken inhaltlich zu verste-
hen; dafiir eignen sich qualitative Ansdtze, da diese mehr auf Tiefe als auf
Breite angelegt sind.

Um die Forschungsfragen zu beantworten, wurde eine qualitative In-
haltsanalyse von Medienbeitrdgen durchgefiihrt. Qualitative Inhaltsanaly-
sen'%¥ zielen darauf ab, fixierte Kommunikation (z. B. Texte) unter einer
theoretisch ausgewiesenen Fragestellung systematisch und regelgeleitet zu
untersuchen und daraus Riickschliisse zu ziehen.'*8 Als Gegenstand der

1033 Vgl. nur Héder, Empirische Sozialforschung, 2015, 64; siehe aber zur Moglichkeit
der Uberpriifung von Hypothesen mit qualitativer Forschung etwa Mayring, Qua-
litative Inhaltsanalyse: Grundlagen und Techniken, 2022, 25.

1034 Mayring, Qualitative Inhaltsanalyse, 2022, 22 f.; Strauss/Corbin, Grounded Theory,
1996, 7 ft.

1035 Die Abgrenzung zwischen quantitativer und qualitativer Forschung ist allerdings
nicht immer trennscharf, auflerdem kénnen beide Ansitze mit einem Mixed-Me-
thods-Ansatz verkniipft werden, siehe nur Kuckartz, Mixed Methods, 2014, 33,
52 ff; Steger, Einfithrung in die qualitative Sozialforschung, 2003, 3. Kritisch zur
strikten Trennung (,Dichotomisierung®) quantitativer und qualitativer Forschung
bereits v. Saldern, Empirische Padagogik 1992, 377; siehe auch Hdder, Empirische
Sozialforschung, 2015, 61.

1036 Zur Offenheit der qualitativen Methoden Steger, Einfithrung in die qualitative
Sozialforschung, 2003, 4.

1037 Begriff und Ansatz gehen zuriick auf Kracauer, The Public Opinion Quarterly
1952, 631 (Qualitative content analysis).

1038 Mayring, Qualitative Inhaltsanalyse, 2022, 12f; zu verschiedenen Varianten
der qualitativen Inhaltsanalyse Schreier, Forum Qualitative Sozialforschung/Fo-
rum Qualitative Social Research 2014, 1; siche zur Inhaltsanalyse auch Ddélling/
Hermann/Laue, Kriminologie, 2022, §3 Rn.12; vgl. auch Meuser, in: Bohn-
sack/Geimer/Meuser, Hauptbegriffe qualitativer Sozialforschung, 2018, 120, 121.
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Analyse wurden Medienbeitrage gewdhlt, da die Darstellung von Gesichts-
erkennung in den Medien untersucht werden sollte.

2. Auswahl der Beitrage

Fiir die Untersuchung wurden zunichst online verfiigbare Medienberich-
te aus den Jahren 2018 bis 2023 recherchiert, die den Einsatz automati-
sierter Gesichtserkennung in der Strafverfolgung zum Gegenstand haben.
Nicht einbezogen wurden Berichte {iber den Einsatz sog. (menschlicher)
Super-Recognizer, die nur am Rande die automatisierte Gesichtserken-
nung erwihnen. Es wurden ausschliellich deutsche Medien beriicksich-
tigt, deutschsprachige Beitrdge von Osterreichischen oder schweizerischen
Medien hingegen nicht. Private Blogeintrdge wurden nicht einbezogen. Re-
cherchiert wurden Artikel, die im Zeitraum vom 1.1.2018 bis zum 31.8.2023
erschienen sind. Dieser Eingrenzung lag zugrunde, dass dieser Berichtszeit-
raum einerseits grof$ genug erscheint, um nicht von einzelnen Vorkomm-
nissen monopolisiert zu werden, etwa den Tests von Gesichtserkennung am
Bahnhof Berlin/Siidkreuz in den Jahren 2017/2018 oder der Enthiillung der
Tatigkeit von Clearview AI durch die New York Times Reporterin Kashmir
Hill im Jahr 2020. Andererseits stellt die Beschrankung die Durchfiihrbar-
keit der Studie und die Aktualitét der Ergebnisse sicher.

Aus dem Pool all dieser Berichte wurden im néchsten Schritt die inhalt-
lich zu untersuchenden Beitrage ausgewdhlt. Qualitative Forschung erhebt
nicht den Anspruch auf Reprisentativitdt im statistischen Sinne, sondern
auf eine phdnomenologische Reprisentation sozialer Wirklichkeiten. Es
soll sichergestellt werden, dass ein Phdnomen in seinen verschiedenen
Auspragungen erfasst wird. Um eine Verallgemeinerbarkeit der Ergebnis-
se zu ermoglichen, ist vor allem das Sampling entscheidend, also die
Auswahl der Fille (hier: Medienbeitrige).l9% Fir diese Studie erschien
eine Kombination aus kriteriengeleitetem Sampling im ersten Schritt und
Zufallsauswahl im zweiten Schritt sachgerecht. Bei der Strategie des kriteri-
engeleiteten Sampling werden die Merkmale fiir das Sampling bereits vor
der Erhebung identifiziert.'4" Dann werden aus dem Pool gezielt Fille,
also hier Medienbeitrage, in das Sample einbezogen, die die Heterogenitat
des Untersuchungsfeldes représentieren. Dieses Vorgehen bietet sich an,

1039 Przyborski/Wohlrab-Sahr, Qualitative Sozialforschung, 2021, 227 f., 447, 453.
1040 Vgl. Przyborski/Wohlrab-Sahr, Qualitative Sozialforschung, 2021, 233 ff.
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wenn bereits theoretisches oder empirisches Wissen iiber mégliche Struk-
turierungsmerkmale vorliegt. Fiir die vorliegende Studie war insbesondere
darauf zu achten, dass Berichte verschiedener Medienorgane einbezogen
werden. Daher wurden die Beitrdge in drei Kategorien unterteilt: (1) reich-
weitenstarke {iberregionale Zeitungen und Magazine, (2) Online-Medien-
portale und Online-Magazine, (3) regionale/lokale Zeitungen. Im zweiten
Schritt wurden dann per Zufallsauswahl aus den ersten beiden Kategori-
en 15 Beitrdge, aus der dritten 8 Beitrdge ausgewahlt. Es wurde lediglich
sichergestellt, dass Medienorgane unterschiedlicher politischer Ausrichtung
vertreten waren. Zugelassen wurde aber, wenn mehrere Beitrdge von dem-
selben Medienorgan stammten. Insgesamt wurden daher 38 Medienbeitra-
ge in die qualitative Inhaltsanalyse einbezogen.'4! Fiir die Auswertung und
die Darstellung der Ergebnisse wurde jedem dieser Beitrdge eine Referenz-
nummer zugeordnet (Beitrag 1, Beitrag 2, ...).

3. Vorgehen bei der Analyse

Die Beitrdge wurden anhand einer inhaltlich strukturierenden qualitativen
Inhaltsanalyse in Anlehnung an Kuckartz'4? ausgewertet. Teilweise wurde
diese kombiniert mit Elementen der evaluativen (bewertenden) Inhaltsana-
lyse;1043 es wurden fiir einzelne besonders interessierende Bereiche eva-
luative Kategorien definiert.!%4* Durch das regelgeleitete Vorgehen sollte
sichergestellt werden, dass die Ergebnisse intersubjektiv nachvollziehbar
sind.

Zunichst wurden ausgehend von den Forschungsfragen alle Texte Ab-
schnitt fiir Abschnitt anhand von groben Hauptkategorien durchgesehen
und zugeordnet (codiert). Angesichts der Offenheit der qualitativen Metho-
de ergaben sich hierbei einerseits Anderungen in Zuschnitt und Formu-

1041 Die Beitrdge stammten aus folgenden Medien: Siiddeutsche Zeitung, Rheinische
Post, BuzzFeed, Miinchner Merkur, ProSieben Newstime, Focus, DIE ZEIT, heise,
WAZ, Miinstersche Zeitung, Frankfurter Rundschau, Hamburger Abendblatt, Ba-
dische Zeitung, Stern, Spiegel, Bayerischer Rundfunk, Welt, MDR, Deutschland-
funk Kultur, BILD, t3n, The Decoder, Redaktionsnetzwerk Deutschland, Handels-
blatt, Taz, ZDNet, Netzpolitik.org.

1042 Kuckartz, Qualitative Inhaltsanalyse, 2018, 97 ff; vgl. auch Steger, Einfithrung in
die qualitative Sozialforschung, 2003, 14.

1043 Zu dieser Kuckartz, Qualitative Inhaltsanalyse, 2018, 123 ff.

1044 Zur Moglichkeit der Kombination auch Kuckartz, Qualitative Inhaltsanalyse, 2018,
141.
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lierung der Kategorien und andererseits weitere, nicht erwartete Kategori-
en. Nach diesem ersten Codierprozess wurden im néchsten Schritt alle
Textstellen einer Kategorie zusammengetragen und dann innerhalb dieser
Kategorien differenziertere Subkategorien gebildet.14> Bei diesen Subkate-
gorien handelte es sich teilweise um evaluative Kategorien, also solche,
die eine Wertung erforderlich machten. Eine Textstelle konnte auch mehre-
ren Kategorien oder Subkategorien zugeordnet werden.'4¢ Anschlieflend
wurde in einem zweiten Codierprozess das komplette Material anhand
der ausdifferenzierten Subkategorien codiert.l®4” Zum Beispiel lautete eine
(Haupt-)Kategorie ,Darstellung der Fehleranfilligkeit der Technologie als
eine Subkategorie kristallisierte sich beispielsweise ,Hohe Fehlerquoten®
heraus. Die Darstellung der Ergebnisse orientiert sich an diesen Kategorien
und Subkategorien.

Als qualitative Inhaltsanalyse erhebt diese Untersuchung keinen An-
spruch auf Reprisentativitit in einem quantitativen (statistischen) Sinne.
Dennoch ist sie geeignet, einen Eindruck davon zu vermitteln, wie der
Einsatz automatisierter Gesichtserkennung in der Strafverfolgung in den
Medien dargestellt wird.

II1. Ergebnisse
1. Unterscheidung von Einsatzszenarien

Allgemein féllt auf, dass viele Beitrage nicht zwischen den verschiedenen
Einsatzmoglichkeiten von Gesichtserkennung unterscheiden. Unter dem
Schlagwort ,Gesichtserkennung® werden unterschiedliche Anwendungsfal-
le aufgezahlt.

~Weltweit ist Gesichtserkennung auf dem Vormarsch. Russland identifiziert
damit Demonstranten. Pornhub erkennt Darstellerinnen in hochgeladenen
Videos. Frankreich will allen Biirgern eine ,digitale Identitit‘ geben, die an
ihr Gesicht gekniipft ist. Und China ldsst nicht nur Uiguren, sondern einen
Grofsteil der Bevilkerung mit Kameras iiberwachen. Auch in Deutschland

1045 Dies erfolgte anhand des Textmaterials, was von Kuckartz in diesem Zusammen-
hang als induktives Vorgehen bezeichnet, Kuckartz, Qualitative Inhaltsanalyse,
2018, 72 1.

1046 Vgl. hierzu auch Kuckartz, Qualitative Inhaltsanalyse, 2018, 102 f.

1047 Kuckartz, Qualitative Inhaltsanalyse, 2018, 110 f.

283

1401.2026, 08:28:3;



https://doi.org/10.5771/9783748949459
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

Kapitel II1. Kriminologische Betrachtung

will Innenminister Seehofer die Gesichtserkennung im dffentlichen Raum
massiv ausweiten. (Beitrag 18)

Dabei werden Einsatzszenarien Privater und der Polizei hdufig in einem
Atemzug genannt, ohne sie ndher zu beschreiben.

»Die Fuf$ball-Bundesliga setzt seit Anfang des Jahres das System ein, um
die Aufzeichnungen von Spielen zu organisieren. Fans konnten dann alle
Spielszenen einer Saison nach ihrem Lieblingsspieler durchsuchen. Auch
Polizeibehorden etwa im US-Bundesstaat Washington setzen das System
ein, um Datenbanken mit Uberwachungskamera-Aufzeichnungen abzu-
gleichen und so Ladendiebstihle zu verfolgen.” (Beitrag 37)

Warum hier etwa ausgerechnet Polizeibehérden im US-Bundesstaat Wa-
shington erwdhnt werden, bleibt unklar. Teilweise wird lediglich zwischen
dem Einsatzmodus der Verifizierung/Authentifizierung einerseits und der
Identifizierung andererseits unterschieden. Unter Verweis auf eine Inter-
viewpartnerin wird die Verifizierung/Authentifizierung, also der 1:1-Ab-
gleich, als unproblematisch dargestellt:

»»Der erste Einsatzzweck von Gesichtserkennungstechnologie ist die Au-
thentifizierung, die Sie in der Regel selbst vornehmen: Sie entsperren ihr
Smartphone, indem sie Ihr Gesicht mit dem im Telefon gespeicherten Bild
abgleichen. Oder Sie identifizieren sich, indem Sie sich an der automati-
schen Passkontrolle am Flughafen fotografieren lassen und das Bild mit
dem in Ihrem Pass verglichen wird, erkldrt sie.

,Diese Art der Gesichtserkennung birgt, wenn sie regelkonform vorgenom-
men wird, nur geringe Risiken. Denn Sie allein haben ja die Kontrolle
iiber das Bild in ihrem Smartphone oder Pass. Da wird nichts mit einer
zentralen Datenbank abgeglichen.“ (Beitrag 5)

Dem wird die ,biometrische Masseniiberwachung“ gegeniibergestellt. Dass
neben dem 1:1-Abgleich (Verifizierung/Authentifizierung) auch Anwen-
dungsméglichkeiten fiir Gesichtserkennung bestehen, die keine biometri-
sche Masseniiberwachung bedeuten, wird nicht erwéhnt.

»Problematischer sei das zweite Einsatzfeld von Gesichtserkennungstech-
nologie; erklért Francesco Ragazzi, Professor fiir Politikwissenschaft an der
Universitit Leiden und Autor einer Studie zum Thema fiir das Europdi-
sche Parlament.

,Sucht dieses System eine einzelne Person, indem es die Gesichter von
zahllosen Passanten scannt? Oder sucht das System die Person, indem es
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Videoaufnahmen aus einem Bahnhof oder einem Einkaufszentrum unter-
sucht? In solchen Fillen haben wir es mit Eingriffen ins Privatleben und
die Menschenrechte zu tun - mit biometrischer Masseniiberwachung'“
(Beitrag 5)

Auch die verschiedenen Einsatzszenarien im Bereich der Strafverfolgung
werden in vielen Beitrdgen nicht unterschieden. Ein Beitrag berichtet etwa
von dem Einsatz von Gesichtserkennung im 6ffentlichen Raum in London,
China und Indien, im néchsten Satz dann von der Verwendung der Soft-
ware Clearview Al durch US-amerikanische Strafverfolgungsbehérden, die
jedoch nicht zur Fahndung im &ffentlichen Raum, sondern zur nachtragli-
chen Erkennung Verdéchtiger auf Bildmaterial verwendet wird:

»Die Londoner Polizei gab am Freitag vergangener Woche bekannt, dass
sie die Kameras der Stadt mit einer Gesichtserkennungssoftware und einer
Datenbank verkniipfen will. Nach China wdire das Vereinigte Konigreich
damit der erste Staat, der seine Biirger mit Gesichtserkennung tiberwacht.
Das Prinzip ist weltweit auf dem Vormarsch: Indien plant, ein dhnliches
System einzufiihren. Erst vergangene Woche war bekannt geworden, dass
amerikanische Polizisten schon eine Gesichtserkennungssoftware namens
Clearview nutzen - die die notwendigen Bilder von Social-Media-Ac-
counts kopiert. (Beitrag 22)

2. Darstellung des Einsatzes in Deutschland

Rund zwei Drittel der untersuchten Beitrdge erwdhnen in mehreren Sitzen
oder zumindest in einem Satz, dass auch in Deutschland Gesichtserken-
nung in der Strafverfolgung verwendet wird. Die meisten Artikel berichten
tiber den Einsatz in China und den USA, einige wenige Beitrige befassen
sich nur mit dem Einsatz in Deutschland.

a) Differenzierung zwischen Einsatzszenarien

Bei der Darstellung des Einsatzes von Gesichtserkennung in Deutschland
zeigt sich ebenfalls, dass zwischen den verschiedenen Szenarien nicht klar
unterschieden wird.

Unter der Unteriiberschrift ,,Gesichtserkennung wird in Deutschland héiu-
fig genutzt® findet sich in einem Beitrag etwa ohne néhere Erlauterung der
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Hinweis, dass sich die Nutzung von Gesichtserkennung ,,in der INPOL-Da-
tei“ erhoht habe und dass eine Ausweitung der Technologie an Flug- und
Bahnhofen geplant sei. Es wird nicht darauf eingegangen, dass letzteres
ein ganzlich anderes Einsatzszenario (Echtzeit-Fahndung im 6ffentlichen
Raum) ist.

»Bei der Bundespolizei hat sich die Nutzung der Gesichtserkennung in der
INPOL-Datei verdreifacht, Bundesinnenminister Horst Seehofer forderte
eine Ausweitung der Technologie und wollte diese an mehr als 100 Flug-
und Bahnhdfen einsetzen.” (Beitrag 32)

Ein anderer Beitrag stellt fest, dass ,,die automatisierte Gesichtserkennung®
in Deutschland vorerst nicht ausgeweitet werde, ohne néher zu erldutern,
von welcher Einsatzvariante die Rede ist (gemeint war wohl auch hier die
Echtzeit-Fahndung im &ffentlichen Raum). Ab dem néchsten Satz spricht
der Beitrag von der Einsatzvariante der Identititsermittlung, ohne den
Unterschied zu der zuvor erwédhnten Echtzeit-Fahndung im offentlichen
Raum zu erwahnen.

»Bundesinnenminister Horst Seehofer verzichtet vorerst darauf, die auto-
matisierte Gesichtserkennung in Deutschland mithilfe des kiinftigen Bun-
despolizeigesetzes auszuweiten. Doch das heifst nicht, dass die Technik
an sich hierzulande tabu ist — im Gegenteil. Polizisten in Deutschland
finden heute schon Hunderte mutmafliche Titer per Gesichtserkennungs-
software.” (Beitrag 4)

Was hinter den unterschiedlichen Einsatzvarianten von Gesichtserkennung
steht, wird in den meisten Beitrdgen nicht ndher erldutert; sie werden
lediglich aufgezahlt.

»Das Bundeskriminalamt (BKA) etwa nutzt schon seit 2008 das Gesichts-
erkennungssystem GES. Die Zahl der damit durchgefiihrten Recherchen
steigt seit Jahren rasant an. 2021 konnten die Beamten so in 90.000 Abfra-
gen rund 5000 Personen identifizieren, nachdem sie die Ergebnisse des
Systems héndisch verifizierten. Die besonders umkdmpfte Echtzeit-Identi-
fizierung soll mit GES nicht stattfinden. Fiir Proteste von Datenschiitzern
sorgte in den vergangenen Jahren vor allem die Suche der Hamburger
Staatsmacht nach Randalierern beim G20-Gipfel per biometrischer Ge-
sichtserkennung (Beitrag 19)

Insgesamt vermitteln die Beitrdge jeweils ein sehr unterschiedliches Bild
vom Einsatz von Gesichtserkennung durch deutsche Strafverfolgungsbe-
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horden. Viele Beitriage erwdhnen ausschliefSlich die Erprobung von Echt-
zeit-Fahndung am Bahnhof Berlin Stidkreuz, einige dariiber hinaus die
Gesichtserkennungsauswertung durch die Polizei Hamburg nach den Aus-
schreitungen wegen des G20-Gipfels.

b) Einsatz zur Identifizierung unbekannter Verdichtiger
aa) Seltene Erwahnung

Dass Gesichtserkennung in Deutschland auch verwendet wird, um unbe-
kannte Verdichtige zu identifizieren, berichten viele Beitrdge nicht. Ein
Artikel berichtet etwa ausfiihrlich iiber dieses Einsatzszenario in den USA,
erwahnt aber nicht, dass ein ahnliches auch in Deutschland Realitat ist.
Stattdessen wird nur auf die Erprobung von Echtzeit-Gesichtserkennung
am Bahnhof Berlin Siidkreuz eingegangen.

»Auch in Deutschland wird seit Monaten iiber eine maégliche Einfiihrung
von automatischer Gesichtserkennung diskutiert. Ein Pilotprojekt zur Vi-
deoiiberwachung am Berliner Bahnhof Siidkreuz ...“ (Beitrag 24)

Ein anderer Artikel befasst sich im Ausgangspunkt mit der Verwendung
von Clearview AI durch US-amerikanische Strafverfolgungsbehorden zur
Identifizierung unbekannter Verdachtiger. Bei der Darstellung der Situation
in Deutschland wird nicht angesprochen, dass Verddchtige anhand einer
Recherche in INPOL identifiziert werden konnen. Der Beitrag erwéhnt
nur, dass Unternehmen strenge Voraussetzung erfiillen miissen, um biome-
trische Erkennungsverfahren einzusetzen, und verweist mit Blick auf die
Strafverfolgung auch hier nur auf das Pilotprojekt am Bahnhof Berlin Siid-
kreuz:

»In Deutschland stellt die Datenschutz-Gesetzgebung an den Einsatz bio-
metrischer Erkennungsverfahren ,strenge Anforderungen, sagt Marit Han-
sen vom Landesdatenschutzzentrum Schleswig-Holstein.

Insbesondere Privatanwender und Unternehmen miissen von jeder Person,
deren Gesicht sie abgleichen wollen, eine Genehmigung einholen. Die
Ubermittlung der Daten an Dienstleister im Ausland unterliegt ebenfalls
strengen Auflagen. Das macht den Einsatz smarter Uberwachungskameras
fiir Privatleute mindestens schwierig.

Ob Behorden die Technik im dffentlichen Raum einsetzen diirfen, ist
umstritten: Als die Bundespolizei am Bahnhof Berlin Siidkreuz im Jahr
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2018 eine Gesichtserkennung ausprobiert hatte, verwies das zustindige
Innenministerium auf das Gesetz iiber die Bundespolizei — zudem kénn-
ten Bahnhofsbesucher den gekennzeichneten Kontrollbereich einfach um-
gehen” (Beitrag 37)

Dass der in Deutschland bereits praktizierte Einsatz automatisierter Ge-
sichtserkennung zur Identifizierung unbekannter Verdachtiger haufig uner-
wiahnt bleibt, macht auch ein besonders ausfiihrlicher Beitrag deutlich. Es
wird sowohl auf den Einsatz von Gesichtserkennung in verschiedenen Léan-
dern wie China, Groflbritannien und den USA eingegangen, ausfiihrlich
auch verschiedene Einsatzvarianten in der Strafverfolgung besprochen und
Gefahren der Technologie durch Uberwachung und Festnahmen Unbetei-
ligter erldutert. Mit Blick auf den Einsatz von Gesichtserkennung durch
deutsche Strafverfolgungsbehorden bespricht der Beitrag vertieft das Pilot-
projekt am Bahnhof Berlin Siidkreuz und die Gesichtserkennungsauswer-
tung durch die Hamburger Polizei im Zusammenhang mit den Ausschrei-
tungen wegen des G20-Gipfels. Dass die Technologie auch zur Identifizie-
rung unbekannter Verdéchtiger verwendet wird, erwéhnt der lange Beitrag
in nur zwei Satzen.

,Unter dem Radar der Offentlichkeit jedoch identifiziert die Polizei lingst
routinemdpig Straftiter, auch Kleinkriminelle. Die Videoaufnahme zum
Beispiel eines Randalierers am Bahnhof wird abgeglichen mit Bildern,
iiber die der Staat verfiigt (Beitrag 5)

Welche Polizeibehorden unter welchen Voraussetzungen mit welchem Ge-
sichtserkennungssystem und auf welche Weise Verdichtige identifizieren,
wird nicht naher erldutert. Das seit 2008 betriebene Gesichtserkennungs-
system GES des BKA bleibt ebenso unerwédhnt wie der Ablauf solcher
Erkennungsvorgénge.

Andere Beitrdge erwahnen die Verwendung von Gesichtserkennung zur
Identifizierung unbekannter Verdachtiger hingegen, einige wenige befassen
sich ndher mit der Thematik. Dabei wird vor allem iiber den Einsatz beim
LKA Bayern berichtet, teilweise wird auch das Erkennungssystem des BKA
angesprochen.

bb) Zum Abgleich herangezogene Datenbanken

Welche Datenbanken zum Abgleich herangezogen werden diirfen, bleibt
meist unerwdhnt. Exemplarisch ist der folgende Ausschnitt:
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»Die Polizei befiirwortet andernorts jedoch nach wie vor den Einsatz der
Technologie. In Deutschland nutzt das Bundeskriminalamt (BKA) seit
2008 ein Gesichtserkennungssystem (GES) zur Identifizierung unbekann-
ter Titer. Seit 2016 fiihren BKA, Bundespolizei und die Landespolizeien
pro Jahr mehr als 20.000 Recherchen im GES des BKA durch. (Beitrag 16)

Manche Beitrdge sprechen von einem Abgleich mit ,, Datenbanken der Po-
lizei“ (Beitrag 21, Beitrag 28), andere berichten, dass Bilder von Verdéch-
tigen ,mit dem Lichtbild-Gesamtbestand im zentralen Informationssystem
der Polizei“ (Beitrag 30) abgeglichen werden. Dabei wird nicht ausgefiihrt,
wessen Gesichtsbilder dort gespeichert sind. Ein anderer Beitrag erwahnt
die Moglichkeit eines Abgleichs ,,mit Fotos aus einer Datenbank des Bundes-
kriminalamtes (BKA)“ (Beitrag 4). Der Inhalt der Datenbank wird etwas
konkreter umschrieben:

»In der sind Bilder von Inhaftierten enthalten, aber auch Fotos von Men-
schen, die zur Fahndung ausgeschrieben oder die einer erkennungsdienstli-
chen Behandlung unterzogen wurden.“ (Beitrag 4)

Dabei wird nicht weiter erldutert, was eine erkennungsdienstliche Behand-
lung bedeutet und unter welchen Voraussetzungen diese erfolgen darf. An-
dere Artikel sprechen etwa von einer

»Straftiter-Datenbank des Bundeskriminalamtes (BKA)“ (Beitrag 35)

oder einer ,deutschlandweite[n] Polizei-Datenbank], die] [... ] mittlerweile
mit mehr als 5,8 Millionen Aufnahmen von etwa 3,6 Millionen erfassten
Straftitern oder Beschuldigten gefiillt [ist].“ (Beitrag 25)

Besonders auffallend ist, dass keiner der Beitrdge davon berichtet, dass
auch die Bilder aller Asylsuchenden durchleuchtet werden. Auch bleibt
unerwihnt, dass mit zur Gefahrenabwehr angelegten Datenbanken abgegli-
chen wird; darin kénnen insbesondere auch Personen enthalten sein, die
nicht Beschuldigte in einem Ermittlungsverfahren waren.

cc) Bedenken mit Blick auf informationelle Selbstbestimmung
Im Zusammenhang mit dem Einsatzszenario der Identifizierung unbe-
kannter Verdichtiger erwdhnen die Beitrage nur selten Bedenken mit Blick

auf die Privatheit oder informationelle Selbstbestimmung. Von der Gefahr
einer Uberwachung wird zwar allgemein im Zusammenhang mit Gesichts-
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erkennung gesprochen, speziell beim Anwendungsszenario der Identitits-
ermittlung ist aber nur vereinzelt von ,Uberwachung“ (Beitrag 10, Beitrag
31) die Rede. Ein Beitrag verweist in diesem Zusammenhang zumindest
darauf, dass die Technologie daher fiir die Strafverfolgungsbehorden so
attraktiv sei:

»Jeden Verddchtigen sofort erkennen und auf Schritt und Tritt verfolgen:
Fiir Polizeibehérden auf der ganzen Welt ist Gesichtserkennung hochat-
traktiv. (Beitrag 31)

Einige Beitrdge erwidhnen, dass die Anzahl der gespeicherten und durch-
suchbaren Fotos angestiegen sei. Exemplarisch ist die folgende Passage:

»In der zentralen Polizeidatenbank speichern die teilnehmenden Behdrden
zeitlich begrenzt Informationen zu Inhaftierten, sowie zu Menschen, die
zur Fahndung ausgeschrieben oder einer erkennungsdienstlichen Behand-
lung unterzogen wurden. Zu einer Person konnen dort mehrere Bilder
gespeichert werden. Die Zahl der Gesichtsbilder ist in dreieinhalb Jahren
um rund eine Million Fotos gestiegen. Im Mai 2016 waren erst rund 4,86
Millionen Lichtbilder von 3,34 Millionen Menschen eingestellt.

,Das BKA muss diesen Zuwachs erkldren, forderte Hunko. Der zunehmen-
de Einsatz von Software zur Verarbeitung von Massendaten habe offen-
sichtlich zu einem regelrechten ,Datenhunger gefiihrt (Beitrag 4)

dd) Uberpriifung der Treffer durch Menschen

Die menschliche Uberpriifung der per Gesichtserkennung generierten
Treffer wird als sinnvolle Kontrolle dargestellt:

~Gesichtsexperten gleichen die Bilder dann noch einmal ab, um auf Num-
mer sicher zu gehen. (Beitrag 35)

»»Fiir die Polizei ist es kein Problem, wenn sie zehn Verdichtige angezeigt
bekommt statt nur einer Person, sagt [Interviewpartner und Professor fiir
Medieninformatik] Florian Gallwitz. Die Beamten hitten dann trotzdem
vergleichsweise schnell einen Kreis an Verddchtigen und kénnten von dort
aus weiter ermitteln.“ (Beitrag 35)
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Dass den Menschen bei der Auswahl des richtigen Treffers ebenfalls Fehler
unterlaufen kénnen, wie es die oben erwahnte Forschung zeigt,!8 wird
nicht erwdhnt.

3. Darstellung der Fehleranfalligkeit der Technologie
a) Hohe Fehlerquoten

Beinahe alle Beitrage, die sich zur Leistungsfahigkeit von Gesichtserken-
nungssystemen dufiern, stellen die Technologie als fehleranfillig dar. Nur
ein Beitrag sprach ohne nédhere Erlduterung oder Nennung einer Quelle
von einer ,Trefferquote von iiber 99 Prozent“ (Beitrag 4). Die iibrigen Bei-
trage bezeichnen die Fehleranfalligkeit als ,hoch (Beitrag 23), Gesichtser-
kennung sei ,,fiir die Tonne“ (Beitrag 15). Um dies zu verdeutlichen, verwei-
sen einige Artikel auf vergangene Tests:

»lests mit Gesichtserkennung in London und New York zeigten, dass ent-
sprechende Systeme grundsdtzlich fehleranfillig sind. Sie schlugen in 81
Prozent der Fille fehl oder erkannten niemanden. Ahnliche Resultate er-
gab auch eine Testreihe der Bundespolizei am Berliner Siidkreuz.“ (Beitrag
1)

Obwohl sich der Beitrag mit dem Einsatz automatisierter Gesichtserken-
nung zur Identifizierung unbekannter Verdéchtiger und dem Risiko von
Fehlidentifizierungen befasst, werden hier Testergebnisse fiir ein anderes
Szenario — Echtzeit-Gesichtserkennung im 6ffentlichen Raum - herangezo-
gen, ohne dies kenntlich zu machen oder zu erldutern. Tatséchlich sind
die erwdhnten hohen Fehlerquoten beim Einsatz zur Identifizierung nicht
zu erwarten. Bei der Gesichtserkennung im 6ffentlichen Raum ist beinahe
jede versuchte Erkennung eine Herausforderung fiir die Technologie, da
die aufgezeichneten Personen nicht in Richtung der Kamera blicken und
héufig ungiinstige Lichtverhaltnisse und ein grofler Abstand zur Kamera
bestehen. Die Suchbilder bei der Identifizierung unbekannter Verdéchtiger
kénnen hingegen regelmiflig eine gute Qualitit aufweisen, etwa wenn
der Verddchtige anhand seines Profilfotos, eines Fotos auf einer Nachtclub-

1048 Kapitel II1. B. II. 2. a).
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Webseite oder einer Bildaufnahme aus nichster Néhe durch einen Zeugen
identifiziert werden soll.104°

b) Verweis auf offentlichkeitswirksamen ,Test“ durch die ACLU

Besonders hédufig wird in Beitrdgen auf einen oOffentlichkeitswirksamen
»lest“ durch die American Civil Liberties Union (ACLU), eine US-ameri-
kanische NGO, verwiesen.!%? Das Gesichtserkennungssystem ,Rekogniti-
on“ von Amazon hatte falschlicherweise eine Ubereinstimmung von 28
Mitgliedern des US-Kongresses mit Fahndungsfotos festgestellt. Exempla-
risch sind folgende Textpassagen:

»Ein Experiment der Organisation American Civil Liberties Union aus
dem Jahr 2018 zeigt, dass Amazons Programm Rekognition 28 Kongress-
mitglieder félschlicherweise mit Personen identifizierte, die wegen eines
Verbrechens festgenommen wurden. (Beitrag 12)

»Auch Amazons Rekognition-Technologie hat sich in der Vergangenheit
als fehleranfillig gezeigt: In einem Versuch der American Civil Liberties
Union von Nordkalifornien hat Rekognition 28 Kongressmitglieder filsch-
licherweise als auf Fahndungsbildern gesuchte Personen ausgewiesen.”
(Beitrag 7)

»Um Druck auf die Abgeordneten zu machen, hatte die Biirgerrechtsorga-
nisation ACLU schon 2018 zu einem cleveren Trick gegriffen. Sie lief§ die
535 Abgeordneten des US-Parlaments mit einer Datenbank von 25.000
Fahndungsbildern abgleichen — und fand unter den hochrangigen Politi-
kern 28 Treffer. Der GrofSteil der zu Unrecht als Verbrecher erkannten
Abgeordneten war dunkelhiutig” (Beitrag 31)

Unerwiéhnt bleibt in diesem Zusammenhang jedoch in allen Beitragen, dass
die ACLU die Standardeinstellung des Systems fiir Ubereinstimmungen -
einen Schwellenwert (Confidence threshold) von 80 % - verwendet hatte.
Daher wurde jedes Gesicht mit einem Ahnlichkeitswert von 80 % oder
mehr als Treffer gewertet. Fiir die Verwendung von Gesichtserkennung
im privaten Alltag ist ein Ahnlichkeitswert von lediglich 80 % meist ausrei-
chend (und sogar sinnvoll), etwa um Fotos auf dem Smartphone nach einer

1049 Siehe die Beispiele in Kapitel I. G. I. 3.
1050 Snow, ACLU News & Commentary v. 26.7.2018, https://perma.cc/D847-DUG5.
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bestimmten Person zu filtern; falsch zugeordnete Personen konnen dann
einfach manuell aussortiert werden.!! Dagegen wird fiir die Anwendung
durch Strafverfolgungsbehorden ein deutlich hherer Ahnlichkeitswert von
95 % empfohlen, um falsche Ubereinstimmungen zu vermeiden.%2 Zwar
kénnten die Strafverfolgungsbehérden - entgegen moglichen internen Vor-
gaben - einen niedrigeren Schwellenwert einstellen, um Treffer zu erzielen.
Aber das Problem lige dann nicht in der Technologie, sondern in der
menschlichen Interaktion mit der Technologie - was ein eigenstdndiges
Problem ist und als solches behandelt werden sollte.

¢) Gesichtserkennung als rassistische Technologie

Viele Beitrdge bringen Gesichtserkennung mit Rassismus in Verbindung.
In einigen Artikel ist mit Blick auf die Technologie etwa von ,Rassismus
per Software® (Beitrag 12) oder ,Rassismus in Algorithmen® (Beitrag 15)
die Rede. In den meisten dieser Beitrige wird durch die Formulierung
nahegelegt, dass alle Gesichtserkennungssysteme hiervon betroffen seien.

»Erkennungsysteme [sic!] besitzen eine besonders hohe Fehlerquote bei
dunkelhdutigen Gesichtern.“ (Beitrag 9)

~Gesichtserkennung liegt bei dunkelhdutigen Personen deutlich hdufiger
falsch. (Beitrag 31)

Zwar verweisen die Artikel darauf, dass die Ursache vor allem in unausge-
wogenen Trainingsdatensétzen liegt. Beispielhaft ist die folgende Passage:

»Die Programme trainieren ihre Fihigkeiten, indem sie immer wieder die-
selben gigantischen Datensditze miteinander vergleichen. Sind in den Bild-
Datenbanken soziale Gruppen unterreprdisentiert, etwa weil die Entwickler
ihre eigenen Fotos nutzen, zeichnet sich das auch in der Erkennungsquote
ab. (Beitrag 31)

Dennoch machen nur wenige Beitrdge deutlich, dass nicht alle Gesichtser-
kennungssysteme hiervon betroffen sind, ein Beitrag formuliert zumindest,

1051 So bereits Kapitel I. E. IV. 3. Ahnlich auch Schindler, Biometrische Videoiiberwa-
chung, 2021, 173.

1052 So auch eine Amazon-Sprecherin zur New York Times, siehe Singer, The New York
Times v. 26.7.2018, https://perma.cc/4BP3-HHVS.
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Kapitel II1. Kriminologische Betrachtung

dass Gesichtserkennungssysteme ,,im Allgemeinen® (Beitrag 33) bei People
of Color deutlich schlechter abschnitten.

4. Berichte tiber Festnahmen Unschuldiger in den USA

Rund ein Drittel der analysierten Beitrdge berichten von Fillen, in denen
Unschuldige in den USA nach einem falschen Gesichtserkennungstreffer
festgenommen wurden. Auffallend ist, dass die meisten die Verantwortung
bei der Technologie sehen. Nur wenige Beitrdge deuten zumindest an,
dass es so grofie optische Unterschiede zwischen dem Téter und dem
festgenommenen Verdichtigen gab, dass dies den Polizisten hitte auffallen
miissen:

»Schon in der ersten Befragung wurde klar, dass Williams nicht der gefilm-
te Ubeltiter war. Nach Ansicht der NGO American Civil Liberties Union
(ACLU) hiitte es fiir diese Erkenntnis keiner Festnahme, sondern lediglich
eines menschlichen Blicks auf die Bilder bedurft, und reichte in Williams
Namen Beschwerde gegen das Detroit Police Department ein.“ (Beitrag 15)

Lediglich ein Beitrag geht auf die Problematik ein, dass Gesichtserkennung
zu mehr Fehlidentifizierungen durch Menschen beitragen konnte. Zitiert
wird eine US-amerikanische Strafverteidigerin mit folgendem Statement:

»Stellen Sie sich nun vor, Sie stehen als Zeuge vor Gericht und griibeln,
ob es tatsichlich diese Person war, die sie gesehen haben. Da fiihlt es sich
doch super an, wenn ihnen ein Polizist gesagt hat: ,Wir haben den Kerl
langst identifiziert mit unserer Technologie. Wir brauchen nur noch Ihre
Bestdtigung’ Wie grof$ ist da die Versuchung zu denken: ,Es hingt gar nicht
von mir ab. Die Technologie hat die Entscheidung getroffen und ich kann
ihr vertrauen.“ (Beitrag 5)

In den anderen Beitragen kommt die menschliche Verantwortung fiir
Fehlidentifizierung nicht zum Ausdruck. Dies zeigt sich bereits in den
Uberschriften, die so formuliert sind, dass die Gesichtserkennung verant-
wortlich gemacht wird:

»Gesichtserkennung: Zehn Tage im Knast wegen KI-Fail“ (Beitrag 11)

»Gesichtserkennung: Algorithmus fiihrt zur Verhaftung eines Unschuldi-
gen“ (Beitrag 16)
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~Wegen fehlerhafter Gesichtserkennung nimmt Polizei hochschwangere
Frau fest“ (Beitrag 23)

~Gesichtserkennung: Fehler brachte US-Biirger unschuldig ins Gefingnis*
(Beitrag 9)

»USA: Fehler bei Gesichtserkennungs-Software — Mann unschuldig im
Gefingnis“ (Beitrag 26)

»Software zur Gesichtserkennung versagt — Polizei nimmt hochschwangere
Frau fest“ (Beitrag 17)

Auch in den Texten wird das Geschehen so dargestellt, dass die Ursache vor
allem in der Gesichtserkennungstechnologie liegt. Porcha Woodruff sei zu
Unrecht festgenommen worden, ,,[w]eil eine Polizei-KI sie fiir die Titerin
hielt (Beitrag 3). In einem Beitrag ist etwa von einem ,,KI-Fail“ und einer
»KI-Panne“ die Rede (Beitrag 11). Die Festnahmen wiirden ein Versagen der
Software zeigen:

»Nun musste ein Mann unrechtmdfSig hinter Gitter, weil die Gesichtserken-
nung der Software versagte.

[...]

Der Vorfall zeigt erneut, was passieren kann, wenn Gesichtserkennung
fehlschldgt. Der US-Amerikaner Robert Julian-Borchak Williams wurde
im Sommer ebenfalls wegen einer KI-Panne unrechtmdjSig verhaftet (Bei-
trag 11)

»In den USA ist es zu mehreren falschen Verhaftungen gekommen, fiir
die Gesichtserkennung verantwortlich zeichnet. [...] Laut einem Bericht
der New York Times hat Gesichtserkennung in den USA in drei Fillen
zu falschen Verhaftungen gefiihrt. Nijeer Parks die dritte bekannte Person,
die aufgrund einer schlechten Gesichtserkennung filschlicherweise fiir ein
Verbrechen verhaftet wurde, das sie nicht begangen hat (Beitrag 16)

Auch Beitrdge, die erwéhnen, dass ein auffilliger Unterschied zwischen
Titer und Festgenommenem bestand, deuten eine mdgliche Verantwortung
der Polizisten nur an. Ein Beitrag beschreibt die Festnahme beispielsweise
zunichst als Fehler der Technologie:

»Auf Grund eines Fehlers bei einer Gesichtserkennungssoftware wurde
in den USA ein Mann unschuldig fiir neun Tage eingesperrt. [...] Das
Obskure an der Geschichte ist, dass der Mann unschuldig war und der
Software ein Fehler unterlaufen ist" (Beitrag 26)
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Erst zum Ende des Beitrags wird in einem Satz angedeutet, dass die Polizis-
ten ihn trotz optischer Unterschiede festnahmen.

»Hier stimmten weder Gewicht noch Grofe mit der Téiterbeschreibung
iiberein. Und dennoch beschuldigten die Behorden den Mann.“ (Beitrag
26)

Ein Beitrag wies sogar, im Gegenteil, ausdriicklich die Verantwortung von
den Menschen weg und der Technologie zu:

»Der Fehler lag aber nicht im Rassismus eines Menschen. Die Polizisten
hatten nur ihren Job gemacht. Es war eine Maschine, die Julian-Borchak
verwechselt hatte.“ (Beitrag 34)

IV. Diskussion und Schlussfolgerungen
1. Unklarheit iiber Einsatz in Deutschland

Die Medienanalyse zeigt, dass verschiedene Beitrdge ein sehr unterschiedli-
ches Bild von Gesichtserkennung zeichnen und hiufig ein unvollstindiges
oder unzutreffendes Bild vermitteln. Zwischen den verschiedenen Einsatz-
szenarien von automatisierter Gesichtserkennung wird meist nicht diffe-
renziert. Die Tatsache, dass auch in Deutschland Strafverfolgungsbehorden
die Technologie bereits zur Identifizierung unbekannter Verdachtiger ein-
setzen, wird in vielen Beitrdgen zu diesem Thema nicht erwdhnt, was da-
rauf hindeutet, dass dies nicht bekannt ist. Welche Datenbanken zum Ab-
gleich herangezogen werden, wird sehr unterschiedlich beschrieben, kein
Beitrag zeichnete hier ein korrektes und vollstandiges Bild. Diese Befunde
deuten darauf hin, dass in den Medien eine grofie Unklarheit besteht, wie
Gesichtserkennung derzeit in Deutschland zur Strafverfolgung eingesetzt
wird. Dies legt zumindest nahe, dass auch in der Bevolkerung hier wenig
Klarheit herrscht.

Eine solche Erkenntnis tiberrascht nicht, da derzeit keine Berichtspflich-
ten, etwa fiir die Offentlichkeit, iiber die Verwendung automatisierter Ge-
sichtserkennung bestehen. Die Informationen zum Einsatz in Deutschland
stammen aus Kleinen Anfragen von Abgeordneten oder aus Interviews
mit Behordenvertretern. Es iiberrascht nicht, dass daraus kein fundiertes
Verstiandnis der Technologie und ihrer Probleme erwachsen kann.

Der Einsatz automatisierter Gesichtserkennung in der Strafverfolgung
ist aber eine so grundlegende, die Gesellschaft beriihrende Frage, dass die
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Offentlichkeit zumindest die Moglichkeit haben muss, sich hieriiber zu
informieren und eine durchdachte Meinung zu bilden. Dies ist gegenwértig
nicht moglich. Bei der Regulierung der Verwendung von Gesichtserken-
nung zur Identifizierung unbekannter Verdachtiger sollte daher nicht nur
aus verfassungsrechtlichen Griinden eine Berichtspflicht geregelt werden,
sondern auch, um eine demokratische Debatte iiber eine wirkméchtige
Technologie zu ermdglichen, die in vielerlei Hinsicht die Gesellschaft tan-
giert. Dies gilt umso mehr, als die Medienanalyse einen Eindruck davon
vermittelt, wie intensiv das Thema automatisierte Gesichtserkennung in der
Strafverfolgung diskutiert wird.

2. Bedenken

Die Untersuchung gibt zudem Hinweise darauf, welche Bedenken beim
Einsatz automatisierter Gesichtserkennung zur Identifizierung unbekann-
ter Verddchtiger im Vordergrund stehen. Dabei ist zundchst zu beachten,
dass, wie oben angesprochen, viele Beitrdge nicht ndher zwischen verschie-
denen Einsatzszenarien differenzieren. Automatisierte Gesichtserkennung
diirfte daher teilweise ,einheitlich® als eine problematische Technologie
wahrgenommen werden. Die in Kapitel II. herausgearbeitete Anforderung,
dass eine Rechtsgrundlage durch Benennung des Mafinahmezwecks klar
zwischen verschiedenen Szenarien differenzieren muss, wird hierdurch be-
kraftigt.

Speziell mit Blick auf die Einsatzvariante der Identifizierung unbekann-
ter Verdéchtiger fallt auf, dass selten Bedenken hinsichtlich der Privatheit
und der informationellen Selbstbestimmung geduflert wurden. Dies mag
damit zusammenhidngen, dass in den Medien das unzutreffende Bild ver-
mittelt wird, nur ,Straftiter seien in den durchsuchten Datenbanken ge-
speichert. Jedenfalls aber sollte der Umstand, dass dies die Medien nicht
niher problematisieren (und daher von der Politik auch keine Anderungen
eingefordert werden), fiir die Rechtswissenschaft ein Appell sein, besonders
wachsam zu bleiben, Inhalt und Ausmafl der Datenbanken kritisch zu
hinterfragen und gegebenenfalls nachdriicklich auf die Kriminalpolitik ein-
zuwirken.

Grofie Bedenken im Zusammenhang mit der Verwendung von Gesichts-
erkennung zur Identititsermittlung scheinen aber hinsichtlich der Fehler-
anfalligkeit der Technologie zu bestehen. Zwar wird in den hier analysier-
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ten Beitrdgen fast durchweg ein verzerrtes Bild von der Fehleranfalligkeit
der Technologie vermittelt. Da der tiberwiegende Teil der Bevolkerung
wohl kaum auf wissenschaftliche Untersuchungen (etwa des NIST) oder
sonstige Fachliteratur zuriickgreifen wird, diirfte dieses Bild auch in den
Kopfen der Menschen vorherrschen. Daritiber hinaus wird mehrheitlich
der Eindruck vermittelt, dass alle Gesichtserkennungssysteme rassistisch
verzerrt seien, also hohere Fehlerraten fiir einige ethnischen Gruppen auf-
weisen. Dies trifft zwar in dieser Pauschalitat nicht zu,193 insbesondere
sehr leistungsfahige, wenig fehleranfillige Algorithmen weisen oft auch
vergleichbare (geringe) Fehlerraten fiir verschiedene Bevolkerungsgruppen
auf. Aber auch dieser medial vermittelte Eindruck einer ,rassistischen Tech-
nologie® diirfte vorerst in der Bevolkerung bestehen.

Um diesen Bedenken zu begegnen, sollte sichergestellt werden, dass
die deutschen Strafverfolgungsbehdrden nur Gesichtserkennungssysteme
verwenden, die nach dem aktuellen Stand der Technik ein Héchstmafd
an Genauigkeit aufweisen, unabhédngig evaluiert und durch eine (noch
einzurichtende Stelle) zertifiziert sind;'%* die Ergebnisse der externen
Evaluation sollten o6ffentlich einsehbar sein. Vor allem muss offengelegt
werden, ob und wie stark sich Fehlerraten fiir verschiedene Bevolkerungs-
gruppen unterscheiden. Dies bekriftigt erneut den oben gemachten Vor-
schlagl®, dass eine Kontrolle des Einsatzes automatisierter Gesichtserken-
nung nicht nur durch einen Datenschutzbeauftragten erfolgen sollte, son-
dern dass eine umfassendere Kontrolle und Evaluation erforderlich sind.
Diese konnte beispielsweise auch untersuchen, ob und in welchen Fillen
es im Zusammenhang mit Gesichtserkennung zu Ermittlungen gegen Un-
beteiligte kommt und ob dies bei bestimmten Personengruppen haufiger
vorkommt.1956

3. Sekundarer Automation bias in den Medien

Die Medienanalyse verdeutlicht, dass die Fehleranfalligkeit der Technolo-
gie und ihre Verantwortung fiir Ermittlungen gegen Unschuldige iberhéht
dargestellt werden. Der Faktor Mensch wird in diesem Zusammenhang
kaum erwéhnt. Insbesondere die oben herausgearbeitete Problematik, dass

1053 Hierzu Kapitel I. E. IV. 5.

1054 Zur Ausgestaltung Kapitel IV. A. II.
1055 Kapitel IT. A. 1. 3. ¢) cc.)

1056 Zur Ausgestaltung Kapitel IV. C. II.
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auch Menschen regelméflig Fehler bei der Gesichtserkennung unterlaufen
und dass ein Automation bias dies noch verstdrken wird, sehen die ana-
lysierten Medienbeitrdge nicht. Die menschliche Verantwortung fiir die
Festnahmen Unschuldiger wird daher tiberwiegend iibersehen.

Dies deutet auf ein weiteres, bislang noch nicht benanntes Phdnomen
hin: Im ersten Schritt unterliegt ein Mensch, der mit einer Maschine inter-
agiert, einem Automation bias; er verldsst sich auf die Technologie und
tibersieht seine eigene Verantwortung. In einem zweiten Schritt iibersehen
dies nun aber wiederum die Medien und schreiben die Verantwortung al-
lein der Technologie zu; sie unterliegen einem sekunddren Automation bias.
Auf ein solches Phanomen kann die hier vorgenommene Medienanalyse
nur hindeuten; es erscheint jedoch lohnenswert, dieses in Zukunft naher
empirisch zu untersuchen.

Jedenfalls sollte der Gesetzgeber bei einer Regulierung der automati-
sierten Gesichtserkennung einer solchen verzerrten Wahrnehmung nicht
unterliegen. Die im obigen Abschnitt (Kapitel II. B. II.) herausgearbeite-
ten, vor allem menschlichen Ursachen fiir Fehler im Zusammenhang mit
Gesichtserkennung und Mafinahmen gegen Unschuldige sollten bei der
Ausgestaltung einer Rechtsgrundlage und weiteren Vorgaben beriicksichtigt
werden.

D. Fazit zu Kapitel III. Folgen und mediale Darstellung des Einsatzes
automatisierter Gesichtserkennung — kriminologische Betrachtung

Der Einsatz automatisierter Gesichtserkennung zur Identifizierung unbe-
kannter Verdachtiger birgt das Potenzial, unbeabsichtigte problematische
Folgen mit sich zu bringen. Die Technologie wird sich auf die ohnehin
bereits bestehende Selektivitdt der Strafverfolgung auswirken. Bagatellkri-
minalitdt konnte in Zukunft deutlich leichter und daher haufiger verfolgt
werden. Zudem droht eine noch stirkere Verschiebung der Strafverfolgung
hin zu Menschen, die bereits mit der Polizei in Kontakt kamen oder die
- wie Asylsuchende - aus anderen Griinden in der durchsuchbaren Daten-
bank gespeichert sind. Eine solche Auswirkung auf den strafrechtlichen
Selektionsprozess sollte nicht unbemerkt vor sich gehen, sondern krimino-
logisch untersucht und kriminalpolitisch hinterfragt werden.
Automatisierte Gesichtserkennung kann auch Folgen fiir Unbeteiligte
haben, insbesondere dazu fiihren, dass noch haufiger Ermittlungsverfahren
gegen Unschuldige gefiihrt werden und dass der Fehler nicht oder erst
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spat erkannt wird. Eine ndhere Betrachtung der Fille von Festnahmen
Unschuldiger in den USA nach falschem Gesichtserkennungstreffer zeigt,
dass hierfiir nicht nur Fehler der Technologie, sondern vor allem Fehler
von Menschen ursichlich sind. Dieses Risiko gilt es bei der Regulierung
von Gesichtserkennung zu adressieren und einzuhegen (zur konkreten
Umsetzung siehe Kapitel IV.).

Die Medienanalyse hat gezeigt, dass offenbar noch eine grofie Unklar-
heit besteht, ob und wie deutsche Strafverfolgungsbehorden automatisierte
Gesichtserkennung einsetzen. Es wird zudem ein verzerrtes Bild speziell
des Einsatzes zur Identifizierung unbekannter Verdéchtiger vermittelt. Eine
informierte offentliche Debatte iiber automatisierte Gesichtserkennung ist
daher schwer moglich. Mit Blick auf die Bedenken zeigt sich, dass die
Fehleranfilligkeit der Technologie und der Vorwurf rassistisch verzerrter
Algorithmen im Vordergrund stehen. Aus verfassungsrechtlichen Griinden
ist ohnehin geboten, eine Technologie auf dem aktuellen Stand der Technik
einzusetzen; dariiber hinaus sollte eine Evaluierung der eingesetzten Syste-
me nicht zuletzt aufgrund der Bedenken hinsichtlich der Fehleranfalligkeit
angeordnet werden. Die Medienanalyse macht zudem deutlich, dass Fehler
beim Einsatz automatisierter Gesichtserkennung tendenziell der Techno-
logie zugeschrieben, die menschliche Verantwortung und ein mdglicher
Automation bias hingegen regelmifiig iibersehen werden; dieses Phdnomen
lasst sich unter dem Begriff sekunddirer Automation bias zusammenfassen.
Der Gesetzgeber sollte einer solchen Verzerrung bei einer Regulierung au-
tomatisierter Gesichtserkennung nicht unterliegen. Eine Rechtsgrundlage
muss Regelungen treffen, um menschliche Fehler bei der Interaktion mit
Gesichtserkennungssystemen so weit wie méglich zu verhindern.
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In diesem Kapitel soll aus den vorangegangenen Erkenntnissen ein konkre-
ter Vorschlag fiir eine Regulierung des Einsatzes automatisierter Gesichts-
erkennung zur Identifizierung unbekannter Verdachtiger erarbeitet werden.
Dieser Vorschlag und die Empfehlungen erheben nicht den Anspruch,
vollumfénglich zu sein, sondern sollen den Ausgangspunkt fiir eine weitere
Diskussion in der Rechtswissenschaft und Kriminologie bilden. Besonders
wertvoll wire, hierzu in Zukunft auch in Austausch mit anderen Diszipli-
nen wie der Informatik und der Soziologie zu treten. Insbesondere sollten
diese Vorschldge lediglich als Mindestvorgaben verstanden werden; die
Frage, inwieweit der Einsatz automatisierter Gesichtserkennung zur Identi-
fizierung unbekannter Verdichtiger zugelassen werden soll, bedarf eines
rechtspolitischen Diskurses der Offentlichkeit.

Im Folgenden wird zundchst auf die technischen Anforderungen an Ge-
sichtserkennungssysteme eingegangen (A.), dann werden die Vorgaben fiir
eine Rechtsgrundlage und ein Formulierungsvorschlag erarbeitet (B.) und
schliellich weitere Empfehlungen, insbesondere zu Evaluation, Kontrolle
und Berichtspflichten, vorgestellt (C.).

A. Technische Anforderungen an die verwendeten
Gesichtserkennungssysteme

I. Genauigkeit und Freiheit von demografischen Verzerrungen

Die verwendeten Gesichtserkennungssysteme miissen dem jeweils aktuel-
len Stand der Technik entsprechen und daran gemessen ein Hochstmafd
an Genauigkeit erfiillen.'”” Naher ausformulierte Vorgaben, etwa zu den
Fehlerraten, sind wegen des schnellen technologischen Fortschritts nicht
ratsam. Festgelegt werden sollte zudem, dass die Systeme von einer unab-

1057 Vgl. auch Riickert, Digitale Daten als Beweismittel im Strafverfahren, 2023, 506,
772 zu einer dhnlichen Formulierung fiir Regelungen zum Einsatz von statisti-
schen und selbstlernenden Data Mining-Methoden im Strafverfahren.
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hangigen Stelle wie dem NIST!%%, nicht etwa nur von dem Anbieter selbst,
evaluiert sein miissen. Zwar ist tendenziell bei den genauesten Gesichtser-
kennungssystemen zu erwarten, dass sie auch vergleichbare Fehlerraten
fir unterschiedliche Bevolkerungsgruppen aufweisen;!% auf solche Erfah-
rungswerte sollte beim Einsatz von Gesichtserkennung in einem sensiblen
Bereich wie der Strafverfolgung aber nicht abgestellt werden. Stattdessen
sollten die eingesetzten Gesichtserkennungssysteme vor ihrem Einsatz von
einer unabhdngigen Stelle wie beispielsweise dem NIST zusitzlich auch
auf demografische Verzerrungen hin untersucht worden sein. Auch wenn
die Fehlerraten fiir verschiedene Bevolkerungsgruppen nicht exakt gleich
ausfallen werden, sollten sie sich jedoch in einem vergleichbaren Rahmen
bewegen.

I. Einrichtung einer zentralen Zertifizierungsstelle

Um sicherzustellen, dass diese Anforderungen erfiillt sind, ist eine zentrale
Zertifizierungsstelle fiir in der Strafverfolgung verwendete Gesichtserken-
nungssysteme einzurichten. Diese testet die Systeme nicht selbst,%° son-
dern priift anhand der Ergebnisse der externen Evaluation, ob das System
dem aktuellen Stand der Technik entspricht. Hieriiber wird ein Zertifikat
ausgestellt. Die Rechtsgrundlage fiir den Einsatz automatisierter Gesichts-
erkennung sollte dann festlegen, dass nur von dieser Stelle zertifizierte
Gesichtserkennungssysteme eingesetzt werden diirfen. Zudem sollte die
Exekutive ermichtigt werden, durch Rechtsverordnung eine solche Stelle
zu errichten und das ndhere Verfahren (z. B. Dauer der Giiltigkeit der
Zertifikate) zu regeln.!%¢! Ein solcher Regulierungsansatz wiirde gewéhrleis-
ten, dass — anders als gegenwirtig der Fall - jede Polizeibehorde, die ein
Gesichtserkennungssystem anschafft, dieses zunichst unabhéngig evaluie-

1058 Zum NIST Kapitel I. E. IV. 4.

1059 Kapitel I. E. IV. 5.

1060 Hierfiir wire ein grofier Ressourcenaufwand (insbesondere eine Testdatenbank
und Fachkrifte) nétig, der angesichts der bereits bestehenden verldsslichen und
renommierten unabhingigen Bewertungsstellen wie dem NIST nicht sinnvoll er-
scheint.

1061 Vgl. auch den Vorschlag von Riickert, Digitale Daten als Beweismittel im Strafver-
fahren, 2023, 772 fiir die Einrichtung von Stellen zur Zertifizierung von Blackbox-
Programmen, die zum Data Mining eingesetzt werden.
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A. Technische Anforderungen an die verwendeten Gesichtserkennungssysteme

ren lassen!®®? und dann eine Zertifizierung beantragen muss. So kommen
nur Systeme zur Anwendung, die dem Stand der Technik entsprechen.
Dies kann angesichts der Bedenken in der Bevélkerung hinsichtlich Feh-
leranfilligkeit und Diskriminierung durch Gesichtserkennungssysteme!©63
auch dazu beitragen, das Vertrauen in die polizeiliche Arbeit mit neuen
Strafverfolgungstechnologien zu erhéhen.

Unter Umstinden konnte sich eine solche zentrale Zertifizierungsstelle
in Zukunft durch das Konformitatsbewertungsverfahren!®®* nach Art. 43
KI-VO fiir Hochrisiko-KI-Systeme (also auch fiir biometrische Fernidenti-
fizierungssysteme wie automatisierte Gesichtserkennung) eriibrigen. Dann
miisste dieses geeignet sein, sicherzustellen, dass nur Gesichtserkennungs-
systeme zur Anwendung kommen, die dem aktuellen Stand der Technik
entsprechen und daran gemessen ein Hochstmaf$ an Genauigkeit erfiillen.
Derzeit ist dies aber nicht gesichert, denn Art.15 Abs.1 KI-VO fordert
lediglich ein ,angemessenes” Maf8 an Genauigkeit. Dieser Maf3stab soll zu-
kiinftig durch Normierungsinstitutionen néher konkretisiert werden. Dies
ist nicht unkritisch zu sehen, denn damit gehen regelmaflig auch Wertent-
scheidungen mit einher.!%% Gerade fiir den besonders sensiblen Bereich
der Strafverfolgung sollten solche Wertentscheidungen wohliiberlegt, mit
auflerster Sorgfalt und unter Beriicksichtigung der Konsequenzen fiir die
Betroffenen getroffen werden. Derzeit ist noch nicht abzusehen, ob dies
mit den Vorgaben der KI-Verordnung gewihrleistet werden kann. Auch
wenn der hier unterbreitete Vorschlag einer nationalen Zertifizierungsstelle
fiir Gesichtserkennungssysteme eine weitere Vorgabe fiir den Einsatz von
Gesichtserkennungstechnologie und damit weitere biirokratische Hiirden
schafft: Solange nicht sichergestellt ist, dass die KI-Verordnung so ausgelegt
und konkretisiert wird, dass nur Systeme zur Anwendung kommen, die
dem Stand der Technik entsprechen, sollte dies durch eine nationale Zerti-
fizierungsstelle abgesichert werden.1066

1062 Oder die Polizei miisste bereits evaluierte Systeme erwerben.

1063 Kostka/Steinacker/Meckel, Public Understanding of Science 2021, 671, 683f;
zur Darstellung von Gesichtserkennung als ,rassistische Technologie“ Kapi-
tel ITIL. C. III. 2. b) cc) und Kapitel III. C. IV. 2.

1064 Hierzu Kapitel II. B. I. 1. b) aa).

1065 Kritisch auch Martini, in: Martini/Wendehorst, KI-VO, Art.15 Rn. 37; vgl. auch
Guijarro Santos, ZfDR 2023, 23, 33 f.

1066 Selbstverstindlich liefle sich einwenden: Wird dieser Zertifizierungsstelle damit
nicht ebenfalls eine Wertentscheidung tiberlassen? Das ist zutreffend, allerdings
wird dieser (notwendige) Umstand durch zwei Faktoren abgemildert: Erstens wird
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B. Rechtsgrundlage
I. Vorgaben des Grundsatzes der Bestimmtheit und Normenklarheit

Um dem Grundsatz der Bestimmtheit und Normenklarheit sowie dem We-
sentlichkeitsprinzip zu geniigen, muss die Rechtsgrundlage zumindest den
konkreten Zweck der Mafinahme erkennen lassen, die zum Abgleich zu-
gelassenen Datenbanken beschreiben und begrenzen, das technische Ein-
griffsinstrument benennen und die Verwendung biometrischer Merkmale
offenlegen.

1. Formulierung des Zwecks

Der Zweck der Mafinahme, also die Identifizierung unbekannter Verdéch-
tiger, muss konkret benannt werden.'’®’ Eine offene Formulierung wie
in §98c StPO (,zur Aufklirung einer Straftat®) mag fiir geringfiigige
Grundrechtseingriffe ausreichend sein, bei erheblichen Eingriffen wie der
Gesichtserkennung muss das Gesetz die Zielrichtung der Mafinahme néher
erkennen lassen. Dabei ist eine mdglichst genaue Beschreibung wie ,,zur
Identifizierung unbekannter Verdichtiger zu empfehlen. Zugleich wiirde
dadurch sichergestellt, dass sich die Mafinahmen nur gegen den Beschul-
digten, nicht etwa — wie dies bei § 98c StPO mdglich ist - gegen Zeugen
richten diirfen.

2. Begrenzung der Datenbanken

Der Gesetzgeber muss zudem die zum Abgleich zugelassenen Datenbanken
klar benennen und dadurch wirksam begrenzen.'9%® Besonders kritisch

in dieser Arbeit vorgeschlagen, dass die Systeme nicht nur ein ,angemessenes®
Maf3, sondern ein Hochstmafd an Genauigkeit aufweisen miissen. Zweitens konnte
die in dieser Arbeit ebenfalls vorgeschlagene — siehe unten - noch einzusetzen-
de interdisziplindr besetzte Evaluationskommission von Gesichtserkennungssyste-
men die Entscheidungen der Zertifizierungsstelle kritisch hinterfragen und so
einen Diskurs anstoflen; dessen Ergebnisse kénnten dann auch realistisch zeitnah
(anders als bei Normierungsinstituten auf EU-Ebene) in Deutschland umgesetzt
werden.

1067 Kapitel IT. A. I. 3. b) und Kapitel II. C. L. 2. a).

1068 Kapitel II. A. I. 3. b) und Kapitel II. C. I. 2. ¢).
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sollte hinterfragt werden, ob pauschal bei jeder Gesichtserkennungssuche
- wie derzeit mit dem BKA-GES praktiziert -1 ein Abgleich mit den
Lichtbildern aller Asylsuchenden zuldssig sein kann. Solche grundlegenden
Fragen zur Streubreite der Mafinahme und damit zur Anzahl der Grund-
rechtseingriffe muss im Rahmen eines demokratischen Prozesses entschie-
den werden. Bei Erlass der Rechtsgrundlage fiir eine neue Datenbank muss
der Gesetzgeber dann stets auch neu entscheiden, ob diese per Gesichtser-
kennung durchsucht werden darf, um unbekannte Verdachtige zu identifi-
zieren.

3. Benennung des technischen Eingriffsinstruments

Weiterhin ist in der Rechtsgrundlage das technische Eingriffsinstrument
- die automatisierte Gesichtserkennung — eindeutig zu benennen.’? Die
Vorschrift des Art. 61 Abs.2 BayPAG, die insbesondere den Einsatz von
Gesichtserkennungssoftware erlauben soll,!%”! sieht beispielsweise vor, dass
der Abgleich personenbezogener Daten ,auch unter Verwendung bildverar-
beitender Systeme und durch Auswertung biometrischer Daten erfolgen®
kann. Eine solch offene Beschreibung des technischen Eingriffsinstruments
erscheint im sensiblen Bereich der Verarbeitung biometrischer Daten zu
unbestimmt. Unter die Formulierung wiirden sich nicht nur Gesichtser-
kennungssysteme, sondern auch andere biometrische Identifizierungssyste-
me!%”2 und sogar Emotionserkennungssysteme!%’3 subsumieren lassen; die-
se bediirfen jedoch einer anderen verfassungsrechtlichen und kriminalpoli-
tischen Betrachtung sowie anderer Schutzvorkehrungen als die Gesichtser-
kennung. Eine Rechtsgrundlage fiir den Einsatz von Gesichtserkennung
sollte dieses technische Eingriffsinstrument ausdriicklich benennen. So
lasst die Vorschrift die zugelassene Mafinahme fiir den Rechtsanwender
und Betroffene erkennen und begrenzt zugleich das Eingriffsinstrument.

1069 Kapitel . F. 1. 1.

1070 Kapitel II. A. I. 3. b) und Kapitel II. C. I. 2. b).

1071 BayLT-Drs.17/20425, 82 (,Gesichtsfelderkennung").

1072 Zu anderen biometrischen Erkennungssystemen siehe Kapitel I. C. L. 1.

1073 Nach Art. 3 Nr. 39 KI-VO ist ein Emotionserkennungssystem ein ,,KI-System, das
dem Zweck dient, Emotionen oder Absichten natiirlicher Personen auf der Grund-
lage ihrer biometrischen Daten festzustellen oder daraus abzuleiten; vgl. auch
Kapitel I. C. I. 2.
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4. Ausdriickliche Nennung der Art biometrischer Merkmale
(Gesichtsmerkmale)

Die Rechtsgrundlage muss auch zum Ausdruck bringen, dass nicht nur
personenbezogene, sondern gerade biometrische Daten verarbeitet wer-
den. Dies ergibt sich aus dem Verfassungsrecht, ' jedenfalls aber aus
der JI-Richtliniel”>. Den Gesichtsmerkmalen kommt gegeniiber anderen
biometrischen Merkmalen dariiber hinaus eine Sonderstellung zu.1%7¢ Im
Vergleich zu verhaltensbezogenen (dynamischen) Merkmalen wie etwa
Stimme, Unterschrift oder Anschlagrhythmus der Tastatur handelt es sich
bei Gesichtsmerkmalen um physische biometrische Merkmale: Das Ge-
sicht ist angeboren und weitgehend unverdnderlich. Daher kénnen durch
Gesichtserkennung gewonnene Informationen eine besondere Personlich-
keitsrelevanz aufweisen. Dem Gesicht kommt auch eine herausgehobene
Stellung gegeniiber anderen physischen biometrischen Merkmalen wie et-
wa Fingerabdriicken zu, denn das Gesicht ist selbst aus einer Distanz leicht
erkennbar, auf Fotos oder Videos einfach heimlich erfassbar und kann
schwerlich versteckt werden, ohne Aufsehen zu erregen. Daher sollte die
Rechtsgrundlage nicht nur zu erkennen geben, dass biometrische Merkma-
le verwendet werden,'%”” sondern die Verarbeitung von Gesichtsmerkmalen
benennen. Wenn - wie nach hier vertretener Auffassung - allerdings bereits
das technische Eingriffsinstrument (automatisierte Gesichtserkennung) ge-
nau benannt werden muss, ist dadurch zugleich auch die Verarbeitung
biometrischer Gesichtsmerkmale offengelegt.

II. Verfahrensregelungen
1. Benachrichtigungs-, Kennzeichnungs- und Loschpflichten
Festzulegen ist zudem eine Benachrichtigungspflicht mit Blick auf die

Person, gegen die nach einer Gesichtserkennungssuche weiterermittelt
wird.1”8 Dabei ist es kriminalpolitisch empfehlenswert, die Vorschrift des

1074 Kapitel IT. A. I. 3. b) und Kapitel II. C. I. 2. d).

1075 Kapitel IT. B. I. 2. a).

1076 Hierzu Kapitel II. A. I. 2. b) dd).

1077 Wie etwa Art. 61 Abs. 2 BayPAG.

1078 Hierzu Kapitel II. A. L. 3. ¢) bb). Wie bereits angesprochen, ist eine Benachrichti-
gung der anderen Personen (Nichttreffer sowie Treffer, die dann aber nicht als
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§101 StPO, die einheitlich Verfahrensregeln fiir verdeckte Mafinahmen
festlegt, zu erweitern und die neu zu schaffende Rechtsgrundlage dort
aufzufiihren (zur Benachrichtigungspflicht siehe § 101 Abs. 4 bis 7 StPO).
Auch die Pflicht zur Kennzeichnung personenbezogener Daten (§ 101
Abs. 3 StPO) und Vorgaben fiir die Loschung der erlangten Daten (§ 101
Abs. 8 StPO) sollten ibernommen werden, um die durch den Einsatz von
Gesichtserkennung erlangten sensiblen Informationen zu schiitzen.

2. Richtervorbehalt

Eine Bewilligung durch ein Gericht kénnte, wenn nicht bereits aus verfas-
sungsrechtlichen,'””® so doch zumindest aus kriminalpolitischen Erwéagun-
gen vorgeschrieben werden. Zwar ist das Rechtsinstitut des Richtervorbe-
halts, jedenfalls in seiner gegenwartigen Ausgestaltung,'%0 zu Recht erheb-
licher Kritik ausgesetzt. Problematisiert wird insbesondere, dass aufgrund
mangelnder Zeit, mangelnder Spezialisierung der Ermittlungsrichter und
mangelnder Anreize nur ein geringer Teil der Antrédge abgelehnt wird,!08!
und dies, obwohl die Qualitdt vieler Antrage empirischen Untersuchungen
zufolge fragwiirdig ist'%%2. Der Richtervorbehalt sei zu einem ,Placebo 083
verkommen, zu einem ,schlichten Feigenblatt ohne nennenswerte eingriffs-

Verdéchtige identifiziert wurden) verfassungsrechtlich nicht angezeigt. Sie wiére
nicht durchfiihrbar und im Ubrigen miissten fiir eine Benachrichtigung Namen
und Adressen dieser Personen anhand der INPOL-Eintragung festgestellt werden;
das wiirde den Grundrechtseingriff noch vertiefen. Siehe erneut zur Vereinbarkeit
einer solchen Ausnahme von der Benachrichtigungspflicht fiir nur unerheblich
betroffene Personen mit Art. 13 JI-RL Schindler, Biometrische Videoiiberwachung,
2021, 717.

1079 Kapitel II. A. 1. 3. ¢) aa)

1080 Dies betont VofSkuhle, in: Merten/Papier, Handbuch der Grundrechte, Bd. V, 2013,
§ 131 Rn. 100.

1081 Uberblick iiber die Schwichen der derzeitigen Ausgestaltung des Richtervorbe-
halts etwa bei Voffkuhle, in: Merten/Papier, Handbuch der Grundrechte, Bd. V,
2013, § 131 Rn. 98.

1082 Vgl. die Nachweise bei Voffkuhle, in: Merten/Papier, Handbuch der Grundrechte,
Bd. V, 2013, § 131 Rn. 96; vgl. zu rechtstatsdchlichen Untersuchungen auch Briining,
Der Richtervorbehalt im strafrechtlichen Ermittlungsverfahren, 2005, 195 ff.

1083 Stadler, ZRP 2013, 179, 180.
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begrenzende Wirkung“184; der Ermittlungsrichter drohe zu einer Art ,Ur-
kundsbeamten der Staatsanwaltschaft” zu denaturieren'0%,

Aber auch wenn eine Reform des Richtervorbehalts!'®%¢ wiinschenswert
wire — selbst in seiner gegenwirtigen schwachen Ausgestaltung kann das
Rechtsinstitut zumindest einen gewissen Schutz fiir die von Gesichtserken-
nung Betroffenen bieten. Dies gilt insbesondere mit Blick auf rechtliche
Vorgaben, die nicht der Wertung zugénglich sind und bei denen daher we-
niger die Gefahr eines ,, Abnickens” des Antrags auf Einsatz von Gesichtser-
kennung besteht. Eine Ermittlungsrichterin konnte etwa sicherstellen, dass
die Strafverfolgungsbehorden nur zertifizierte technische Systeme einsetzen
oder dass nur qualifizierte Personen den Abgleich und die Identifizierung
vornehmen'®. Eine Richterin konnte zudem priifen, ob iuberhaupt der
Verdacht einer Straftat (und nicht etwa nur einer Ordnungswidrigkeit) mit
Blick auf die auf dem Suchbild zu sehende Person vorliegt.

3. Subsidiaritatsklausel

Ob ausdriicklich die Subsidiaritt!®®® der Identifizierung durch automa-
tisierte Gesichtserkennung geregelt werden sollte, ist hingegen zweifel-
haft.1% Zwar enthilt die Mehrzahl der Vorschriften, die heimliche Ermitt-

1084 Lilie, ZStW 111 (1999), 807, 814; vgl. auch Jahn, NStZ 2007, 255, 259; Kutscha,
NVwZ 2003, 1296, 1300.

1085 Schiinemann, ZStW 114 (2002), 1, 20; vgl. auch Heghmanns, GA 2003, 433, 440.

1086 Zusammenfassend zu moglichen Reformen VofSkuhle, in: Merten/Papier, Hand-
buch der Grundrechte, Bd. V, 2013, §131 Rn.100; siehe auch bereits Briining,
Z1S 2006, 29, 34f; Gusy, ZRP 2003, 275, 276 ff.; Helmken, StV 2003, 193, 196;
Lilie, ZStW 111 (1999), 807, 816; Amelung, Rechtsschutz gegen strafprozessuale
Grundrechtseingriffe, 1976, 65.

1087 Zu dieser Vorgabe sogleich unter III. L.

1088 Zu Subsidiaritétsklauseln auch Kapitel II. C. I. 1. a).

1089 Eine Subsidiarititsklausel kann neben dem aus Art.10 JI-RL, § 48 Abs.1 BDSG
folgenden Erfordernis der ,unbedingten Erforderlichkeit“ der Datenverarbeitung
eine eigenstindige Bedeutung haben. Wenn die ,unbedingte Erforderlichkeit* bei-
spielsweise als eine besonders strenge Verhiltnismaf3igkeitspriifung verstanden
wird (zum Streit Kapitel II. B. I. 2. b)), dann wire sie zu bejahen, wenn kein
gleich geeignetes Mittel zur Identifizierung zur Verfiigung steht und die Gesichtser-
kennungsmafinahme wire daher — wenn die iibrigen Voraussetzungen vorliegen —
zuldssig. Dagegen konnte in diesem Fall aufgrund einer Subsidiaritatsklausel der
Einsatz automatisierter Gesichtserkennung dennoch unzuléssig sein, denn eine
Subsidiaritétsklausel stellt nicht darauf ab, ob es gleich geeignete Mafinahmen gibt,
sondern ob andere Mafinahmen in einem bestimmten Mafle weniger geeignet sind
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lungsmethoden regeln,!%®° eine Subsidiarititsklausel; damit soll sicherge-
stellt werden, dass diese Mafinahmen nur nachrangig zur Anwendung kom-
men. Bei der automatisierten Gesichtserkennung ist eine solche abstrakte
Nachrangigkeit aber nicht immer sinnvoll. Denn obwohl die automatisierte
Gesichtserkennung eine eingriffsintensive und fehleranféllige Mafinahme
ist (daher wird in dieser Arbeit eine strenge Regulierung vorgeschlagen),
sind gerade ihre Alternativen, vor allem die Identifizierung (allein) durch
Augenzeugen, unter Umstidnden sogar noch fehleranfilliger. Selbst wenn
ein Zeuge bereits angibt, einen Verdédchtigen erkannt zu haben, kann es
sinnvoll sein, dennoch eine Gesichtserkennungsrecherche durchzufiihren.
Das kann etwa der Fall sein, wenn zwischen dem Geschehen und der
Identifizierung durch den Zeugen ein grofier Zeitabstand liegt. Eine Subsi-
diaritdtsklausel wiirde aber generell die Nachrangigkeit der automatisierten
Gesichtserkennung anordnen, sodass unklar wire, ob sie in solch einem
Fall noch durchgefithrt werden diirfte.

4. Verfahren der Identifizierung

Um Ermittlungen gegen Unschuldige so weit wie moglich zu verhindern,
sollten besondere Schutzmafinahmen festgelegt werden. Vor dem Hinter-
grund der begrenzten menschlichen Fahigkeit zur Gesichtserkennung!!
sollte die Rechtsgrundlage regeln, dass nur ausgebildete Lichtbildsachver-
stindige und -experten das Gesichtserkennungssystem verwenden und
anhand der Kandidatenliste den Verdéchtigen identifizieren oder den Ver-
dacht einer Personenidentitdt feststellen diirfen.l%? Dies wird, soweit er-

(z. B. ,erheblich weniger erfolgversprechend oder wesentlich erschwert bei § 98a
Abs. 1 StPO oder ,wesentlich erschwert oder aussichtslos bei § 100a Abs. 1 StPO).

1090 Eine Ausnahme bilden etwa § 98c StPO und § 163g StPO (automatische Kennzei-
chenerfassung).

1091 Kapitel II1. B. II. 2. a).

1092 Eine besondere Qualifikation der Personen, die eine strafprozessuale Mafinahme
vornehmen, regelt beispielsweise auch §110d S.2 StPO, wonach bei Beantragung
der Mafinahme darzulegen ist, dass die handelnden Polizeibeamten auf den Ein-
satz umfassend vorbereitet wurden; zur Begriindung dieses Erfordernisses BT-
Drs. 19/16543, 12. Vgl. auch §22 Abs. 6 S.2, §23 Abs. 4 S.2 und §24 Abs.5 S.2
TTDSG, die auf Seiten der Anbieter von Telemediendiensten regeln, dass jedes
Auskunftsverlangen der Behérden durch eine ,Fachkraft® zu priifen ist (allerdings
ohne den Begriff zu definieren).
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sichtlich, bei der Verwendung des BKA-GES bereits praktiziert,'%% ist aller-
dings nicht gesetzlich geregelt, sodass diese Praxis jederzeit aufgeweicht
werden konnte. Auch kénnte gegenwirtig eine Polizeibehdrde, die selbst
ein Gesichtserkennungssystem zur Durchsuchung des lokalen Lichtbildbe-
stands anschafft, einen ungeschulten Polizisten mit dem Abgleich und der
Identifizierung betrauen. Dies ist zu verhindern. Auch kénnte ausdriicklich
geregelt werden, dass die Identifizierung nicht durch eine Person erfolgen
darf, die in die Ermittlungstatigkeit dieses Fall involviert ist und daher
womdglich voreingenommen ist und vorschnell einen Verdacht annehmen
konnte, um einen Ermittlungsansatz zu generieren.”* Die Rechtsgrundla-
ge sollte zudem vorsehen, dass im Antrag fiir den Gerichtserkennungsein-
satz darzulegen ist, dass die Personen, die den Abgleich und die Identifizie-
rung vornehmen sollen, hierfiir qualifiziert sind. Hier konnte entweder
direkt an die Qualifikation als Lichtbildsachverstandiger oder -experte!®®
angekniipft werden (,Eine solche Mafinahme diirfen nur Lichtbildsachver-
standige und Lichtbildexperten treffen®) oder — wie in § 110d S. 2 StPO0% —
eine allgemeinere Formulierung gewahlt werden (,,Eine solche Mafinahme
dirfen nur hierfiir besonders qualifizierte Personen treffen). Die handeln-
den Personen miissen namentlich oder nach ihrer Funktion im Antrag
individualisierbar bezeichnet werden.!07

Zudem sollte ein echter 4-Augen-Vergleich festgelegt werden. Derzeit
wird, soweit ersichtlich, der 4-Augen-Vergleich im Rahmen der Gesichts-
erkennung so praktiziert, dass ein Experte aus der Kandidatenliste den
Verddchtigen auswiéhlt und der zweite Experte lediglich dieses Ergebnis
bestitigt oder verwirft. Durch die erste Identifizierung wird aber bereits
ein ,Anker” geworfen. Stattdessen sollte festgelegt werden, dass die Exper-
ten unabhéngig voneinander'®® - also ohne das Ergebnis des anderen zu
kennen - dieselbe Person identifizieren bzw. einen Verdacht der Personen-
identitét feststellen miissen, bevor gegen sie ermittelt werden darf.

Die KI-Verordnung regelt hier keine ausreichenden Schutzmechanis-
men. Art. 14 Abs. 5 KI-VO schreibt zwar vor, dass zwei natiirliche Personen
den Treffer bestatigen miissen, allerdings ist diese Vorgabe nicht als Pflicht

1093 Kapitel IT. F. 1. 2. ¢)

1094 Kapitel IIL. B. III.

1095 Zur Ausbildung fiir diese Qualifikation siehe bereits Kapitel I. F. I. 2. ¢).

1096 In §110d StPO S.2 StPO ist geregelt, dass in dem Antrag darzulegen ist, dass die
handelnden Polizeibeamten auf den Einsatz ,umfassend vorbereitet wurden"

1097 So mit Blick auf § 110d S. 2 StPO Riickert/Goger, MMR 2020, 373, 377.

1098 Vgl. auch die Regelung in § 5 Abs.1S.1TPG.
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der Betreiber ausgestaltet, sondern als (technische) Designvorgabe adres-
siert an den Anbieter des KI-Systems.'?®® Davon abgesehen ist die Vorgabe,
dass diese natiirlichen Personen die ,notwendige Kompetenz, Ausbildung
und Befugnis“ haben miissen, wenig konkret und daher jedenfalls fiir
den sensiblen Bereich der Strafverfolgung nicht ausreichend. Auch Art. 26
Abs. 10 Uabs. 3 S. 2 KI-VO bietet keinen gentigenden Schutz.10

Wie bereits erwihnt, sollte das Erfordernis der Uberpriifung von Tref-
fern einer Kandidatenliste durch Menschen allerdings kritisch hinterfragt
werden, wenn in Zukunft deutlich wird, dass die Technologie leistungsféhi-
ger ist als (auch geschulte) Menschen; hierzu sogleich unter IV.

II1. Besonderer Schutz der Versammlungsfreiheit

Zusitzliche Voraussetzungen sollte die Rechtsgrundlage fiir automatisierte
Gesichtserkennung festgelegen, wenn es um die Identifizierung von Perso-
nen geht, die verdachtigt werden, im Zusammenhang mit einer Versamm-
lung eine Straftat begangen zu haben. Wegen ihres objektiv-rechtlichen
Gehalts entfaltet die Versammlungsfreiheit Ausstrahlungswirkungen auf die
gesamte Rechtsordnung.!'”! Auch der EGMR hat in seiner Entscheidung
zum Einsatz automatisierter Gesichtserkennung Glukhin v. Russland den
Versammlungskontext besonders hervorgehoben.!'? Die Befiirchtung, dass
beim Verdacht jeder beliebigen, noch so geringfiigigen Straftat Videomate-
rial von einer Versammlung nachtraglich per Gesichtserkennung ausgewer-
tet wird, kann Biirgerinnen und Biirger von der Teilnahme abhalten. Der
Verdacht einer Straftat kann mitunter schnell begriindet sein: Wird bei
leichtem Anrempeln eines Polizisten wegen tétlichen Angriffs auf Vollstre-
ckungsbeamte nach § 114 StGB ermittelt, bei einer iiberspitzten Meinungs-
duflerung wegen eines AufSerungsdelikts? Der Einsatz automatisierter Ge-
sichtserkennung zur Identifizierung unbekannter Verdachtiger wegen Straf-
taten im Zusammenhang mit einer Versammlung sollte daher beschrankt
werden auf Ermittlungen wegen Straftaten eines bestimmten Gewichts. 103

1099 Hierzu Kapitel II. B. I. 1. b) gg).

1100 Kapitel IT. B. I. 1. d) cc).

1101 Kapitel IT. A. IL. 1. b).

1102 Kapitel II. B. II. 1. und 2.

1103 In diese Richtung auch Report of the United Nations High Commissioner for
Human Rights, Impact of new technologies on the promotion and protection
of human rights in the context of assemblies, including peaceful protests, UN
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Kapitel IV. Empfehlungen fiir eine Regulierung

Angemessen erscheint eine Beschrankung auf Straftaten von ,,auch im Ein-
zelfall erheblicher Bedeutung® (vgl. §§100g Abs.1 S.1 Nr.1, 100i Abs.1,
100k Abs.1 S.1 StPO). Eine Straftat von erheblicher Bedeutung muss nach
einhelliger Auffassung mindestens dem Bereich der mittleren Kriminalitdt
zuzurechnen sein, den Rechtsfrieden empfindlich stéren und dazu geeignet
sein, das Gefiihl der Rechtssicherheit der Bevélkerung erheblich zu beein-
trachtigen.!104

IV. Umsetzung in einer Rechtsgrundlage
1. Regelungstechnik

a) Orientierung an der Regelungstechnik der KI-Verordnung nicht
empfehlenswert

Eine Orientierung an der Regelungstechnik der KI-Verordnung mit Blick
auf biometrische Fernidentifizierungssysteme ist nicht ratsam. Die Verord-
nung enthilt eine einheitliche Definition und Regelung fiir alle biometri-
schen Fernidentifizierungssysteme (z. B. Gesichtserkennung, Gangerken-
nung). Welche Methoden der biometrischen Erkennung solche der ,Fer-
nidentifizierung“ sind, ist aber nicht klar abzugrenzen;"% eine solche allge-
meine Definition wiirde daher ohne Not Rechtsunsicherheit hervorrufen.
Zudem werfen unterschiedliche Methoden unterschiedliche Probleme auf.
Allein bei der Gesichtserkennung ergeben sich, wie diese Arbeit zeigt,
eine Reihe spezifischer Risiken, die es als solche zu erkennen und zu
regeln gilt."% Eine allgemeine Rechtsgrundlage fiir biometrische Ferniden-
tifizierung erscheint vor diesem Hintergrund nicht ratsam; automatisierte
Gesichtserkennung sollte als eigene Mafinahme geregelt werden. Sofern in
der Strafverfolgung ein Erfordernis der biometrischen Fernidentifizierung
mit anderen Methoden (z. B. Stimmerkennung, Gangerkennung) besteht,
sollten die jeweiligen Risiken zunéchst ausfiihrlich und differenziert unter-
sucht und erst dann eine darauf zugeschnittene Rechtsgrundlage geschaffen
werden.

Doc. A/HRC/44/24, 2020, 10 (,Existing recordings should only be used for the
identification of assembly participants who are suspects of serious crimes.).

1104 BVerfGE 103, 21 (34) mwN. Néaher zum Begriff der Straftat von auch im Einzelfall
erheblicher Bedeutung MiiKoStPO/Riickert, 2. Aufl. 2023, StPO § 100g Rn. 57 ff.

1105 Kapitel I. C. I. 1.

1106 Siehe nur Kapitel IIL. B. II. 2. f) zu Folgeproblemen bei Wahllichtbildvorlagen.
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B. Rechtsgrundlage

Auch die pauschale Unterscheidung zwischen Echtzeit- und nachtrégli-
cher Erkennung in der KI-Verordnung sollte nicht als Regelungstechnik
ibernommen werden.!%” Diese grobe Einordnung wird den Besonderhei-
ten der einzelnen Einsatzvarianten nicht gerecht: Die Verwendung nach-
traglicher Gesichtserkennung zur Nachverfolgung des Weges eines Ver-
ddchtigen auf offentlichen Videoaufzeichnungen birgt andere Gefahren
als der Einsatz nachtréglicher Gesichtserkennung zur Identifizierung un-
bekannter Verdéchtiger anhand von Lichtbilddatenbanken. Jedes Einsatz-
szenario von Gesichtserkennung muss eigenstidndig betrachtet, vertieft un-
tersucht und geregelt werden. Fiir den Einsatz automatisierter Gesichtser-
kennung gerade zum Zweck der Identifizierung unbekannter Verdéchtiger
sollte daher eine eigenstindige Rechtsgrundlage geschaffen werden. Fiir
die Verwendung automatisierter Gesichtserkennung in anderen Szenarien
bedarf es zunachst weiterer vertiefter (u. a. rechtswissenschaftlicher) Unter-
suchungen.

b) Keine Ergidnzung von § 98c StPO, sondern eigene Regelung

Der Einsatz automatisierter Gesichtserkennung zur Identifizierung unbe-
kannter Verdachtiger sollte nicht in § 98c StPO, sondern in einer eigen-
stindigen Rechtsgrundlage geregelt werden. Die Mafinahme macht eine
Vielzahl zusdtzlicher Vorkehrungen nétig, die fiir einen ,einfachen Daten-
abgleich’, wie ihn § 98¢ StPO vorsieht, nicht erforderlich sind (z. B. Ver-
wendung nur durch ausgebildete Lichtbildsachverstindige und -experten,
besondere technische Anforderungen an die verwendeten Systeme).

Die Vorgaben des Art. 10 JI-RL, § 48 BDSG (Erfordernis der ,unbeding-
ten Erforderlichkeit” der Datenverarbeitung sowie geeignete Schutzgaranti-
en)!198 sollten, soweit wie moglich, direkt in der Rechtsgrundlage, ansons-
ten anderweitig gesetzlich verankert werden. Nur wo dies nicht mdglich
oder sinnvoll erscheint (z. B. Erfordernis von Schulungen), sollte auf in-
nerbehordliche Regelungen ausgewichen werden. Auch die Vorgabe des
Art.26 Abs.10 Uabs. 3 S.2 KI-VO (,Es muss sichergestellt werden, dass
die Strafverfolgungsbehoérden keine ausschliefdlich auf der Grundlage der
Ausgabe solcher Systeme zur nachtréglichen biometrischen Fernidentifizie-
rung beruhende Entscheidung, aus der sich eine nachteilige Rechtsfolge

1107 Siehe bereits Hahn, ZfDR 2023, 142, 155 ff., 161.
1108 Kapitel IL. B. I. 2. b).
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Kapitel IV. Empfehlungen fiir eine Regulierung

fiir eine Person ergibt, treffen.)11%? sollte — auch wenn sie unmittelbar gilt
(Art.288 Abs.2 AEUV) - direkt in der Rechtsgrundlage zum Einsatz auto-
matisierter Gesichtserkennung verankert werden. Um die in einer Hinsicht
dariiberhinausgehenden Vorgaben des Art.11 JI-RL zu wahren,"'% sollte
diese Formulierung um den Passus ,oder eine erhebliche Beeintrichtigung®
erganzt werden.

2. Vorschlag fiir eine Formulierung

Die neue Rechtsgrundlage fiir den Einsatz automatisierter Gesichtserken-
nung zur Identifizierung unbekannter Verdéchtiger kénnte als § 163h StPO
in die Strafprozessordnung eingefiigt werden und folgendermaflen lauten:

§ 163h StPO Identifizierung unbekannter Verdichtiger mit automati-
sierter Gesichtserkennung

(1) Zur Ermittlung der Identitit unbekannter Verdachtiger diirfen Ge-
sichtserkennungssysteme verwendet werden, die anhand biometrischer
Merkmale Lichtbilder verarbeiten (automatisierte Gesichtserkennung),
wenn dies unbedingt erforderlich ist. Ein Abgleich eines Lichtbilds des
Verdachtigen darf nur mit Lichtbildern der [ndhere Bezeichnung der
Datenbanken] vorgenommen werden.

(2) Weitere Ermittlungen gegen eine mit automatisierter Gesichtserken-
nung identifizierte Person sind nur zuldssig, wenn zwei natiirliche Perso-
nen unabhingig voneinander die Personenidentitit oder den Verdacht
der Personenidentitit mit dem Verddchtigen festgestellt haben. Eine Ent-
scheidung, aus der sich eine nachteilige Rechtsfolge fiir eine Person
ergibt, darf nicht ausschliefilich auf der Grundlage der Ausgabe eines
Gesichtserkennungssystems getroffen werden.

(3) Eine Mafinahme nach Absatz 1 und eine Feststellung nach Absatz 2
Satz 1 diirfen nur hierfiir besonders qualifizierte Personen treffen.

(4) Eine Maflnahme nach Absatz 1 darf nur durch das Gericht, bei
Gefahr im Verzug auch durch die Staatsanwaltschaft angeordnet werden.
In dem Antrag ist darzulegen, dass die mit der Mafinahme nach Absatz
1 und der Feststellung nach Absatz 2 Satz 1 betrauten Personen die erfor-
derliche Qualifikation besitzen.

1109 Kapitel IT. B. I. 1. d) cc).
1110 Kapitel II. B. I. 2. ¢).
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C. Weitere Empfehlungen

(5) Dient die automatisierte Gesichtserkennung der Identifizierung eines
Verdéchtigen wegen einer im Zusammenhang mit einer Versammlung
begangenen Tat, so ist dies nur bei einer Straftat von auch im Einzelfall
erheblicher Bedeutung zuldssig.

(6) Fiir eine Mafinahme nach Absatz 1 diirfen nur Gesichtserkennungs-
systeme verwendet werden, die nach dem jeweiligen Stand der Technik
ein Hochstmafl an Genauigkeit aufweisen und entsprechend zertifiziert
sind. Die Bundesregierung wird erméchtigt, durch Rechtsverordnung
Regelungen zu treffen tiber

L. die fiir eine Zertifizierung zustiandige, von den Strafverfolgungsbehdr-
den unabhingige Stelle,

2. die technischen und organisatorischen Anforderungen an das Zertifi-
zierungsverfahren und

3. die Dauer der Giiltigkeit eines Zertifikats.

In §101 Abs. 1 StPO sollte ,,§ 163h* ergdnzt werden, sodass die Kennzeich-
nungs- und Loschpflichten auch fiir diese Vorschrift gelten.

In §101 Abs.4 (,Von den in Absatz 1 genannten Mafinahmen sind im
Falle [...] zu benachrichtigen®) sollte erginzt werden: ,Nr.14 des §163h
die betroffene Person, gegen die nach Abgleich der Lichtbilder weitere
Ermittlungen gefithrt wurden®.

C. Weitere Empfehlungen
I. Schulungen und Uberarbeitung der RiStBV

Um Fehler im Zusammenhang mit dem Einsatz automatisierter Gesichtser-
kennung so weit wie méglich zu verhindern, miissen Ermittler im Umgang
mit den Ergebnissen von Gesichtserkennungsrecherchen geschult sein. Die
Fehleranfilligkeit der Technologie™ und vor allem die Quellen menschli-
cher Fehler""” miissen ihnen bewusst sein. Zu diesem Zweck sollten etwa
Fille des Einsatzes automatisierter Gesichtserkennung, in denen (wie sich
spater herausstellte) gegen Unbeteiligte ermittelt wurde, herangezogen und
daraufhin untersucht werden, ob und wie dies hatte verhindert werden
konnen.

1111 Kapitel ITL. B. IL. 1. und Kapitel I. E. IV.
1112 Kapitel ITL. B. II. 2. und 3.
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Zudem wire es ratsam, die RiStBV um spezifische Vorschriften zum Ein-
satz von Gesichtserkennung zu ergénzen. So konnte etwa in Nr. 18 RiStBV
(Gegeniiberstellung und Wahllichtbildvorlage) festgelegt werden, dass bei
einer Gegeniiberstellung oder Wahllichtbildvorlage dem Zeugen nicht of-
fenbart werden darf, dass urspriinglich Gesichtserkennung zur Identifizie-
rung des Verddchtigen verwendet wurde. Auch kénnte in den RiStBV
geregelt werden, dass zum Gesichtserkennungsabgleich nur Bilder des Ver-
dachtigen (keine Doppelginger; keine handgezeichneten oder computerge-
nerierten zusammengesetzten Gesichtern auf der Grundlage von Zeugen-
beschreibungen) verwendet werden diirfen.

I1. Kontrolle und Evaluation

Der Einsatz automatisierter Gesichtserkennung kann unbeabsichtigte Fol-
gen mit sich bringen, insbesondere fiir die Selektivitdt der Strafverfolgung
und fiir Unbeteiligte, die Ermittlungsmafinahmen unterworfen werden.'3
Auch kann sich der Einsatz automatisierter Gesichtserkennung auf die
Wahrnehmung der Strafverfolgungsbehorden in der Offentlichkeit auswir-
ken. Gesichtserkennung ist eine heimliche Mafinahme, die zumindest in
den Medien mit Fehlern und Rassismus assoziiert wird;!!""* bei fehlender
Transparenz und Akzeptanz der Mafinahmen konnte das Vertrauen in die
Polizei womdglich sinken.

Um dem entgegenzuwirken, sollte eine Evaluationskommission einge-
setzt werden, die den Einsatz automatisierter Gesichtserkennung kontrol-
liert und evaluiert.!’> Die Kommission sollte pluralistisch und divers be-
setzt und insbesondere die Disziplinen Rechtswissenschaft, Kriminologie,
Informatik, Soziologie und Psychologie sollten vertreten sein. Damit soll
keine Kontrolle jeder Einzelmafinahme, sondern vielmehr des ,Systems®
Gesichtserkennung als Ganzem ermdglicht werden. Beispielsweise kénnte
die Evaluationskommission untersuchen bzw. untersuchen lassen, ob und
in welchen Fillen es im Zusammenhang mit Gesichtserkennung zu Ermitt-
lungen gegen Unbeteiligte kommt und ob dies bei bestimmten Personen-
gruppen haufiger vorkommt. (Diese Erkenntnisse kénnen wiederum zur
Schulung von Polizisten verwendet werden, um fiir Probleme zu sensibili-

1113 Kapitel ITI. A. und B.
1114 Kapitel II1. C. II1. 3. ¢) und Kapitel III. C. IV. 2.
1115 Kapitel IT. A. I. 3. ¢) cc.) und Kapitel III. C. IV. 2.
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sieren.) Auf Basis dieser Erkenntnisse konnte die Kommission Vorschldge
dafiir erarbeiten, wie Fehler in der Mensch-Maschine-Interaktion verhin-
dert werden konnen. Wichtig erscheint zudem, empirisch erforschen zu las-
sen, welche Delikte und welche Menschen mit Gesichtserkennung verstarkt
verfolgt werden. Auch konnte die Kommission verfolgen und analysieren
lassen, wie der Einsatz von Gesichtserkennung durch die Polizei in der
Bevolkerung wahrgenommen wird.

Eine solche Kontrolle und Evaluation auf einer Meta-Ebene wiirde dazu
beitragen, unbeabsichtigte Auswirkungen des Einsatzes von Gesichtserken-
nung frithzeitig zu erkennen. Aulerdem konnte eine solche unabhéngige
Uberpriifung das Vertrauen der Bevolkerung in den polizeilichen Einsatz
neuer Strafverfolgungstechnologien stéarken.

I11. Bericht fiir die Offentlichkeit

Fiir die Offentlichkeit sollte die Kommission zudem einen jahrlichen Be-
richt iiber den Einsatz von Gesichtserkennung in der Strafverfolgung erar-
beiten. Darin kénnten die Befunde eigener Untersuchungen enthalten sein,
aber auch Informationen der Zertifizierungsstelle zur Anzahl der eingesetz-
ten Systeme und vor allem zu Fehleranfalligkeit und Verzerrungen. Mit
einem solchen Bericht bestiinde eine deutlich solidere Basis fiir eine demo-
kratische Debatte {iber die Verwendung von Gesichtserkennung und ihre
unbeabsichtigten Folgen, als dies derzeit der Fall ist. Gesichtserkennung
wiirde, so die Hoffnung, weniger als dystopische Uberwachungstechnologie
wahrgenommen, die die Behdrden ,heimlich® einfiithren und verwenden,
sondern als eine Mafinahme, die auf rechtlicher Grundlage eingesetzt und
umfassend kontrolliert und evaluiert wird.

IV. Beobachtung technologischer und gesellschaftlicher Entwicklungen

Von Seiten des Gesetzgebers sollten der technologische Fortschritt und
gesellschaftliche Veranderungen gerade mit Blick auf den Einsatz automati-
sierter Gesichtserkennung beobachtet werden.

So sollte etwa verfolgt werden, wie sich die Leistungsfahigkeit von Ge-
sichtserkennungssystemen - insbesondere im Vergleich zu der von Men-
schen — entwickelt. Wie bereits erwahnt, sollte das Erfordernis der Uber-
prifung von Treffern einer Kandidatenliste durch Menschen allerdings
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kritisch hinterfragt werden, wenn in Zukunft deutlich wird, dass die Tech-
nologie leistungsfdhiger ist als (auch geschulte) Menschen. Denn dann
wiirde das Auswiéhlen des Verdichtigen aus der Kandidatenliste durch
Lichtbildsachverstindige oder -experten zu mehr Fehlern und mehr Ermitt-
lungen gegen Unschuldige fithren, als wenn nur der Top-1-Treffer des Ge-
sichtserkennungssystems direkt an den Ermittler weitergeleitet wiirde. Mit
Art. 14 Abs. 5 S.1 KI-VO (wenn man ihn iiberhaupt als materielle Vorgabe
begreift) wire dies allerdings nur dann vereinbar, wenn die Ermittler eine
»~Ausbildung® (,training”) in der Anwendung des Systems haben.

Ob bzw. wann die Technologie tatsdchlich leistungsfahiger ist als ge-
schulte Menschen, muss jedoch noch weiter erforscht werden. Auch miisste
eine solche Umstellung der Abldufe (Top-1-Treffer wird direkt an Ermittler
weitergeleitet) erst recht duflerst kritisch untersucht, begleitet und evaluiert
werden. Insbesondere wird sich die Frage stellen, wie ein Automation bias
so weit wie moglich verhindert werden kann. Diese Frage stellt sich bei der
Weiterleitung von nur einem Treffer mit noch hoherer Dringlichkeit, als
wenn - wie gegenwirtig der Fall — die Lichtbildexperten und -sachverstin-
digen aus einer Liste den Kandidaten selbst eine Person aktiv auswéhlen
miissen. Auch stellen sich Folgefragen fiir das Gerichtsverfahren: Gerade
wenn ein Gesichtserkennungssystem tatsiachlich besser als der Mensch ist,
kann es zu Fillen kommen, in denen das Ergebnis eben nicht mehr von
einem Menschen dberpriift und nachvollzogen werden kann. Wenn das
System - verldsslicher als der Mensch — dann eine Person als Verdéchtigen
identifiziert und sich bei den Ermittlungen keine anderen Beweise ergeben,
kommt es fiir die Verurteilung entscheidend darauf an, ob es sich um den
Verddchtigen handelt oder nicht. Kann das Ergebnis des Gesichtserken-
nungssystems dann tatsdchlich auch als Beweis herangezogen werden statt
nur als ermittlungsunterstiitzender Hinweis? Die Frage, wie in Gerichtsver-
fahren mit nicht erklarbaren Ergebnissen von KI-Systemen umzugehen ist,
bedarf noch intensiver weiterer Forschung,.
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D. Schlusswort

D. Schlusswort

»The real problem is not whether machines think
but whether men do.“
- B. F. Skinner!l'®

Diese Arbeit versteht sich als Kritik eines unreflektierten Einsatzes wirk-
michtiger neuer Technologien. Verfassungsrechtliche Grundsitze und das
Bewusstsein fiir Risiken konnen dabei allzu schnell in den Hintergrund
treten. Dabei besteht nicht nur die Gefahr, dass Menschen die Technologi-
en ohne Beriicksichtigung moglicher Folgen entwickeln und gedankenlos
anwenden. Ebenso bedenklich ist es, wenn der Gesetzgeber die Einfithrung
unbeachtet geschehen ldsst. Die Entscheidung {iber die Verwendung folgen-
reicher neuer Technologien in der Strafverfolgung muss vom demokratisch
legitimierten Gesetzgeber durchdacht und bewusst getroffen sein.

Mit Blick auf automatisierte Gesichtserkennung war dies jedoch nicht
der Fall. Bereits seit 2008 setzt das BKA ein Gesichtserkennungssystem zur
Identifizierung unbekannter Verdéchtiger ein, Bundespolizei und Landes-
polizeibehdrden haben nachgezogen. Einige Polizeibehdrden schaffen sich
mittlerweile eigene Systeme an. Jedes Jahr werden zehntausende Suchanfra-
gen durchgefithrt — Tendenz steigend. Diese Entwicklung hat sich vollzo-
gen ohne demokratischen Diskurs, ohne Schaffung einer Rechtsgrundlage
und ohne die Beteiligung von Rechtswissenschaft und Kriminologie.

Diese Arbeit hat das Anliegen, eine Debatte iiber die Regulierung auto-
matisierter Gesichtserkennung in der Strafverfolgung anzustoflen. Damit
ist auch die Hoffnung verbunden, dass mit Blick auf neue Technologien der
Fokus weniger auf dystopische, weit entfernte Zukunftsszenarien gerichtet
wird. Stattdessen sollten konkrete Risiken in den Blick genommen werden,
die bereits jetzt fiir Menschen und die Gesellschaft als Ganze bestehen. Das
Recht darf hier nicht untitig zusehen.

1116 Skinner, Contingencies of Reinforcement, 1969, Kap. 9.
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Kapitel V. Thesen

1. Der Einsatz automatisierter Gesichtserkennung in der Strafverfolgung
geht mit einem besonderen Gefdhrdungspotenzial einher, denn er be-
trifft viele Unbeteiligte (Streubreite), birgt ein spezifisches Fehlerrisiko
(Fehleranfalligkeit), erfolgt ohne Wissen der Betroffenen (Heimlich-
keit) und ermdéglicht die einfache und schnelle Vernetzung verschiede-
ner Informationen (Vernetzungsmoglichkeit), die einer Person persén-
lich und eindeutig zugeordnet werden konnen (Biometrie).!''”

2. Die Verwendung automatisierter Gesichtserkennung zur Identifizie-
rung unbekannter Verdéchtiger birgt eine spezifische Fehleranfillig-
keit."8 Zwar besteht in Ermittlungsverfahren immer die Gefahr, dass
Unschuldige betroffen sind, da sich die Mafinahmen gegen Verddchti-
ge (und nicht gegen Verurteilte) richten. Gesichtserkennung erhdht
jedoch die Wahrscheinlichkeit, dass gédnzlich Unbeteiligte beschuldigt
werden und dass der Fehler wegen grofler optischer Ahnlichkeit von
Titer und Beschuldigtem im Laufe des Ermittlungsverfahrens nicht
frithzeitig erkannt wird.

3. Der Einsatz automatisierter Gesichtserkennung zur Identifizierung un-
bekannter Verddchtiger begriindet Eingriffe in das Recht auf informa-
tionelle Selbstbestimmung. Eigenstdndige Eingriffe sind die Erstellung
der Embeddings, der Abgleich des Suchbilds mit allen Lichtbildern
einer Datenbank sowie das Auftauchen in der Kandidatenliste.”

4. Dem Abgleich und dem Auftauchen in der Kandidatenliste kommt
ein erhebliches Eingriffsgewicht zu."?° Grund dafiir sind vor allem die
Heimlichkeit, Streubreite und Anlasslosigkeit, Ankniipfung an hochst-
personliche korperliche Merkmale und die drohenden Folgeeingriffe.
Nachrangig konnen auch Einschiichterungseffekte und die grundsitz-
liche leichte Verkniipfbarkeit von Informationen durch Gesichtserken-
nung herangezogen werden. Auch die spezifische Fehleranfalligkeit
von Gesichtserkennung wirkt eingriffserh6hend.

1117 Kapitel I. D. I.

1118 Kapitel I. D. 1. 2.

1119 Kapitel II. A. I. 2. a) aa), bb) und cc).
1120 Kapitel IT. A. 1. 2. b).
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Die Maf3stdbe fiir die Bewertung der Eingriffsintensitét von verdeckten
Mafinahmen sollten weiterentwickelt und um die Kategorie der spezi-
fischen Fehleranfilligkeit einer MafSnahme erweitert werden.!'?! Diese
sollte als eigenes Kriterium eingriffserhdhend beriicksichtigt werden.
Die nachtrégliche Auswertung von Aufzeichnungen einer Versamm-
lung per Gesichtserkennung, um unbekannte Verdachtige zu identifi-
zieren, ist geeignet, Biirgerinnen und Biirger von kiinftigen Versamm-
lungen abzuhalten. Dies muss wegen des objektiv-rechtlichen Gehalts
der Versammlungsfreiheit auch bei der Ausgestaltung oder Auslegung
einer strafprozessualen Rechtsgrundlage fiir Gesichtserkennung be-
riicksichtigt werden.!122

Es existiert derzeit keine strafprozessuale Rechtsgrundlage fiir den Ein-
satz automatisierter Gesichtserkennung zur Identifizierung unbekann-
ter Verdachtiger.!'??

Die in Praxis und Literatur herangezogene Vorschrift des § 98¢ StPO
ist keine taugliche Erméchtigung.'>4 Sie ist materiell weitgehend und
formell vollstandig voraussetzungslos und wird auch mit Blick auf die
Bestimmtheit und Normenklarheit nicht den Anforderungen gerecht,
die eine Ermadchtigung fiir den Einsatz automatisierter Gesichtserken-
nung zur Identifizierung unbekannter Verdachtiger erfiillen muss. Der
Zweck des maschinellen Datenabgleichs (,zur Aufkldrung einer Straf-
tat®) ist angesichts der Eingriffsintensitit automatisierter Gesichtser-
kennung zu unbestimmt formuliert, die Art der Datenabfrage bzw. das
technische Eingriffsinstrument (Gesichtserkennung) sind nicht ausrei-
chend spezifiziert, die zum Abgleich zugelassenen Datenbanken sind
nicht hinreichend begrenzt und die Verwendung hochstpersonlicher
biometrischer Merkmale geht aus der Norm nicht hervor.
Automatisierte Gesichtserkennung birgt nicht nur das (nicht unkri-
tisch zu sehende) Potenzial, dass in Zukunft mehr und mehr Delikte
verfolgt und aufgeklart werden konnen. Sie droht auch auf die ohnehin
bestehende Selektivitdt der Strafverfolgung verstdrkt einzuwirken.!2>
Die Technologie bewirkt eine Verschiebung der Strafverfolgungsres-
sourcen hin zu Straftaten, die (insbesondere in der Offentlichkeit)
visuell wahrnehmbar und erfassbar sind. Zudem droht eine intensi-

1121 Kapitel IT. A. 1. 2. b) gg).
1122 Kapitel IT. A. II. 1. b).
1123 Kapitel II. C.

1124 Kapitel IL. C. I.

1125 Kapitel IT1. A.
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vere Verfolgung von Bagatellkriminalitdt als bisher, insbesondere bei
Wiederholungstitern. Eine solche Entwicklung sollte nicht unbemerkt
voranschreiten, sondern kriminologisch untersucht und kritisch hin-
terfragt werden.

Beschrankungen der durchsuchbaren Datenbanken sind ambivalent zu
sehen.!2¢ Einerseits verringert eine Begrenzung die Streubreite der Ge-
sichtserkennungsmafinahme und die Anzahl der Personen, die poten-
ziell als der unbekannte Verdéchtige fehlidentifiziert werden konnten.
Andererseits bewirkt die Beschridnkung eine immer starkere Verschie-
bung der Verfolgung hin zu Personen, die bereits in der Vergangenheit
mit der Polizei interagiert haben oder die aus anderen Griinden in den
durchsuchbaren Datenbanken gespeichert sind (z. B. Asylsuchende).
Der Einsatz automatisierter Gesichtserkennung kann Folgen - insbe-
sondere Ermittlungsmafinahmen - fiir ganzlich Unbeteiligte mit sich
bringen. Die Ursache hierfiir liegt in Fehlern der Technologie, aber
auch in menschlichen Fehlern, die durch die Mensch-Maschine-Inter-
aktion noch verstarkt werden."”” Die menschlichen Fahigkeiten zur
Gesichtserkennung sind stirker begrenzt als haufig angenommen. Der
Automation bias, also die menschliche Tendenz, sich zu sehr auf auto-
matisierte Hilfsmittel zu verlassen, erhéht das Risiko, dass Fehler nicht
erkannt werden. Dies muss bei einer Regulierung von Gesichtserken-
nung beriicksichtigt werden, um Ermittlungen gegen Unbeteiligte so
weit wie moglich zu verhindern.

Gesichtserkennung birgt die Gefahr, dass Fehlidentifizierungen im
Rahmen von Wahllichtbildvorlagen und Gegeniiberstellungen zuneh-
men."28 Die Technologie ist besonders gut darin, sehr dhnlich ausse-
hende Personen zu finden. Wenn durch Gesichtserkennung eine dem
Titer optisch stark dhnelnde Person identifiziert und verdéchtigt wird,
ist es fiir den Zeugen besonders schwierig zu erkennen, dass es sich
nicht um den Téter handelt.

Die Fehler, die im Zusammenhang mit Gesichtserkennung zu den
Festnahmen Unschuldiger in den USA gefiihrt haben,!'?” kénnen nicht
nur auf Fehler der Technologie und schlechte Polizeiarbeit zuriickge-
fithrt werden. Menschliche Fehler waren entscheidend mitverantwort-

1126 Kapitel ITL. A. II. 1.

1127 Kapitel IIL. B. II.

1128 Kapitel IT1. B. II. 2. ) und 3.
1129 Kapitel ITI. B. I. L.
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14.

15.

lich,30 insbesondere wurden offensichtliche optische Unterschiede
zwischen Tédter und Verdéchtigtem ignoriert.

In der medialen Debatte wird Gesichtserkennung als eine fehleranfal-
lige und ,rassistische“ Technologie dargestellt.!3! Fehler beim Einsatz
automatisierter Gesichtserkennung werden vorrangig der Technologie,
nicht den Menschen zugeschrieben. Die menschliche Verantwortung
und ein méglicher Automation bias werden regelméaf3ig tibersehen.

Das Phanomen, dass der Automation bias von Menschen in einem
zweiten Schritt von den Medien tibersehen wird, lasst sich unter dem
Begriff sekunddrer Automation bias zusammenfassen.*? Einer solchen
verzerrten Wahrnehmung sollte der Gesetzgeber nicht unterliegen und
daher Regelungen treffen, um auch menschliche Fehler bei der Interak-
tion mit Gesichtserkennungssystemen so weit wie moglich zu verhin-
dern.

1130 Kapitel ITI. B. II. 2. und 3.
1131 Kapitel ITL. B. III. 3.
1132 Kapitel ITI. B. IV. 3.
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