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Abstract: Automatic subject indexing addresses problems of  scale and sustainability and can be at the same time 

used to enrich existing metadata records, establish more connections across and between resources from various metadata and resource 
collections, and enhance consistency of  the metadata. In this work, automatic subject indexing focuses on assigning index terms or classes 
from established knowledge organization systems (KOSs) for subject indexing like thesauri, subject headings systems and classification 
systems. The following major approaches are discussed, in terms of  their similarities and differences, advantages and disadvantages for 
automatic assigned indexing from KOSs: “text categorization,” “document clustering,” and “document classification.” Text categorization 
is perhaps the most widespread, machine-learning approach with what seems generally good reported performance. Document clustering 
automatically both creates groups of  related documents and extracts names of  subjects depicting the group at hand. Document classification 
re-uses the intellectual effort invested into creating a KOS for subject indexing and even simple string-matching algorithms have been 
reported to achieve good results, because one concept can be described using a number of  different terms, including equivalent, related, 
narrower and broader terms. Finally, applicability of  automatic subject indexing to operative information systems and challenges of  evalu-
ation are outlined, suggesting the need for more research. 
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1.0 Introduction 
 
Increasingly, different types of  information resources are 
being made available online. Current search engines yield 
good results for specific search tasks but are unsuited to 
the conceptual or subject-based searches requiring high 
precision and recall, common in academic research or se-
rious public inquiry (for a discussion on (dis)advantages of  
automatic full-text indexing, see Keyser 2012, chapter 2). 
Differences in terminology between various communities 
and even individuals lead to the fact that literal string 
search in many cases cannot deliver effective search. This 
is exacerbated in cross-system and cross-lingual search and 
retrieval where integrated subject access is probably the 
hardest challenge to address. Subject index terms taken 
from knowledge organization systems (KOSs) such as the-
sauri, subject headings systems and classification systems 
provide numerous benefits compared to the free-text in- 

dexing of  commercial search engines: consistency through 
uniformity in term format and assignment of  terms, pro-
vision of  semantic relationships among terms, and sup-
port for browsing through consistent and clear hierarchies 
(see Mazzocchi 2018).  

However, such subject index terms require substantial 
resources to produce. Because of  the ever-increasing num-
ber of  documents, there is a risk that recognized objectives 
of  bibliographic systems, such as finding all documents on 
a given subject, would get left behind. As an example, a 
recent exploratory study of  Swedish library catalogs indi-
cates that subject access is not addressed systematically, 
that in new digital collections KOSs are applied to a very 
limited degree, and in integrated library and commercial 
databases the mappings between the different KOSs do 
not exist, therefore preventing quality search across them 
(Golub 2016). Automatic means could be a solution to 
preserve recognized objectives of  bibliographic systems 
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(Svenonius 2000, 30). Apart from addressing problems of  
scale and sustainability, automatic subject indexing can be 
used to enrich existing bibliographic records, establish 
more connections across and between resources, and en-
hance consistency of  bibliographic data (Golub et al. 
2016). Further, automatic indexing is used today in a wide 
variety of  applications such as topical harvesting, person-
alized routing of  news articles, ranking of  search engine 
results, sentiment analysis (see, e.g., Hu and Li 2011) and 
many others (Sebastiani 2002).  

Research on automatic subject indexing began with the 
availability of  electronic text in the 1950s (Luhn 1957; 
Baxendale 1958; Maron 1961) and continues to be a chal-
lenging topic, for the reasons and purposes outlined above. 
For a historical overview of  automatic indexing, see Ste-
vens (1965) and Sparck Jones (1974) covering the early pe-
riod of  automatic indexing and Lancaster (2003, 289-292) 
for the later one. A related term is machine-aided indexing 
(MAI) or computer-assisted indexing (CAI) where it is the 
human indexer who decides, based on a suggestion pro-
vided by the computer (see, for example, Medical Text In-
dexer (U.S. National Library of  Medicine, 2016)). A similar 
approach is applied by Martinez-Alvarez, Yahyaei, and 
Roelleke (2012) who propose a semi-automatic approach 
in which only those predictions likely to be correct are pro-
cessed automatically, while more complex decisions are left 
to human experts to decide.  

There are different approaches to automatic indexing, 
based on the purpose of  application but also coming from 
different research fields and traditions. The terminology is, 
therefore, varied. Further, research of  automatic indexing 
tools in operating information environments is usually 
conducted in laboratory conditions, excluding the com-
plexities of  real-life systems and situations. The remainder 
of  this entry reflects upon these issues and is structured as 
follows: the next section (2) discusses major terms and 
provides definition of  automatic subject indexing as used 
for the purposes of  this work. Section 3 discusses ap-
proaches to automatic subject indexing as to their major 
similarities and differences. Section 4 contains a discussion 
on how good the addressed automatic solutions are today, 
and Section 5 contains concluding remarks. 
 
2.0 Definition and terminology 
 
According to the current ISO indexing standard (ISO 
5963:1985, confirmed in 2008, International Organization 
for Standardization 1985), subject indexing performed by 
the information professional is defined as a process involv-
ing three steps: 1) determining the subject content of  a 
document; 2) a conceptual analysis to decide which aspects 
of  the content should be represented; and, 3) translation 
of  those concepts or aspects into a controlled vocabulary 

(CV). Automatic subject indexing is, then, a machine-
based subject indexing where human intellectual processes 
of  the above three steps are replaced by, for example, sta-
tistical and computational linguistics techniques, which will 
be discussed in further detail below. 

The terminology related to automatic subject indexing 
is inconsistently used in the literature. This is probably be-
cause this research topic has been addressed by different 
research fields and disciplines, grounded in various episte-
mological traditions. In order to clarify the differences, ma-
jor terms used are briefly discussed and defined below. 

In information science, the terminology of  subject in-
dexing involves several important concepts. Subject index 
terms may be derived either from the document itself, 
which is known as derived indexing (e.g., keywords taken 
from title), or from indexing languages that are formalized 
and specifically designed for describing the subject content 
of  documents, which is known as assigned indexing or 
classification. In assigned indexing, index terms are taken 
from alphabetical indexing languages (using natural lan-
guage terms with terminology control such as thesauri and 
subject headings); in classification, classes are taken from 
classification systems (using symbols, operating with con-
cepts). The main purpose of  assigned indexing using al-
phabetical indexing languages is to allow retrieval of  a doc-
ument from many different perspectives; typically, three to 
twenty elemental or moderately pre-combined subject 
terms are assigned. The main purpose of  classification, as-
signing classes from classification schemes, is to group 
similar documents together to allow browsing (of  library 
shelves in the traditional environment and directory-style 
browsing in the online environment); a few, typically one, 
highly pre-combined subject class(es) are assigned. (See 
also Lancaster (2003, 20-21) concerning the similarities be-
tween indexing and classification). 

In computer science, the distinction between different 
types of  indexing languages is rarely made. While a com-
mon distinction made is the one between formal ontolo-
gies, light ontologies (with concepts connected using gen-
eral associative relations rather than strict formal ones typ-
ical of  the former) and taxonomies, at times the term on-
tology is used to refer to several different knowledge or-
ganization systems. For example, Mladenić and Grobelnik 
use the term to refer to hierarchical web directories of  
search engines and related services as well as subject head-
ings systems (2005, 279):  
 

Most of  the existing ontologies were developed with 
considerable human efforts. Examples are Yahoo! 
and DMOZ topic ontologies containing Web pages 
or MESH ontology of  medical terms connected to 
Medline collection of  medical papers. 
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Also, derived indexing may be variously termed, for exam-
ple keyword assignment, keyword extraction, or noun 
phrase extraction (referring to noun phrases specifically).  

In related literature, other terms for automatic subject 
indexing are used. Subject metadata generation is one gen-
eral example. Terms text categorization and text classifica-
tion are common in the machine learning community. Au-
tomatic classification is another example of  a term used to 
denote automatic assignment of  a class or a category from 
a pre-existing classification system or taxonomy. However, 
this phrase may also be used to refer to document cluster-
ing, in which groups of  similar documents are automati-
cally discovered and named.  

Here the term automatic subject indexing is used as the 
primary term. It denotes non-intellectual, machine-based 
processes of  subject indexing as defined by the infor-
mation science community: derived and assigned indexing 
using both alphabetical and classification indexing systems 
for the purposes of  improved information retrieval. The 
rationale for combining them into one entry is the fact that 
the underlying machine-based principles are rather similar, 
especially when it comes to application to textual docu-
ments. However, the major focus in this entry is on as-
signed indexing because of  the added value provided by 
indexing systems for information searching as perceived in 
information science, such as increased precision and recall 
ensuing from natural language control of, e.g., homonymy, 
synonymy, word form, and advantages for hierarchical 
browsing, e.g., when the end-user does not know which 
search term to use because of  unfamiliarity with the topic 
or when not looking for a specific item. Further, term sub-
ject indexing assumes applying both alphabetical and clas-
sification indexing systems, because similar principles ap-
ply when it comes to automatic processes; although, it is 
also common to refer to the process of  using the former 
subject indexing and the latter subject classification. Fi-
nally, while the word automated more directly implies that 
the process is machine-based, the word automatic is more 
commonly used in related literature and has, therefore, be-
come the term of  choice here, too. 

Further, terminology to distinguish between different 
approaches to automatic subject indexing is even less con-
sistent (see also Smiraglia and Cai 2017). For example, Har-
tigan (1996, 2) writes: “The term cluster analysis is used 
most commonly to describe the work in this book, but I 
much prefer the term classification.” Or: “classification or 
categorization is the task of  assigning objects from a uni-
verse to two or more classes or categories” (Manning and 
Schütze 1999, 575). In this entry, terms text categorization 
and document clustering are chosen, because they tend to 
be the prevalent terms in the literature of  the correspond-
ing communities. Term document classification is used in 
order to consistently distinguish between the three ap- 

proaches. These approaches are described and discussed in 
the following section. 
 
3.0 Approaches to automatic subject indexing 
 
This section (3.1) first describes the underlying methodol-
ogy common in different specific approaches. Section 3.2 
provides a brief  overview of  addressing various document 
types. Section 3.3 discusses the major approaches, text cat-
egorization, document clustering and document classifica-
tion.  
 
3.1 Basic approach 
 
Generally speaking, automatic subject indexing typically 
follows a course of  several major steps. The first one is a 
preparation step in which documents to be indexed are 
each processed in order to create suitable representations 
for computer manipulation in what follows. This process 
is comparable to preparation of  documents for infor-
mation retrieval.  
 
3.1.1 Pre-processing 
 
A list of  words appearing in the document is created based 
on tokenization, the process of  automatically recognizing 
words. Also, all punctuation is taken away. Further, words 
that tend to carry less meaning are taken out, such as con-
junctions, determiners, prepositions, and pronouns, all of  
which are known as stop-words. This resulting representa-
tion of  documents is known as a bag-of-words model. A 
more advanced representation is the n-gram model of  
words which is used, for example, when noun phrases 
need to be extracted in derived indexing or when string 
matching is conducted against terms comprising more 
than just one word (see below section 3.3.3. Document 
classification). Word n-grams may be unigrams (individual 
words), bigrams (any two adjacent words), trigrams (any 
three adjacent words), etc. Further, more advanced natural 
language processing techniques may be performed; in 
stemming, each word is reduced to its stem, which means 
removal of  its affixes—for example, illegally may be re-
duced to its stem legal whereby its prefix il- and its suffix 
-ly are removed. The rationale behind this is that words 
with the same stem bear the same meaning. In addition, 
part-of-speech taggers and syntactic parsers can also be 
applied. For an overview of  text processing, see Manning 
and Schütze (1999) and Weisser (2015).  
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3.1.2 Term weighting 
 
The following major step is determining the importance of  
each term for describing the aboutness of  the document at 
hand. The term can be either an individual word or a com-
pound phrase, depending on the given task. For each term, 
a weight expressed as a number is calculated and assigned. 
Here different statistical and other heuristic rules can be 
applied. An example of  statistical rules, words appearing 
very many times both in the document at hand and in all 
other documents in the collection, are probably not partic-
ularly indicative of  the subject matter of  the document and 
vice versa. This is known as term frequency-inverse docu-
ment frequency weight (tf-idf, Salton and McGill 1983, 63, 
205): it combines 1) term frequency (Luhn 1957), where 
weight of  the term at hand is considered to be proportional 
to the number of  times it appears in the document, with 2) 
inverse document frequency (Sparck Jones 1972), where 
weight of  the term is an inverse fraction of  the documents 
that contain the word. An overview of  term weighting 
measures can be found in Roelleke (2013).  

Features such as the location of  the term, or the font 
size or font type, may also be included in determining the 
importance of  a term. In web pages, for example, words 
that appear in titles, headings or metadata may be consid-
ered more indicative of  the topicality than those written in 
normal font size elsewhere. A known example is Google 
that owes much of  its success to the PageRank algorithm 
(Page et al. 1998) that ranks higher those web pages which 
have more external web pages linking to them. Gil-Leiva 
(2017) pointed out that generally there is less use of  loca-
tion heuristics rules than of  statistical rules (outlined in the 
previous paragraph) and conducted an experiment compar-
ing the two sets of  rules, which showed that best results are 
achieved with location heuristics rules. A number of  other 
principles have also been investigated. A co-occurrence, or 
a citation-based one applies the idea that if  publication A 
cites publication B, A may include text that indicates what 
B is about (Bradshaw and Hammond 1999). Chung, Miksa, 
and Hastings (2010) compared how sources human index-
ers normally resort to in order to determine the subject of  
the document at hand, such as conclusion, abstract, intro-
duction, title, full text, cited works, and keywords of  scien-
tific articles, contribute to automatic indexing performance. 
Using the SVM implementation in Weka (Witten and Frank 
2000), they gained results that indicated keywords outper-
formed full-text, while cited works, source title (title of  
journal or conference), and title were all as effective as the 
full text.  

Rules can be of  different types. Driscoll et al. (1991) 
matched the document text against over 3,000 phrases and 
a set of  deletion and insertion rules. These rules were used 
to transform the list of  terms from the document to the list 

of  index phrases; for example, if  “time,” “over,” and “tar-
get” appeared within a certain number of  words from each 
other, an index phrase “air warfare” would be generated. 
Fuhr and Knorz (1984) created about 150,000 rules for 
matching physics documents to KOS terms. Jones and Bell 
(1992) extracted index terms based on matching terms 
from the document against several lists: a stop-word list, a 
list of  terms of  interest, a list to aid in the disambiguation 
of  homographs, a list to conflate singular and plural forms, 
and a list of  word endings to allow simple parsing. Ruiz, 
Aronson, and Hlava (2008) claim that rule-based ap-
proaches dominated in the 1970s and 1980s and that ma-
chine learning or statistical approaches picked up in the 
1990s. Rule-based approaches are based on manually cre-
ated rules while in machine learning sets of  examples are 
required for training the algorithm to learn concepts. Hlava 
(2009) describes rule-based indexing as better and states 
that the majority of  rules are simple and can be automati-
cally created, while complex rules are added by editors. On 
the other hand, in the domain of  medical documents, 
Humphrey et al. (2009) compared a rule-based and statisti-
cal approach and showed that the latter outperformed the 
former. Approaches combining the best of  the two worlds 
may be superior.  
 
3.1.3 Further representations 
 
Based on the two aforementioned major commonly ap-
plied processes, each original document is now trans-
formed into a list of  (stemmed, parsed) terms and their 
assigned term weights. There seem to be two possible ways 
to continue from here: a) vector representation; or, b) 
string matching.  
 
a.  Vector representation is the dominant approach in 

which the result of  the first two steps is now trans-
formed into vectors in a vector space of  terms. In this 
vector space, each term with its weight is represented as 
one dimension in that space (term space). When fea-
tures like location are added, each feature becomes a di-
mension in the vector space called feature space which 
could then contain the term space. Many terms and fea-
tures will lead to the challenge of  high dimensionality; 
research has been suggesting dimensionality reduction 
methods such as: choosing only terms with highest 
weights, selecting clusters of  closest terms instead of  
terms, taking only parts of  documents like summaries 
or web page snippets. Vector space representation al-
lows for advanced mathematical manipulations beyond 
what would be possible with just strings of  text.  

b.  Less commonly applied is a string-matching approach 
between terms from the document and terms describ-
ing concepts from an indexing language. 
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In assigned automatic indexing, a parallel process is taking 
place to represent target index terms (e.g., classes from a 
classification system, descriptors from a thesaurus). For ex-
ample, in subject indexing languages such as thesauri, one 
concept can be represented by a certain number of  synon-
ymous terms, related terms, narrower and broader terms. 
Or, each concept can be represented by terms extracted 
from documents that have been manually indexed by the 
term representing that concept. These representations need 
to be transformed into vectors when the documents are 
represented as vectors in order to allow the comparison. 
 
3.1.4 Assignment of  index terms 
 
In this final step, either a) vector-based comparisons and 
calculations (when vectors are used), or b) string matching 
between terms from the documents and terms represent-
ing target index terms are conducted. Usually a list of  can-
didate terms is the first result, from which, then, best can-
didates are selected also applying various statistical and 
heuristic rules. One example is to assign the candidate 
term if  it is among the top five and appears in the title of  
the document, or, more simply, select the top, say, three 
candidates with the highest weight.  

As seen from the four steps above, the dominant basic 
approach takes into account only terms, rather than con-
cepts or semantic relationship between terms. Taking ad-
vantage of  relationships in indexing languages like thesauri 
and ontologies to identify concepts is another possibility 
(see section 3.3). Also, there are examples that try to ap-
proach this problem in other ways; e.g., Huang et al. (2012) 
who experimented with a measure for identifying concepts 
by first mapping words from documents to concepts from 
Wikipedia and WordNet. 

Apart from using KOS, other approaches have been 
suggested. In latent semantic indexing (LSI), perhaps the 
best-known example, it is assumed that terms that are used 
in semantically related documents tend to have similar 
meanings. Based on this assumption, associations between 
terms that occur in similar documents are calculated, and 
then concepts for those documents extracted. LSI was first 
applied in information retrieval for comparing search 
query terms to documents, at the conceptual rather than 
literal level (Deerwester et al. 1988; Meng, Lin, and Yu 
2011). LSI has been further developed into related ap-
proaches, such as probabilistic LSI (pLSI) (Hofmann 
2001) and Latent Dirichlet Allocation (LDA) (Blei, Ng, 
and Jordan 2003). Statistical approaches also try to identify 
concepts, in particular the ones based on the distributional 
hypothesis (Harris 1954). According to the hypothesis, 
words that appear in same contexts tend to have similar 
meanings. This has been applied in word2vec models 
(Mikolov et al. 2013; Goldberg and Levy 2014), which ap- 

ply neural networks to reconstruct contexts of  words. 
Each unique word is assigned a vector and positioned close 
to vectors representing words, which often appear in sim-
ilar contexts.  
 
3.2 Document types 
 
While this encyclopedia entry focuses on automatic sub-
ject indexing of  textual documents, automatic indexing of  
non-textual or heterogeneous documents shares principles 
basic to those presented here. For example, multimedia 
documents like images, sound and video could also be rep-
resented by vectors and processed similarly. However, how 
exactly features of  multimedia such as shapes and color 
distribution need to be selected and processed, is beyond 
the scope of  this entry. For automatic indexing of  non-
textual resources, the readers may want to refer to Rasmus-
sen Neal (2012). 

Another common document type today is data, where 
automatic categorization is typically applied for prediction 
purposes (e.g., weather forecast, medical diagnosis, mar-
keting) as opposed to our context of  description. Still, 
many of  the principles are similar to ours. For further in-
formation, please refer to Kelleher, Mac Namee, and 
D’Arcy (2015).  

When it comes to textual documents, there also are 
many different sub-types, and while the basic approach de-
scribed above tends to be applied in most cases, special 
challenges may arise, as well as special features that could 
be beneficially explored. For example, web documents 
have specific characteristics such as hyperlinks and an-
chors, metadata, and structural information, all of  which 
could serve as complementary features to improve auto-
matic classification. In addition, geographic location, use 
profiles, citation, and linking, like in PageRank mentioned 
previously, may be utilized. On the other hand, they are 
rather heterogeneous; many of  them contain little text, 
metadata provided are sparse and can be misused, struc-
tural tags can be misapplied, and titles can be general 
(“home page,” “untitled document”) (see, e.g., Gövert, 
Lalmas, and Fuhr 1999; Golub and Ardö 2005; Klassen 
and Paturi 2010). Apart from web pages, the following is a 
non-exhaustive list of  textual document examples where 
research in automatic indexing has been conducted (in no 
particular order): archival records (e.g., Sousa 2014), doc-
toral theses (e.g., Hamm and Schenider 2015), clinical med-
ical documents (e.g., Stanfill et al. 2010), e-government 
(e.g., Svarre and Lykke 2013), business information (Flett 
and Laurie 2012), online discussions (e.g., Mu et al. 2012), 
parliamentary resolutions (De Campos and Romero 2008), 
political texts on the web (Dehghani et al. 2015), grey lit-
erature (e.g., Mynarz and Skuta 2011), written documents 
from businesses like invoices, reminders, and account 
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statements (e.g., Esser et al. 2012), legal documents for lit-
igation (e.g., Roitblat, Kershaw, and Oot 2010), documents 
from construction industry such as meeting minutes, 
claims, and correspondences (e.g., Mahfouz 2012), and 
documents related to research data such as questionnaires 
and case studies (El-Haj et al. 2013).  
 
3.3 Approaches to automatic subject indexing 
 
As described in Section 3.1. above, methods to automati-
cally index or classify are at its foundational level effectively 
the same—applying heuristic principles to computationally 
determine the subject of  a document, and then assign an 
appropriate index term based on that. Approaches and dif-
ferences between them may be grouped based on various 
criteria, and still the distinction will not always be clear-cut. 
The criteria followed here are based on the general context 
set out for this entry, that is, assigned subject indexing for 
purposes of  information retrieval. The criteria are: a) appli-
cation purposes; b) a more-or-less coherent body of  pub-
lished research following the approach; and, c) general ap-
proach: supervised learning, unsupervised learning, or 
string matching. The division that follows is also in line with 
previously published bibliometric analysis of  the identified 
approaches (Golub and Larsen 2005) and a discussion on 
the same approaches as applied to web pages (Golub 
2006b). Each approach is described via its definition, dif-
ferences within the approach, application, and evaluation. 
 
3.3.1 Text categorization 
 
Text categorization or text classification are two terms that 
most often refer to automatic indexing of  textual docu-
ments where both manually (intellectually) assigned docu-
ments and the target KOS exist. This is a machine-learning 
approach employing supervised learning whereby the al-
gorithm “learns” about characteristics of  target index 
terms based on characteristics of  documents that had been 
manually pre-assigned those index terms. One of  com-
monly used characteristics is word frequency; for example, 
words that often occur in documents assigned to the same 
index term as opposed to those that occur in documents 
assigned to other index terms.  

The process comprises three major steps. First, a col-
lection of  documents manually (intellectually) indexed us-
ing a pre-defined KOS is chosen or created for the text 
categorization process. The documents in this collection 
are called training documents. In the second step, for each 
category a classifier is built, most often using the vector-
space model. The classifiers are tested with a new set of  
documents from the collection; these are called test docu-
ments. Finally, the third step is the actual categorization 
where the classifier is applied to new documents.  

The literature reports on a range of  different ways to 
build classifiers, for example support vector machines 
(SVM) (e.g., Lee et al. 2012), artificial neural networks (e.g., 
Ghiassi et al. 2012), random forest learning (Klassen and 
Paturi 2010), adaptive boosting (AdaBoost) (Freund and 
Schapire 1997), to name a few considered to be state-of-
the-art today. For an overview of  different classifiers, see 
Mitchell 1997; for comparisons between them, see, Yang 
(1999) and Sebastiani (2002). Also, two or more different 
classifiers and ways to build them can be combined to 
make a classification decision—these are known as classi-
fier committees or metaclassifiers (e.g., Liere and Tadepalli 
1998; Wan et al. 2012; Miao et al. 2012).  

Text categorization approaches can be divided into hard 
and soft; in hard, a decision is made as to whether the doc-
ument does or does not belong to a category; in soft, a 
ranked list of  candidate categories is created for each doc-
ument and one or more of  the top-ranked are chosen as 
the appropriate categories (Sebastiani 2002). The soft ap-
proach better reflects reality (cf. Section 4 where aboutness 
is discussed). 

Text categorization has been applied to KOSs that in-
corporate hierarchies of  concepts, such as Wikipedia, 
Open Directory Project, and Yahoo’s Directory (for an 
overview, see, e.g., Ceci and Malerba 2007 and a workshop 
by Kosmopoulos et al. 2010). When compared to a flat ap-
proach, many have reported that including features based 
on the hierarchy structure in the classifier improves classi-
fication accuracy (e.g., McCallum et al. 1998; Ruiz and 
Srinivasan 1999; Dumais and Chen 2000). Li, Yang, and 
Park (2012) combined text categorization algorithms with 
WordNet and an automatically-constructed thesaurus and 
gained high effectiveness as measured by precision, recall, 
and F-measures (see below). Maghsoodi and Homayoun-
pour (2011) have extended the feature vector of  the SVM 
classifier by Wikipedia concepts and gained improved re-
sults (for the Farsi language). This is in line with research 
in document classification (see Section 3.3) where other 
features from existing KOSs have been used to improve 
the algorithm results.  

Examples of  test collections specially designed for use 
in text categorization include Reuters newswire stories 
(e.g., Reuters-21578), OHSUMED with metadata from 
MEDLINE, and WebKB for web pages, to name a few. 
However, for many document collections, there will be no 
training documents available to train and test the classifier. 
If  there are no resources or possibilities to create one man-
ually, approaches like semi-supervised learning and unsu-
pervised learning can be adopted instead. For an overview 
of  semi-supervised learning, see Mladenić and Grobelnik 
(2014). Unsupervised learning is basically document clus-
tering described in the following section.  
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Evaluation in text categorization is often conducted by 
comparison against pre-assigned categories in test collec-
tions created for that task. Evaluation generally excludes 
deeper considerations of  contexts like real-life end-user 
tasks and information practices. Furthermore, problems 
of  using existing test collections for text categorization 
have been reported. Yang (1999) claims that the most seri-
ous problem in text categorization evaluations is the lack 
of  standard data collections and shows how different ver-
sions even of  the same collection have a strong impact on 
the performance. This corresponds to the well-established 
knowledge from inter-indexer consistency studies that hu-
man indexing is very inconsistent, and that inconsistency 
is an inherent feature of  indexing, rather than a sporadic 
anomaly. Therefore Hjørland (2018, Section 3.2) con-
cluded: “That human indexing is sometimes taken as the 
golden standard to which computer-indexing is adjusted is 
of  course problematic in the light of  the large degree of  
inconsistency found in empirical investigations and the un-
certainty about how indexing should be evaluated.” 

Comparison between automatically and manually as-
signed categories is calculated using performance 
measures such as precision and recall used in information 
retrieval evaluation (see, for example, Manning, Raghavan, 
and Schütze 2008, chapter 8). In information retrieval, pre-
cision is defined as the fraction of  retrieved documents 
that are relevant to the query and recall as the fraction of  
documents relevant to the query that are successfully re-
trieved.  
 

 
 
Translated to automatic subject indexing, recall is calcu-
lated as the number of  correct automatically assigned in-
dex terms divided by the number of  manually assigned in-
dex terms. Precision is the number of  correct automati-
cally assigned index terms divided by the number of  all 
automatically assigned index terms.  
 
Precision ൌ

|𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑐𝑎𝑙𝑙𝑦 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑒𝑟𝑚𝑠|
|𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑙𝑙 𝑎𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑐𝑎𝑙𝑙𝑦 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑖𝑛𝑑𝑒𝑥 𝑡𝑒𝑟𝑚𝑠|

 

 
Recall ൌ

|𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑢𝑡𝑜𝑚𝑎𝑡𝑖𝑐𝑎𝑙𝑙𝑦 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑒𝑟𝑚𝑠|
|𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑛𝑢𝑎𝑙𝑙𝑦 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑖𝑛𝑑𝑒𝑥 𝑡𝑒𝑟𝑚𝑠|

 

 
Macroaveraging and microaveraging are then used to ob-
tain average performance over all index terms. Other as- 
pects of  algorithm performance may be evaluated, such as 
the speed of  computation across the different steps of  the 

process. For a detailed overview of  these and other evalu-
ation measures in text categorization, see Sebastiani (2002, 
32-39). For further information on text categorization in 
terms of  technical detail please refer to Sebastiani (2002) 
and for a more general overview to Mladenić and Gro-
belnik (2014). 
 
3.3.2 Document clustering 
 
Document clustering is the term most often used to refer 
to automatic construction of  groups of  topically related 
documents and automatic derivation of  names for those 
groups of  documents. Also, relationships between the 
groups of  documents may be automatically determined, 
such as those that are hierarchical. No training documents 
are used from which the algorithm can “learn” to assign 
similar documents to the same topics. Therefore, this ap-
proach is known as unsupervised learning whereby the al-
gorithm learns from existing examples without any “super-
vision.”  

Document clustering approach is best suited for situa-
tions when there is no target KOS at hand and no training 
documents, but the documents need to be topically 
grouped. It traditionally has been used to improve infor-
mation retrieval, for example, when grouping search en-
gine results into topics. On the other hand, automatic der-
ivation of  names and relationships is still a very challeng-
ing aspect of  document clustering. “Automatically-derived 
structures often result in heterogeneous criteria for cate-
gory membership and can be difficult to understand” 
(Chen and Dumais 2000). Further, the clusters and rela-
tionships between them change as new documents are 
added to the collection; frequent changes of  cluster names 
and relationships between them may not be user-friendly, 
for example, when applied for hierarchical topical brows-
ing of  a document collection. Koch, Zettergren and Day 
(1999) suggest that document clustering is better suited for 
organizing web search engine results. 

The process of  document clustering normally involves 
two major steps. First, documents in the collection at hand 
are typically each represented by vectors. The vectors are 
then compared to one another using vector similarity 
measures such as the cosine measure. A variety of  heuristic 
principles may be applied when deriving vectors, as out-
lined in Section 3.1. Second, the chosen clustering algo-
rithm is applied to group similar documents, name the 
clusters, and, if  decided, derive relationships between clus-
ters.  

Similar to text categorization, there are two different ap-
proaches to clustering, hard and fuzzy (or soft). In hard 
clustering, one document may be a member of  one cluster 
only, while in fuzzy clustering, any document may belong 
to any number of  clusters. Hard clustering is the most 
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common approach to clustering. Its subtypes are parti-
tional (also called flat) and hierarchical clustering. A typical 
example of  partitional clustering is the k-means algorithm 
whereby the first step is to randomly create a k number of  
clusters and then new documents are added to the differ-
ent clusters based on their similarity. As the document is 
added to the cluster, the clusters and their centroids (centre 
of  a cluster) are re-computed. In hierarchical clustering, 
there are divisive and agglomerative algorithms. Divisive 
hierarchical clustering is a top-down approach in which, at 
start, all documents are grouped into one cluster that is 
then subdivided into smaller and smaller clusters up until 
each cluster comprises one document. Agglomerative hi-
erarchical clustering is a bottom-up approach, starting 
from a set of  clusters each comprising a single document, 
and gradually merging those with most similar vectors. Ex-
amples of  less common approaches to clustering include 
self-organizing maps (see, e.g., Paukkeria et al. 2012; Lin, 
Brusilovsky, and He 2011; Saarikoski 2011), and genetic 
algorithms (see, e.g., Song, Yang, and Park 2011). 

Bibliometrics also applies document clustering; to map 
research fields or represent subject categories. It does so 
by linking documents through establishing relations be-
tween documents that cite each other (co-citation), or that 
share same references sets (bibliographic coupling), for ex-
ample. The underlying assumption is that the more con-
nections are established, the more the documents have in 
common scientifically, which can also be interpreted as dif-
ferent research specializations, research areas or subject 
categories. In order to assign topical words to clusters in-
stead of  author or journal names from references, co-word 
analysis of  titles, keywords or abstracts may be performed. 
Combining reference/citation analysis with co-word anal-
ysis is another approach. For more detail on these matters, 
see Åström (2014).  

Evaluation in document clustering is often conducted 
by comparison to an existing manually created KOS or 
manually pre-assigned classes. Measures used include the 
number of  correct decisions compared to all decisions 
(Rand index); precision, recall, and related. These are called 
external validity measures. There are also internal validity 
measures that estimate compactness, i.e., how close the 
documents are to each other in each cluster (the closer the 
better as this indicates better similarity), and separability, 
i.e., how distant two clusters are from one another (the 
more distant the better) (Frommholz and Abbasi 2014).  

For further detail on similarity measures and other as-
pects of  document clustering, please see chapters 16 and 
17 of  Manning, Raghvan, and Schütze (2008) and Fromm-
holz and Abbasi (2014). 
 
 
 

3.3.3 Document classification 
 
A perhaps less established approach that we identify in this 
entry is that which tends to arise more specifically from 
the library and information science community whereby 
the purpose is to apply quality-controlled KOSs more di-
rectly to typical subject indexing (including classification) 
tasks in library catalogues or closely related information 
retrieval systems, in order to improve searching and brows-
ing. For the purposes of  this work and to distinguish be-
tween the previous two approaches, as well as to follow the 
line of  previously published research (cf. Golub 2006a), we 
name this approach document classification. However, be-
cause this approach seems less established than the previ-
ous two, the community around it being less coherent, 
principles and methods applied may not be as homogene-
ous.  

Apart from using quality-controlled KOSs for subject 
indexing and classification, this seems to be the only ap-
proach using string-matching between terms from the 
documents to be indexed and target index terms. As in text 
categorization and document clustering, the pre- pro-
cessing of  documents to be classified typically includes 
stop-words removal; stemming can be conducted; words 
or phrases from the text of  documents to be classified are 
extracted and weights are assigned to them based on dif-
ferent heuristics; while vector representations and manip-
ulations are not necessary. Furthermore, examples using 
machine learning exist as seen from below. However, as to 
supervised machine learning, research points to scenarios 
where it may not work due the lack of  training documents, 
especially for large KOSs; Wang (2009) and Waltinger et al. 
(2011), argue that Dewey Decimal Classification’s deep and de-
tailed hierarchies lead to data sparseness and thus skewed 
distribution in supervised machine learning approaches.  

While this approach is obviously different from docu-
ment clustering in that here we have a target KOS, it shares 
this particular feature with the text categorization ap-
proach. Following the criteria to distinguish between ap-
proaches set out at the start of  Section 3.3., the document 
classification approach is different from text categoriza-
tion in that: 
 
–  its application tends to be tightly related to applying 

quality-controlled KOSs directly to typical subject in-
dexing and classification tasks in library catalogues or 
related operative information retrieval systems; 

– this seems to be the only approach using string-match-
ing between terms from the documents to be indexed 
and target index terms, although examples using ma-
chine learning also exist, the latter being problematic 
due to training data sparseness especially for large 
KOSs.  
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However, like in many classifications, there are grey zones, 
which are discussed below.  

Often the focus of  research are publicly available, op-
erative information systems using well-known KOSs. Ex-
amples include universal KOSs: Dewey Decimal Classification 
(DDC); Universal Decimal Classification (UDC); Library 
of  Congress Classification (LCC); FAST (Faceted Applica-
tion of  Subject Terminology); German subject headings 
(Schlagwortnormdatei (SWD)); as well as subject-specific 
systems: Medical Subject Headings (MeSH), National Library 
of  Medicine (NLM) classification system, Engineering Index 
classification system and thesaurus (used by the Com-
pendex database), Inspec classification system and thesau-
rus, Fachinformationszentrums Technik (FIZ Technik) 
thesaurus and classification system, AGROVOC thesau-
rus, Humanities and Social Science Electronic Thesaurus 
(HASSET), and EuroVoc thesaurus. As the predicted rel-
evance of  this approach to the readers of  the ISKO Ency-
clopedia is high, a more detailed, albeit non-exhaustive, 
overview of  research will be provided in this section for 
illustration purposes. The overview is structured around 
the specific KOSs. 

Online Computer Library Center’s (OCLC) project 
Scorpion (OCLC Research 2004) built tools for automatic 
subject recognition, using DDC. The main idea was to treat 
a document to be indexed as a query against the DDC 
knowledge base. The results of  the “search” were treated 
as subjects of  the document. Larson (1992) used this idea 
earlier, for books. In Scorpion, clustering was also used, 
for refining the result set and for further grouping of  doc-
uments falling in the same DDC class (Subramanian and 
Shafer 1998). Another OCLC project, WordSmith (Godby 
and Reighart 2001), was to develop software to extract sig-
nificant noun phrases from a document. The idea behind 
it was that the precision of  automatic indexing could be 
improved if  the input to the classifier were represented as 
a list of  the most significant noun phrases, instead as the 
complete text of  the raw document. However, it showed 
that there were no significant differences. Wolverhampton 
Web Library was a manually maintained library catalogue 
of  British web resources, within which experiments on au-
tomating DDC classification were conducted (Jenkins et al. 
1998). Resorting to already assigned DDC, Joorabchi and 
Mahdi (2011) extracted references from the document to 
be classified, compiled a list of  publications that cite either 
the document to be classified or one of  its references, and 
discovered their corresponding DDC numbers from exist-
ing library catalogues in order to then assign the most 
probable match to the document at hand. Similarly, 
Joorabchi and Mahdi (2013) assigned DDC and FAST by 
first identifying Wikipedia concepts in the document to be 
indexed/classified and then by searching WorldCat for rec-
ords that contain those concepts. Then they compared the 

retrieved records against the document and assigned DDC 
and FAST to it from those with the highest matching 
score. Khoo et al. (2015) attempted to solve the problem 
of  cross-searching unrelated libraries. To that extent, they 
created DDC terms and numbers from pre-existing Dub-
lin Core metadata. The results indicate that best results are 
achieved when combined title, description, and subject 
terms are used. Further, they demonstrate how taking ad-
vantage of  DDC hierarchies for disambiguation in simple 
string-matching can achieve results that are competitive 
with machine learning approaches, yet without the need 
for training documents.  

In the Nordic WAIS/World Wide Web Project, 1993-
1996 (Ardö et al. 1994; Koch 1994), automatic indexing of  
the World Wide Web and Wide Area Information Server 
(WAIS) databases using UDC was experimented with. A 
WAIS subject tree was built based on two top levels of  
UDC, i.e., fifty-one classes. UDC was also used by GER-
HARD, a robot-generated web index of  web documents 
in Germany (Möller et al. 1999) that employed a multilin-
gual version of  UDC in English, German, and French.  

Wartena and Sommer (2012) experimented with auto-
matic indexing of  articles in academic repositories using 
German subject headings (SWD). German subject head-
ings have a thesaurus-like structure with synonyms, super-
ordinate, and related terms. Also, about 40,000 terms have 
been enhanced with DDC classes. Like Khoo et al. (2015) 
(see above), they conclude that good results are achieved 
when applying string-matching, which they attribute to the 
enriched version of  German subject headings. Junger 
(2014) reports on experiments run by the German Na-
tional Library with the aim to use automatic indexing for 
online publications for which they have no resources to 
manually catalogue. They acquired commercial machine-
learning software that has previously been specializing in 
automatic indexing of  medical publications called Averbis. 
With catalogue librarians as evaluators, the recall was con-
sidered high but precision too low to be satisfactory, at-
tributing this to lack of  disambiguation mechanisms; they 
proposed co-occurrence analysis and related techniques to 
be implemented in the future.  

Frank and Paynter (2004) applied machine-learning 
techniques to assign Library of  Congress Classification (LCC) 
notations to resources that already have an LCSH term as-
signed. Their solution has been applied to INFOMINE 
(subject gateway for scholarly resources at the time), where 
it was used to support hierarchical browsing.  

One of  the most well-researched automatic indexing 
software applications was created in 1996 by the National 
Library of  Medicine, known as Medical Text Indexer 
(MTI) (a lot of  publications and other resources about it 
can be found at its website, https://ii.nlm.nih.gov/Publi-
cations/). It is semi-automatic software aimed at assigning 
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MeSH. The general approach is combining the intellectual 
work built into the rich UMLS Metathesaurus (UMLS—
Unified medical language system), extracted MeSH terms 
from related citations, with comprehensive indexing rules 
and machine learning. In one of  the most recent articles 
titled “12 Years On—Is the NLM Medical Text Indexer 
Still Useful and Relevant?,” Mork, Aronson, and Demner-
Fushman (2017) show how indexers have continually in-
creased their use of  the MTI, from 15.75% of  the articles 
indexed with it in 2002, to 62.44% in 2014, at the same 
time also spreading to new subject areas of  use, indicating 
its usefulness. Furthermore, the MTI performance statis-
tics show significant improvement in precision and F-
measures while they point to the need to improve recall, 
too. One point for further research and development is to 
resort more to machine learning while keeping the existing 
components. Of  other medical document types, Pratt 
(1997) experimented with organizing search results into 
MeSH categories. Lüschow and Wartena (2017) applied k-
nearest-neighbour (kNN) algorithm to a collection of  
medical documents with pre-assigned classes from several 
classification systems, with the aim of  using them as a basis 
on which to automatically assign the National Library of  
Medicine classification system, thus using already assigned 
classes from other classification systems instead of  using, 
e.g., book titles or keywords as the content representation 
for each document.  

“All” Engineering was a robot-generated web index of  
about 300,000 web documents, developed as an experi-
mental module of  the manually created subject gateway 
Engineering Electronic Library (EELS) (Koch and Ardö 
2000). Engineering Index (Ei) thesaurus was used; in this the-
saurus, terms are enriched with their mappings to Ei clas-
sification scheme. The project proved the importance of  
applying a good KOS in achieving the automatic indexing 
accuracy: 60% of  documents were correctly classified, us-
ing only a very simple string-matching algorithm based on 
a limited set of  heuristics and simple weighting. Another 
robot-generated web index, Engine-e, used a slightly mod-
ified automatic indexing approach to the one developed in 
“All” Engineering (Lindholm, Schönthal, and Jansson 
2003). Engine-e provided subject browsing of  engineering 
documents based on Ei terms, with six broader categories 
as starting points. Golub, Hamon, and Ardö (2007) applied 
string-matching where the Ei thesaurus terms were en-
riched with automatically extracted terms from biblio-
graphic records of  the Compendex database, using multi-
word morpho-syntactic analysis and synonym acquisition, 
based on the existing preferred and synonymous terms (as 
they gave best precision results). Golub (2011) worked 
with Ei to automatically organize web pages into hierar-
chical structures for subject browsing, achieving results 
suggesting how a KOS with a sufficient number of  entry 

terms designating classes could significantly increase per-
formance of  automatic indexing algorithms. Further, if  
the same KOS had an appropriate hierarchical structure, it 
would provide a good browsing structure for the collection 
of  automatically classified documents. 

Plaunt and Norgard (1997) applied a supervised train-
ing algorithm based on extracting lexical terms from bibli-
ographic records and associating them with manually-as-
signed INSPEC thesaurus terms. Project BINDEX (Bilin-
gual Automatic Parallel Indexing and Classification) (Maas 
et al. 2002) applied automatic indexing of  abstracts in en-
gineering available in the English and German languages. 
It used the English Inspec thesaurus and classification sys-
tem, as well as, FIZ Technik’s bilingual thesaurus and clas-
sification system. Morpho-syntactic analysis of  a docu-
ment was performed. It involved identification of  single 
and multiple-word terms, tagging and lemmatization, and 
homograph resolution. Keywords were extracted and 
matched against the thesauri, and then classification codes 
were derived. Keywords above a certain threshold which 
were not in the thesaurus were assigned as free index 
terms. Enriching records with other terms than from the 
KOS at hand might lead to improved retrieval. To that ex-
tent, Joorabchi and Mahdi (2014) experimented with add-
ing Wikipedia concepts to existing library records. 

Lauser and Hotho (2004) applied a support vector ma-
chines (SVM) algorithm to index a collection of  agricul-
tural documents with the AGROVOC thesaurus. The al-
gorithm improved when they made use of  the semantic 
information contained in AGROVOC. Similarly, Medelyan 
and Witten (2008) used KEA, a Naïve Bayes algorithm for 
extracting both derived and assigned index terms and 
achieved good performance with little training data, be-
cause they also made use of  the AGROVOC semantic in-
formation.  

Of  other examples, De Campos and Romero (2008) 
used machine learning to classify parliamentary resolutions 
from the regional Parliament of  Andalucía at Spain using 
EuroVoc. El-Haj et al. (2013) experimented with applying 
HASSET terms to the UK Data Archive/UK Data Service 
data-related document collection. Their approach was 
based on applying an open source, machine-learning 
keyphrase extractor KEA (Keyphrase Extraction Algo-
rithm). 

As we see from the examples above, in many of  the 
cases, the relationships built into KOSs are explored with 
favorable results. Willis and Losee (2013) specifically ex-
perimented with just that. They employed four thesauri in 
order to determine to what degree the in-built relation-
ships may be used to the advantage of  automatic subject 
indexing. Their results indicate a great potential, albeit the 
degree of  success seems to be dependent on the thesaurus 
as well as collection. 
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A major advantage of  this approach is that it does not 
require training documents, while still maintaining a pre-
defined structure of  the KOS at hand. If  using a high-
quality KOS, e.g., a well-developed classification scheme, it 
will also be suitable for subject searching and browsing in 
information retrieval systems. Apart from improved infor-
mation retrieval, another motivation to apply a KOS in au-
tomatic classification is to re-use the intellectual effort that 
has gone into creating such a KOS. It can be employed 
with vocabularies containing uneven hierarchies or sparse 
distribution across a given collection.  

As for evaluation methods, measures such as precision 
and recall, and F-measure are commonly used. This seems 
to be the only approach where at least the discussion is 
occasionally brought up calling for the need to attend to 
the complexities of  evaluation closer to real-life needs and 
scenarios. Even aspects such as automatic indexing war-
rant are taken on; Chung, Miksa, and Hastings (2010) con-
clude that literary warrant is more suited in automatic in-
dexing of  scientific articles than user warrant. 
 
4.0 Application in operative systems 
 
The discussion on how applicable automatic subject index-
ing is today calls for looking into at least several connected 
issues. Theoretically, automating subject determination be-
longs to logical positivism—a subject is considered to be a 
string occurring above a certain frequency, is not a stop 
word, and is in a given location such as a title (Svenonius 
2000, 46-49). In algorithms, inferences are made such as: 
if  document A is on subject X, then if  document B is suf-
ficiently similar to document A (e.g., they share similar 
words or references), then document B is on that subject. 
Another critique given is the lack of  theoretical justifica-
tions for vector manipulations, such as the cosine measure 
that is often used to obtain vector similarities (Salton 1991, 
975). Further, it is assumed that concepts have names, 
which can be more common in, for example, natural sci-
ences, but much less so in humanities and social sciences, 
although attempts to address this have been undertaken 
more recently (see Section 3.1).  

A variety of  factors contribute to the challenge of  au-
tomatic subject indexing. Texts are a complex cognitive 
and social phenomenon, and cognitive understanding of  
text engages many knowledge sources, sustains multiple 
inferences, and involves a personal interpretation (Moens 
2000, 7-10). Morris (2010) investigated individual differ-
ences in the interpretation of  text meaning using lexical 
chains (groups of  semantically related words) based on 
three texts and with twenty-six participants; the results 
showed about 40% difference in interpretation. Research 
in automatic understanding of  text covers the linguistic 
coding (vocabulary, syntax, and semantics of  the language 

and discourse properties), domain world knowledge, 
shared knowledge between the creator and user of  the 
text, and the complete context of  the understanding at a 
specific point in time including the ideology, norms, back-
ground of  the user, and the purposes of  using the text. In 
2003, Lancaster claimed that existing automatic subject in-
dexing tools are far from being able to handle the com-
plexities, and in applications it is seldom possible to go 
much further beyond vocabulary and syntax analysis. The 
difficulty of  dealing with semantics and more advanced 
levels is reflected in the fact that the methods used today 
are not particularly new although not as rudimentary when 
first used (Lancaster 2003, 330-331).  

Still, software vendors and experimental researchers 
speak of  the high potential of  automatic indexing tools. 
While some claim to entirely replace manual indexing in 
certain subject areas (e.g., Roitblat, Kershaw and Oot 
2010), others recognize the need for both manual (human) 
and computer-assisted indexing, each with its advantages 
and disadvantages (e.g., Anderson and Perez-Carballo 
2001; Svarre and Lykke 2014). Reported examples of  op-
erational information systems where machine-aided index-
ing is applied include NASA’s MAI software, which was 
shown to increase production and improve indexing qual-
ity (Silvester 1997), and the Medical Text Indexer at the US 
National Library of  Medicine, which, by 2017, was con-
sulted by indexers in over 60% or articles indexing (Mork, 
Aronson and Demner-Fushman 2017).  

However, hard evidence on the success of  automatic 
indexing tools in operating information environments is 
scarce; research is usually conducted in laboratory condi-
tions, excluding the complexities of  real-life systems and 
situations. The practical value of  automatic indexing tools 
is largely unknown due to problematic evaluation ap-
proaches. Having reviewed a large number of  automatic 
indexing studies, Lancaster concluded that the research 
comparing automatic versus manual indexing is flawed 
(2003, 334). One common evaluation approach is testing 
the quality of  retrieval based on the assigned index terms. 
But retrieval testing is fraught with problems, too; the re-
sults depend on many factors, so retrieval testing cannot 
isolate the quality of  the index terms. Another approach is 
to measure indexing quality directly. One method of  doing 
so is to compare automatically assigned metadata terms 
against existing human-assigned terms or classes of  the 
document collection used (as a “gold standard”), but this 
method also has problems. When indexing, people make 
errors, such as related to exhaustivity (too many or too few 
subjects assigned) or specificity (usually because the as-
signed subject is not the most specific available); they may 
omit important subjects or assign an obviously incorrect 
subject (see also Hjørland 2017 for a detailed discussion 
on different aspects of  aboutness). In addition, it has been 
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reported that different people, whether users or profes-
sional subject indexers, assign different subjects to the 
same document. One reason for this are differences in the 
approach: on the one hand, following the rationalist idea 
that there is one correct way to index a document (or a 
collection), and on the other one, the pragmatic idea that 
different purposes and users may need different indexing 
(Hjørland 2018). Therefore, existing metadata records can-
not be used as “the gold standard;” the classes assigned by 
algorithms (but not human-assigned) might be wrong or 
might be correct but omitted during human indexing by 
mistake or by abiding to a certain indexing policy. 

In order to address the complexities surrounding the 
problem of  aboutness, Golub et al. (2016) propose a com-
prehensive framework involving three major steps: evalu-
ating indexing quality directly through assessment by an 
evaluator or through comparison with a gold standard, 
evaluating the quality of  computer-assisted indexing di-
rectly in the context of  an indexing workflow, and evaluat-
ing indexing quality indirectly through analyzing retrieval 
performance. The framework still needs to be tested em-
pirically, and it is expected that much more research is re-
quired to develop appropriate evaluation designs for such 
complex phenomena involving subject indexing and re-
trieval and information interaction in general.  

While evaluation approaches often assume that human 
indexing is best, and that the task of  automatic indexing is 
to meet the standards of  human indexers, more serious 
scholarship needs to be devoted to evaluation in order to 
further our understanding of  the value of  automatic sub-
ject assignment tools and to enable us to provide a fully 
informed input for their development and enhancement. 
Hjørland (2011) points to the problematics of  evaluating 
indexing on an example of  an empirical study and dis-
cusses this through a theory of  knowledge point of  view, 
while analyzing its epistemological position. He concludes 
by proposing that the ideal formula for the future of  in-
dexing is that the human indexer takes what automatic in-
dexing is good at (once this is understood) and invest their 
resources on the value-added indexing that requires human 
judgment and interpretation. This may be in line with ma-
chine-aided indexing in operative systems like Medical 
Text Indexer mentioned at the start of  this section.  
 
5.0 Conclusions 
 
Basic principles applied in various approaches to automati-
cally assign index terms are at its foundational level effec-
tively the same. The focus is still largely at the level of  words 
rather than concepts and commonly includes punctuation 
and stop-word removal, stemming, heuristic rules, and vec-
tor representations and manipulations. While attempts to 
determine concepts rather than words exist and include LSI 

and word2vec as well as exploiting relationships from exist-
ing KOSs, much more research is needed in this respect.  

Approaches to automatic subject indexing may be 
grouped based on various criteria; those followed in this 
work are based on the general context set out for this entry, 
that is assigned subject indexing for purposes of  infor-
mation retrieval. The named approaches are also in line 
with previous research and include: text categorization, 
document clustering and document classification. Major 
differences between them include application purposes 
and presence or absence of  machine learning, as well as 
whether machine learning is supervised or unsupervised. 
The document classification approach employs, more than 
others, subject indexing languages such as classification 
schemes, subject headings systems, and thesauri, which are 
also suitable for subject searching and browsing in an in-
formation retrieval system (although often suggested im-
provements such as being more up-to-date, end-user 
friendly, etc. should be addressed). Not the least, exploiting 
the intellectual work that has been invested into creating 
such subject indexing languages in order to improve auto-
matic indexing has shown to be a worthwhile path to ex-
plore more extensively in the future.  

Due to complexities of  aboutness, existing experi-
mental systems and approaches have not been adequately 
tested and therefore knowledge about their usefulness for 
operational systems seems to be flawed. A recently pro-
posed comprehensive evaluation framework involves three 
major steps: evaluating indexing quality directly through 
assessment by an evaluator or through comparison with a 
gold standard, evaluating the quality of  computer-assisted 
indexing directly in the context of  an indexing workflow 
and evaluating indexing quality indirectly through analyz-
ing retrieval performance. Further research is needed to 
empirically test it as well as devise most appropriate evalu-
ation approaches for different specific contexts.  
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