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Neue Trends im Online-Antisemitismus

Gabriel Weimann

Einleitung: Neuer Antisemitismus trifft auf neue Medien

Antisemitismus kann in der Geschichte als &lteste, und dabei duflerst an-
passungsfahige Hassideologie gelten. Bereits 1873 kreierte Wilhelm Marr,
ein deutscher Aktivist, den Terminus des ,Antisemitismus® Er argumen-
tierte, dass Juden ,konspirieren’, um den Staat zu leiten. ,Sie” sollten daher
davon abgehalten werden, eine Staatsbiirgerschaft zu bekommen. Durch
den Holocaust war Antisemitismus weniger akzeptiert. Er verschwand zwar
nicht, doch die Verfolgungsjagd der Nationalsozialisten auf Juden sowie
der Zweite Weltkrieg behinderten seine Verbreitung drastisch. Der deutsche
Philosoph Theodor W. Adorno umriss die grundlegenden Merkmale von
Antisemitismus im Jahr 1950: “This ideology [of antisemitism] consists... of
stereotyped negative opinions describing the Jews as threatening, immoral,
and categorically different from non-Jews, and of hostile attitudes urging
various forms of restriction, exclusion, and suppression as a means of
solving ‘the Jewish problem.” (Adorno et al. 1950: 71). Die Grundziige,
die Adorno skizzierte, sind bis heute bestehen geblieben. Dazu zéhlen die
Stereotypen gegeniiber Juden sowie die Angst vor einer vermeintlichen
judischen Macht im Weltkontext. Seither sind neue Formen des Antisemi-
tismus entstanden, die grofitenteils direkt mit Israel in Verbindung stehen
- indem man Israel so Verschiedenes vorwirft wie Ritualmorde und die
Ubernahme der Weltherrschaft. Wenn Historiker also vom Aufstieg des
»neuen Antisemitismus® im 21. Jahrhundert sprechen, ist es offensichtlich,
dass dieser im Kern auf traditionellen Vorstellungen von Antisemitismus
basiert.

Der neue Antisemitismus besteht auch aus der Synthese von Antisemitis-
mus und Antizionismus, der Missbilligung Israels, wobei Israel als Quelle
allen Ubels dargestellt wird. Im Jahr 2005 veréffentlichte die Internatio-
nal Holocaust Remembrance Alliance (IHRA) eine Arbeitsdefinition von
Antisemitismus, die seit 2010 vom US-Auflenministerium und anderen
Regierungsstellen weltweit ibernommen wird. In der Definition heift es:
»~Antisemitismus ist eine bestimmte Wahrnehmung von Juden, die sich

91

- am 21,01.2026, 17:18:33. [ r—


https://doi.org/10.5771/9783748945918-91
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Gabriel Weimann

als Hass gegeniiber Juden duflern kann. Rhetorische und physische Mani-
festationen des Antisemitismus richten sich gegen jiidische oder nichtjiidi-
sche Personen und/oder deren Eigentum, gegen jiidische Gemeinschafts-
einrichtungen und religiose Einrichtungen® (IHRA, 2005). Begleitend zur
ITHRA-Definition finden sich elf Beispiele, die zur Veranschaulichung die-
nen konnen und von der Leugnung des Holocaust bis hin zur kollektiven
Verantwortung der Juden fiir die Taten des Staates Israel und historischen
Tropen reichen.

Die Online-Prasenz von Antisemitismus hat sich in den letzten Jahrzehn-
ten rasant entwickelt und nutzt Websites, Bulletin-Board-Systeme, Online-
Foren und in jiingerer Zeit auch die meisten Sozialen Medien (Becker/Bol-
ton 2022; Schwarz-Friesel 2019; Zannetou 2020). Die wachsende Prisenz
von Extremismus- und Hassgruppen im Cyberspace steht im Zusammen-
hang mit zwei Schliisseltrends: der Demokratisierung der Kommunikati-
on durch benutzergenerierte Inhalte im Internet und dem wachsenden
Bewusstsein moderner Extremisten fiir das Potenzial des Internets fiir ihre
Ziele. Wie mehrere Studien zeigen, nutzen Terroristen und Extremisten
das Internet fiir zahlreiche Zwecke (Weimann 2006; 2015). Das Netzwerk
der computergestiitzten Kommunikation ist ideal fiir Hassgruppen: Es ist
dezentralisiert, kann keiner Kontrolle oder Einschrinkung unterworfen
werden, wird nicht zensiert und ermdglicht jedem, der es mochte, freien
Zugang. Fiir das typische, locker gestrickte Netzwerk aus Zellen, Abteilun-
gen und Untergruppen moderner extremistischer Organisationen ist das
Internet sowohl ideal als auch wichtig fiir die Vernetzung zwischen und
innerhalb von Gruppen (Weimann/Masri 2023).

Die zweifelslos grofen Vorziige des Internets — einfacher Zugang, fehlen-
de Regulierung, grofies potenzielles Publikum, schneller Informationsfluss
usw. — wurden zum Vorteil von Hassgruppen genutzt. Die Anonymitit, die
Online-Plattformen bieten, ist fiir moderne Radikale, Terroristen und Anti-
semiten sehr attraktiv. Aufgrund ihrer extremistischen Uberzeugungen und
Werte bendtigen diese Akteure Anonymitdt, um in sozialen Umgebungen
existieren und agieren zu konnen, die méglicherweise nicht mit ihrer spe-
ziellen Ideologie oder ihren Aktivititen {ibereinstimmen. Die Online-Platt-
formen, von Websites iiber Soziale Medien bis hin zum Dark Net, bieten
diese ideale Kombination aus einfachem Zugang, globaler Reichweite und
der Méglichkeit, Nachrichten zu posten, E-Mails zu versenden, Informatio-
nen hoch- oder herunterzuladen und - im Dunkeln zu verschwinden.

Diese Vorteile sind antisemitischen Gruppen und Einzelpersonen, die
ihre Kommunikation, Propaganda und sogar Ausbildung in den Cyber-
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space verlagern, nicht verborgen geblieben. Die antisemitische Online-Pra-
senz beschrinkt sich nicht auf eine einzelne Art von Online-Plattform
oder -Raum, sondern ist ein Flickenteppich aus verschiedenen Arten von
Plattformen und Raumen, von Websites {iber Soziale Medien bis hin zu den
Modulen ,Dark Net“ und ,Kiinstliche Intelligenz® So ist Antisemitismus
auf fast allen digitalen Plattformen zunehmend sichtbar geworden: ,Trotz
der Einschrankungen, mit denen Forscher und jiidische Gemeindeorgani-
sationen aufgrund der begrenzten Daten, die von Unternehmen bereitge-
stellt werden, konfrontiert sind, kdnnen antisemitische Inhalte problemlos
auf allen wichtigen Social-Media-Plattformen gefunden werden® (Mulhall:
2021). Daher wurde das Thema Online-Antisemitismus bei jiidischen Insti-
tutionen und Gemeinschaften, politischen Entscheidungstragern, Gesetzge-
bern und akademischen Forschern hervorgehoben. Untersuchungen haben
gezeigt, dass Antisemitismus im Internet nicht nur an Umfang, sondern
auch an Schwere zugenommen hat (Schwarz-Friesel: 2018). In diesem
Kapitel werden einige der neuen Trends im Online-Antisemitismus un-
tersucht, die in jlingsten Studien, einschliefilich meiner eigenen Untersu-
chung, aufgedeckt wurden. Zu diesen Trends gehoren die Migration zu
den und innerhalb der Sozialen Medien, die Nutzung des Dark Net, die
Nutzung verschliisselter Sprache im Internet, die Nutzung von Online-Ar-
chiven und Cloud-Diensten und schliefllich die Module der kiinstlichen
Intelligenz und ihr alarmierendes Potenzial.

Die Migration innerhalb der Sozialen Medien

Das Internet diente Ende der 1990er und Anfang der 2000er Jahre als pri-
mare Plattform zur Verbreitung antisemitischer Inhalte. Durch den Aufstieg
der Sozialen Medien haben sich antisemitische Inhalte dorthin verlagert.
Diese benutzerbasierten Plattformen ermdglichen das Posten und Teilen
von Inhalten, Interaktivitit und Feedback. Damit unterscheidet sich die
Kommunikation in Sozialen Medien grundlegend von der im traditionellen
Internet, das relativ stabil, hierarchisch und weniger interaktiv ist. Insofern
sind soziale Netzwerke im Internet fiir verschiedene ,Biirgerwehren® und
Hassgruppen attraktiver geworden. Diese Art virtueller Gemeinschaften
erfreut sich weltweit immer grolerer Beliebtheit, insbesondere bei jiingeren
Bevélkerungsgruppen. Extremistische Gruppen nehmen gezielt Jugendli-
che zu Propaganda-, Hetze- und Rekrutierungszwecken ins Visier (Wei-
mann 2016a). Infolgedessen verbreiten sich antisemitische Inhalte auf allen
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Social-Media-Plattformen wie Twitter, YouTube, Facebook und Instagram.
So entdeckten Forscher vom ,,Counter Extremism Project” (CEP) beispiels-
weise im Oktober 2023 ein Twitter/X-Video, das die Wirtschaftspolitik des
nationalsozialistischen Deutschlands lobte und antisemitische Verschwo-
rungstheorien hervorhob und von seiner Veréffentlichung an mehr als 1,2
Millionen Aufrufe verzeichnete. CEP fand auflerdem eine Website, auf der
mehr als 100 Gigabyte an Videos gehostet wurden, darunter rechte Biicher,
welche die Vorherrschaft der WeifSen, Antisemitismus, Anti-LGBTQ-Stim-
mung und Holocaust-Leugnung férdern sowie Anleitungshandbiicher zum
Bau von Sprengstoffen und anderen Waffen (The Counter Extremism Pro-
ject, CEP 2023).

Die wachsende Besorgnis, dass diese Sozialen Medien zum méchtigen
Instrument zur Verbreitung von Hass und Gewalt werden, fiihrte zu einem
wachsenden Druck, verschiedene Gegenmafinahmen zu ergreifen (Berger
2015; Klausen 2015; Weimann 2014; 2016a). Zu diesen Mafinahmen ge-
horten das ,Deplatforming® hasserfiillter und gewalttitiger extremistischer
Online-Inhalte, die Sperrung ihrer Social-Media-Konten und der Druck
auf Social-Media-Unternehmen, solche Inhalte zu entfernen. Infolgedessen
haben Technologieunternehmen und Social-Media-Plattformen ihre Mog-
lichkeiten zur Erkennung und Entfernung solcher Inhalte erweitert (Ga-
nesh/Bright: 2020). Um diese Bemithungen zu unterstiitzen, haben Soci-
al-Media-Plattformen wie Facebook, YouTube, Microsoft und Twitter ihre
Deplatforming-Bemiithungen iiber das Global Internet Forum to Counter
Terrorism (GIFCT) koordiniert, um terroristischen Gruppen und gewaltta-
tiger Hassrede den Zugang zu verweigern und fiir extremistische Zwecke
genutzte Online-Konten zu 16schen. Um diese Gegenmafinahmen zu iiber-
winden und ihre Online-Prasenz aufrechtzuerhalten, mussten Hassgruppen
und verschiedene antisemitische Gruppen von Mainstream-Online-Platt-
formen auf alternative Online-Kanéle umsteigen. Sie wechselten zu neueren
und weniger strengen Plattformen wie Gab, Telegram, Parler, 4chan, 8chan
und TikTok, um zu interagieren und Propagandaartikel zu verbreiten. Eine
Reihe relativ neuer und leicht zugdnglicher Kommunikations-, Anwendun-
gen” sind ein weiterer Bestandteil dieses Trends.

Unsere eigene Studienreihe zu Hass und Antisemitismus auf neuen digi-
talen Plattformen ergab, dass sich Beleidigungen und Hassreden sowie die
Leugnung des Holocaust schnell und intensiv auf diesen neuen Kanile und
Anwendungen ausbreiten. So sind verschiedenartige antisemitische Inhalte
beispielsweise leicht auf TikTok zu finden, einer bei jungen Menschen sehr
beliebten Social-Media-Plattform (Weimann/Masri: 2023). Unsere Ergeb-
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nisse stammen aus zwei Studien, die in den Jahren 2020 und 2021 durchge-
fithrt wurden und eine systematische Inhaltsanalyse von TikTok-Videos,
Kommentaren und sogar Benutzernamen implementierten. Die Ergebnisse
verdeutlichen die alarmierende Présenz extrem antisemitischer Botschaf-
ten in Videoclips, Liedern, Kommentaren, Texten, Bildern und Symbolen,
die in den Inhalten von TikTok dargestellt werden. Der Algorithmus von
TikTok ist umso beunruhigender, als er eine Spirale des Hasses in Gang
setzt: Er dringt Nutzer, die unbeabsichtigt verstorende Inhalte ansehen,
dazu, mehr (und mehr) anzusehen. Angesichts der jungen Zielgruppe von
TikTok sind diese Ergebnisse mehr als alarmierend; TikTok versdaumt es
sogar, seine eigenen Nutzungsbedingungen anzuwenden, die keine Inhalte
zulassen, die ,absichtlich darauf zielen, Menschen zu provozieren oder zu
verdrgern, oder die darauf abzielen, Menschen zu beldstigen, zu verletzen,
zu erschrecken, zu quilen, in Verlegenheit zu bringen oder zu verdrgern
oder die Androhung korperlicher Gewalt beinhalten®

Eine weitere Studie konzentrierte sich auf TamTam, eine relativ neue
Messanger App/Nachrichten App mit Millionen von Benutzern, die auf
modernster Verschliisselungstechnologie basiert und sicherstellt, dass alle
Benutzerdaten verschlusselt und sicher sind. Dies bedeutet, dass Benutzer
vertrauensvoll kommunizieren konnen und wissen, dass ihre Gesprache
privat sind. TamTam wurde im Mai 2017 von der russischen Firma Mail.ru
Group (zu der auch Vkontakte, Odnoklassniki und ICQ gehdren) ins Le-
ben gerufen. Die liberalen Richtlinien von TamTam, der einfache Zugang
ohne Registrierung, die wachsende Reichweite und die Multimedia-Dienste
zogen auch Terroristen und gewalttiatige Extremisten an. TamTam-Dien-
ste wurden von Neonazis, Akzelerationisten und anderen gewalttitigen
extremistischen Gruppen genutzt. Im November 2022 fand eine Studie
des Counter Extremism Project (CEP) 13 Kanidle auf TamTam, die Ter-
rorismus und Neonazi-Akzelerationismus forderten, einschliellich Anwei-
sungen zum Bombenbau (CEP 2022). Unsere Studie ergab, dass mehrere
TamTam-Kandle terroristische und gewaltbereite extremistische Inhalte ver-
offentlichen (Weimann/Pack: 2023). Dazu gehorten rechtsextreme und an-
tisemitische Kandle (Siege Library, Saint-Posting, Rooney, Nat Soc Death
Squad, Schutzstaffel, Potassium Nitrate Pilled, Hatelab) und sogar ISIS-na-
he Kandle.
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“Going Darker™: Das Dark Net

Stellen Sie sich das Internet als einen riesigen Eisberg vor. Die Spitze des
Eisbergs, die fiir die meisten Menschen sichtbar ist, ist das offene Netz
oder das Surface Web, das gecrawlt und indiziert wurde und daher von
Standardsuchmaschinen wie Google oder jedem Webbrowser durchsucht
werden kann. Aber der grofite Teil des Internets liegt unterhalb der me-
taphorischen Wasserlinie, undurchsuchbar und fiir die Offentlichkeit un-
zugdnglich. Diese verborgenen Teile des Internets werden als Deep Web
bezeichnet. Das Deep Web ist etwa 400-500 Mal grofier als das Surface
Web. Die tiefsten Schichten des Deep Web, ein Segment, das als Dark Net
bekannt ist, enthalten absichtlich verborgene Inhalte, darunter illegale und
gesellschaftsfeindliche Informationen. Somit kann das Dark Net als der Teil
des Deep Web definiert werden, auf den nur iiber spezielle Browser (wie
den Tor-Browser) zugegriffen werden kann.

Terroristen und Extremisten haben die Vorteile des Dark Net entdeckt
und begonnen, seine verschlossenen Plattformen zu nutzen (Weimann,
2016b; 2018). Die Einsatzmoglichkeiten des Dark Net dhneln denen des
Surface Web. Die Hauptunterschiede bestehen darin, Anonymitét zu errei-
chen und Regulierung und Zensur zu vermeiden. Fiir Behorden und Soci-
al-Media-Unternehmen ist es sicherlich schwieriger, gegen rechtsextreme
Aktivitdten im Dark Web vorzugehen. Tatséchlich ergaben mehrere Umfra-
gen auf Dark-Net-Plattformen eine zunehmende Prisenz rechtsextremer
Beitrdge. So fand beispielsweise eine Analyse antisemitischer Aktivititen im
Dark Net eine Vielzahl von Artikeln mit Bezug zu weiSen Supremacists
und Nationalsozialisten (Topor 2019; 2022). Auf Dream Market wurden
beispielsweise Hitler-Goldmiinzen, Kleidung mit Nazi-Motiven, Briefmar-
ken, Bilder, Kunstwerke usw. angeboten. Rechtsextreme Blogs im Dark
Web sind ein weiteres Beispiel fiir rassistische Propaganda und Hetze im
Internet. Ein typisches Beispiel ist ein Blog namens ,White Will Survive®, in
dem Juden als psychisch krank beschrieben werden und als Menschen, die
jeden vergewaltigen und téten wollen, der kein Jude ist.

Der Fall Daily Stormer ist ein gutes Beispiel fiir die Migration ins Dark-
net. Dies war eine der erfolgreichsten Online-Neonazi-Seiten. Nach den ge-
walttitigen Vorfillen in Charlottesville wurde die Website aus dem Surface
Web entfernt, tauchte aber bald im Darknet auf. Somit war der unverbliim-
te Antisemitismus des Daily Stormer nicht verschwunden, sondern hatte
sich bis in die tiefsten Schichten des Netzes verlagert. Der Daily Stormer
fuhr ohne Unterbrechung auf seiner Dark Website fort. Infolgedessen half
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der Daily Stormer erneut dabei, rassistische Unterstiitzer fiir eine ,Unite the
Right“- Kundgebung zusammenzubringen. Unmittelbar nach der Kundge-
bung wurde Hether Heyer, die ermordete Frau in Charlottesville, in einem
Online-Artikel vom 13. August 2018 schamlos und hasserfiillt verspottet.

Unsere Suche im Dark Net nach Begriffen wie ,Nazi, ,Juden’ ,Weif3
und verschiedenen anderen antisemitischen und rassenbezogenen Begrif-
fen lieferte beunruhigende Ergebnisse (Weimann/Masri 2020). Beispiels-
weise gebrauchen diese Extremisten hdufig die Darknet-Blogs, um Themen
wie Holocaust-Leugnung und Nazi-Propaganda zu posten, zu diskutieren,
zu verbreiten und nach ihnen zu suchen. Dariiber hinaus nutzen rechtsex-
treme Gruppen soziale Netzwerke im Darknet. Diese dhneln Oberflichen-
netzwerken wie Facebook, Twitter, LinkedIn, Google+ oder Gab. Nach
Beschrankungen und Verboten dieser sozialen Netzwerke im Oberflachen-
netz zogen viele Extremisten in die sozialen Netzwerke des Darknets. Das
Darknet verfiigt iiber mehrere beliebte soziale Netzwerke, in denen rechts-
extreme Aktivisten gedeihen kénnen. Es gibt sogar ein Darknet-Facebook.
Diese Versionen bieten Geheimhaltung und Anonymitdt. Sobald man sich
in einem sozialen Darknet-Netzwerk befindet, kann man eine Vielzahl von
Seiten, Benutzern und Beitragen finden. Viele dieser Sozialen Medien im
Darknet werden zur Verbreitung rassistischer, antisemitischer und weifler
Propaganda genutzt. Wie Topor (2019; 2022) anmerkt, ist das Ausmaf3
des Antisemitismus im Darknet unbekannt, aber er ist unreguliert, transpa-
renter und kann schamloser und aggressiver zur Schau gestellt werden.
Wihrend Antisemitismus im Open Surface Web bekdmpft, beseitigt und
blockiert werden kann, lasst sich Antisemitismus im Dark Net kaum regu-
lieren, entfernen und blockieren.

“Dog Whistle™ Die codierte Sprache des Online-Antisemitismus

Die Bedeutung der Hundepfeife liegt auf der Hand: Hundeohren kénnen
viel hohere Frequenzen wahrnehmen als unsere menschlichen Ohren. Eine
Hundepfeife ist also nichts anderes als ein iiberaus hoher Pfiff, den Hunde
horen kénnen, wir aber nicht. Kiirzlich ist jedoch eine neue Verwendung
des Begriffs ,Hundepfeife“ aufgetaucht: ein verschliisseltes Kommunikati-
onssystem, bei dem Worter oder Phrasen verwendet werden, die iiblicher-
weise nur von einer bestimmten Gruppe von Menschen verstanden wer-
den, von anderen jedoch nicht. Vor kurzem begannen rechtsextreme Extre-
misten, darunter White Supremacists, antisemitische Gruppen, Rassisten
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und Neonazis, die ,Hundepfeife“-Methode anzuwenden (Bhat/Klein 2020).
Alarmiert durch die Bemithungen der Sicherheitsbehdrden und der Polizei,
sie online zu finden, und durch die Versuche der Betreiber Sozialer Medi-
en, ihre Inhalte zu entfernen, versuchen sie, die neue Sprache der Codes
und Doppelziingigkeit zu verwenden. Eine im Jahr 2019 durchgefiihrte
Studie enthiillte, wie White Supremacists verschliisselte Sprache in sozialen
Netzwerken verwenden, um Gewalt, Hass und Antisemitismus zu fordern
(Anti-Defamation League 2019).

Die Ergebnisse offenbaren beunruhigende Muster einer zunehmend
hasserfiillten Rhetorik und verdeutlichen Zusammenhénge zwischen ver-
schliisselten Hasswortern und verschworerischen Vorstellungen iiber Juden.
Sie zeigen, wie sich diese Vorstellungen auf den Plattformen verbreiten und
verdndern. Sie argumentierten, dass ,,Robert Bowers und Brenton Tarrant
mit der verschworerischen Sprache dieser Echokammern bestens vertraut
waren und verschliisselte rassistische und antisemitische Sprache verwen-
deten, um Angst zu verbreiten und zu versuchen, andere zu Gewalttaten
zu rekrutieren (siehe den Beitrag von Hartleb/Schiebel zu Lone Actors
in diesem Band). Auf diesen Online-Plattformen setzen die Nutzer haufig
auf eine verschliisselte, ironische Sprache, sodass nur ,Insider” die zutiefst
hasserfiillte Absicht ihrer Rhetorik erkennen kdnnen.

Die Verwendung der neuen Sprache beinhaltet das Ersetzen rassistischer,
antisemitischer und neonazistischer Anspielungen durch harmlose Worter,
die in den Beitragen scheinbar aus dem Zusammenhang gerissen sind. For-
scher haben herausgefunden, dass jeder Hassredendetektoren durch einfa-
che Anderungen seiner Sprache austricksen kann - indem er Leerzeichen
in Satzen entfernt, ,S“ in ,$“ dndert oder Vokale in Zahlen umwandelt.
So handelt es sich beispielsweise bei den Zahlen 14 und 88, die in ver-
schiedenen Kombinationen verwendet werden, um einen Code, mit dem
Neonationalsozialisten und White Supremacists heimlich Hassbotschaften
im Internet posten. Die Zahl 14 bezieht sich auf David Lane, einen beriich-
tigten, moderischen Anfithrer der weiflen Rassisten, der einst die aus 14
Wortern bestehende Erklarung abgab: ,Wir miissen die Existenz unseres
Volkes und eine Zukunft fiir weifle Kinder sichern.” Die Zahl 88 bezieht
sich auf die Tatsache, dass H der achte Buchstabe des Alphabets ist, also
ist 88 HH. Dies steht fiir ,Heil Hitler", Teil des historischen Hitlergruf3es.
Im Wesentlichen ist 1488 eine Riickbesinnung auf diese beiden Figuren und
ihre rassistischen Ideologien. Ein weiteres geheimes Symbol rechtsextremis-
tischer Gruppen, das auf dem Code von 1488 basiert, ist ein Symbol, das
zwei Wiirfel darstellt. Diese Wiirfel sind so positioniert, dass die beiden
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Seiten des ersten Wiirfels eine Eins und eine Vier zeigen (entsprechend 14)
und die beiden zweiten Wiirfel eine Fiinf und eine Drei zeigen (insgesamt
acht).

In ahnlicher Weise bezieht sich 109 oder 109/110 auf die Idee, dass Juden
aus 109 Landern verbannt werden. Die ,110“ weist auf die Absicht hin,
Juden aus einem anderen Land ethnisch zu sdubern. Es gibt auch Akrony-
me wie 6MWE fiir ,Six Million Wasn't Enough', was bedeutet, dass die
Ermordung von 6 Millionen Juden im Holocaust nicht genug war, oder
SGTKRWN* (,Gas the Kikes, Race War Now®) und Hashtags wie #tgsnt
(»the greatest story never told“) oder ,die grofite Geschichte, die nie erzahlt
wurde® (Code fur ,Hitler hatte Recht“), ,ZOG" ,ZIO“ oder ,turbokike®
anstelle von ,,Juden®

Unsere Studie untersuchte die Entstehung dieser neuen Online-Sprache,
des Systems von Codewdrtern, das von Rechtsextremisten, Rassisten und
Antisemiten entwickelt wurde (Weimann/Ben Am 2020). Der ideale Bei-
trag fiir unsere Analyse war einer, der eine oder mehrere ,digitale Hunde-
pfeifen® enthielt. Wie bereits erwdhnt, sind ,Hundepfeifen® aller Art in den
Mainstream-Social-Media-Kandlen hédufiger anzutreffen, da sie dazu die-
nen, nicht entdeckt zu werden und mit Gleichgesinnten zu kommunizieren.
Daher sind fiir Beitrage auf Nischenplattformen wie Chan-Imageboards,
TamTam, Gab, Vkontakte, Voat oder geschlossenen Gruppen und Seiten
keine ,Hundepfeifen“ oder in geringerem Mafle erforderlich. Unsere Um-
frage zu Online-Hassinhalten verdeutlichte die Verwendung visueller und
textlicher Codes fiir Extremisten. Diese versteckten Text- und Bildsprachen
ermoglichen es Extremisten, sich vor aller Offentlichkeit zu verstecken und
ermoglichen es anderen, Gleichgesinnte leicht zu identifizieren. Es besteht
kein Zweifel, dass die ,neue Sprache; die verschliisselte Kommunikation,
die online von verschiedenen rechtsextremen Gruppen verwendet wird,
alle bekannten Merkmale einer konventionellen Sprache enthilt: Sie ist
sehr kreativ, produktiv, instinktiv und nutzt den Austausch verbaler oder
symbolischer Auflerungen, die von bestimmten Einzelpersonen und Grup-
pen geteilt werden konnen.

Der Gebrauch von Online-Archiven und Cloud Services
Eine der ausgefeilteren Methoden, mit denen Extremisten und Hassgrup-

pen die Online-Kommunikation nutzen, um einer Entdeckung zu entge-
hen, ist der Einsatz virtueller Dead Drops. Der Dead Drop, ein Begriff aus
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der Spionageterminologie, diente der heimlichen Weitergabe von Informa-
tionen an einem geheimen Ort zur Zwischenlagerung. In jiingster Zeit wur-
de der physische Dead Drop in einen digitalen umgewandelt, hauptsichlich
in Form anonymer Online-Sharing-Portale. Anonyme Sharing-Portale sind
ein Sammelbegriff fiir Online-Seiten, die offen zuginglich sind, fiir die
keine Anmeldung erforderlich ist und die daher Anonymitdt bieten und
das Teilen von Links ermdglichen, deren Inhalte gesammelt, geteilt und
massenhaft verbreitet werden sollen. Somit sorgen diese Portale und Web-
sites fiir den Aufbau von Redundanz und schiitzen vor weit verbreitetem
Inhaltsverlust aufgrund von Deplatforming. Infolgedessen sind anonyme
Sharing-Portale wie JustPaste.it, Sendvid.com und Dump.to zu den von
Hassgruppen am haufigsten genutzten Websites geworden (Donovan/Le-
wis/Friedberg 2018). Durch die Veréffentlichung ihrer Inhalte auf anony-
men Plattformen und die Weiterleitung der Benutzer auf diese und andere
Plattformen erschweren Extremisten und Terroristen die Erkennung und
Entfernung ihrer Online-Prasenz (Weimann/Vellante 2021: 2-21).

Ein beunruhigender Fall eines Online-Archivs ist das so genannte ,Inter-
net Archive®. Das 1996 gegriindete ,Internet Archive® ist eine gemeinniitzige
amerikanische Organisation, die Tausende von Computerservern nutzt,
um mehrere digitale Kopien von Seiten, Videos, Filmen usw. zu speichern.
Es erméglicht der Offentlichkeit, digitales Material in seinen Datencluster
hoch- und herunterzuladen, wenngleich die meisten Daten automatisch
von seinen Webcrawlern gesammelt werden, die daran arbeiten, so viel wie
moglich vom offentlichen Web zu erhalten. Uber 750 Millionen Websites
werden taglich in der Wayback Machine des Internet Archive erfasst. Mit
Stand Dezember 2021 enthilt das Internet Archiv iiber 34 Millionen Biicher
und Texte, 74 Millionen Filme, Videos und Fernsehsendungen, 797.000
Softwareprogramme, 13.991.923 Audiodateien, 4,1 Millionen Bilder und 640
Milliarden Websites in der Wayback Machine. Doch Online-Archivierung,
die allen offen steht, wirft ernsthafte ethische Bedenken auf. In den letzten
Jahren haben Neonazis, Antisemiten, rechtsextreme Gruppen und andere
rassistische Gruppen das Internet Archiv (archive.org) genutzt, um ihre
Propaganda und Hetze online zu verdffentlichen, zu speichern und zu
verbreiten. Unsere Studie deckte die unterschiedlichen Nutzungen des In-
ternet Archive durch verschiedene rassistische und extremistische Gruppen
auf (Weimann 2022). Wir haben dieses Archiv iiberwacht und nach Ma-
terial von White Supremacy-Gruppen gesucht (z. B. American Freedom
Party, Patriot Front); neonazistischen und neofaschistischen Gruppen (z.
B. National Socialist Order/Atomwaffen Division (AWD), The Stormer,
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American Nazi Party, National Socialist Network, United Patriots Front);
rassistischen Hassgruppen (z. B. Blood and Honor, National Alliance);
neofaschistischen Gruppen (z. B. Proud Boys) und anarchistischen und
akzelerationistischen Bewegungen (z. B. Boogaloo Boys). Die Kategorisie-
rung basiert auf der Uberwachung und Dokumentation dieser Gruppen
durch verschiedene Organisationen, darunter das Southern Poverty Law
Center (SPLC), die Anti-Defamation League (ADL), die US Homeland
Security Digital Library (HSDL), den Atlantic Council und Counter Extre-
mism Projekt (CEP). Unser Scan ergab, dass alle untersuchten extremisti-
schen Gruppen und rassistischen Organisationen eine erhebliche Prisenz
im Internet haben. Wir haben Tausende von Videoclips, Reden, Biichern,
Bildern und Texten gefunden, die von diesen Gruppen archiviert wurden.
Viele davon enthielten neonazistische und antisemitische Inhalte. Wie diese
Studie zeigt, hat das Internet Archive auch eine beunruhigend sinistre und
gefdhrliche Seite.

Ein typisches Beispiel ist die National Socialist Order (NSO), auch
bekannt als Atomwaffen Division (AWD), eine nationalistische und rassis-
tisch gewaltbereite Extremistengruppe, die 2015 in den Vereinigten Staaten
gegriindet wurde. Das NSO-Material im Internet Archive umfasst die auf
Video aufgezeichnete Diskussion von Matt Koehl zum Thema ,Untersu-
chung von Hitlers Sozialpolitik und Zielen sowie Deutschlands kulturellen,
finanziellen und wissenschaftlichen Errungenschaften® Es hebt die wirt-
schaftlichen Fortschritte des Dritten Reiches und des Nationalsozialismus'
hervor, ,die sowohl den Kommunismus als auch den Kapitalismus, zwei
katastrophale, spekulative Systeme, mieden®. Dariiber hinaus heifit es: ,Die
nationalsozialistische Ordnung war modern und fortschrittlich. Die Wirt-
schaft war effizient und produktiv, mit Vollbeschiftigung, die der Arbeiter-
klasse einen hohen Lebensstandard bescherte. Miitter und Kinder wurden
geehrt, respektiert und geschitzt. Es gab eine kostenlose Gesundheitsver-
sorgung und eine kostenlose Hochschulbildung fiir alle. Es war tatsdachlich
eine gute Gesellschaft!“ Ein weiteres Video trug den Titel ,Wie Hitler die
Arbeitslosigkeit bekdmpfte und Deutschlands Wirtschaft wiederbelebte®.

Die Atomwaffen Division (AWD) ist eine terroristische Neonazi-Organi-
sation, deren Mitglieder als Akzelerationisten bezeichnet werden kénnen.
Diese glauben, dass Gewalt, der einzig sichere Weg ist, um Ordnung in ihre
dystopische und apokalyptische Vision der Welt zu bringen. Diese Gruppe
verfiigt tiber zahlreiche Propaganda- und Rekrutierungsvideos und Audio-
dateien im Internet Archive. Beispielsweise stellt das Video mit dem Titel
»The Sword Has Been Drawn“ die Gruppe, einige ihrer Aktivititen (meist
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gewalttatig), Verbindungen zu Hitler und der Nazi-Ideologie sowie Bilder
und Namen der Mitglieder vor. Ein dhnliches archiviertes Rekrutierungsvi-
deo ist ,Atomwaffen Division: Accelerating Vengeance®. Beide Videos wur-
den von AWD produziert und hochgeladen. Bei einer Audiodatei im Archiv
handelt es sich um die aufgezeichnete Nachricht aus dem Geféngnis von
Brandon Russel, einem AWD-Agenten, der wegen Besitzes von explosivem
Material zu fiinf Jahren Geféngnis verurteilt wurde. Auch er wiederholt den
Aufruf zur Gewalt mit dem Slogan ,Das Schwert ist gezogen, es gibt kein
Zuriick mehr® Schliefllich gibt es im Internet Archive zahlreiche archivierte
und fiir alle Neonazis zugéngliche Texte und Verdffentlichungen, wie ,The
Awakening Of A National Socialist’, ,Next Leap“ und ,DVX“ (Mussolini
gewidmet; DVX, die lateinische Schreibweise liest sich wie DUX -, Fithrer®
auf Deutsch; Mussolini, der sich selbst ,,Il Duce® auf Italienisch, also ,,Der
Anfiihrer nannte, nutzte DVX, um Parallelen zwischen ihm und dem
antiken Rom zu ziehen.)

Al-verstirkter Antisemitismus

Eine weitere Sorge, die der langen Liste der Angste, die durch den Anstieg
des Online-Antisemitismus geschiirt werden, hinzugefiigt werden kann, ist
das Wissen um kiinstliche Intelligenz (KI) und ihrem Potenzial. Laut einer
im Mai 2023 von der Anti-Defamation League verdffentlichten Umfrage
sind drei Viertel der Amerikaner sehr besorgt iiber den potenziellen Scha-
den, der durch die boswillige Nutzung von KI-Tools wie ChatGPT entste-
hen konnte. Das Autkommen kiinstlicher Intelligenz wird weithin wahr-
genommen als einer der wichtigsten technologischen Game-Changer der
Geschichte, der weitreichende Auswirkungen auf alle Aspekte des mensch-
lichen Lebens haben wird. Die ,KI-Revolution® basiert vor allem auf der
beispiellosen Qualitdt der von ihnen generierten Inhalte, die Massen von
Internetnutzern anzieht. Allein ChatGPT hat in nur zwei Monaten mehr als
100 Millionen Nutzer gewonnen und im Januar 2023 téglich 13 Millionen
einzelne Besucher generiert (Hu 2023). ChatGPT und dhnliche KI-Dienste
sind auf KI basierende Chatbots, denen Benutzer Fragen stellen oder von
ihnen Informationen anfordern kdnnen. Diese KI-basierten Content-Ge-
nerierungsplattformen lésten eine weltweite Diskussion dariiber aus, wie
diese Technologien zum Wohle der Menschheit eingesetzt werden konnen.
Dennoch gibt es auch potenzielle Risiken und Bedrohungen: Diese bemer-
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kenswerte Anwendung kann auch fiir boswillige Zwecke genutzt werden,
beispielsweise von Terroristen und gewalttitigen Extremisten.

Bereits im Jahr 2020 haben McGuffie und Newhouse (2020) durch die
Bewertung von GPT-3 das Missbrauchspotenzial generativer Sprachmodel-
le hervorgehoben. Beim Experimentieren mit Eingabeaufforderungen, die
fir verschiedene Arten extremistischer Inhalte reprasentativ sind, zeigten
sie ein erhebliches Risiko fiir grof angelegte Online-Radikalisierung und
-Rekrutierung. Im April 2023 verdffentlichte das EUROPOL Innovation
Lab einen Bericht, der einige Mdglichkeiten vorstellte, wie Large Language
Models (LLMs) wie ChatGPT zur Begehung oder Erleichterung von Straf-
taten, einschliefilich Identitdtsdiebstahl, Social-Engineering-Angriffen und
der Produktion von Schadcode genutzt werden kann, der fiir Cyberkrimi-
nalitat verwendet wird (Europol 2023). Eine weitere Studie, die im August
2023 von ActiveFence verdffentlicht wurde, einem Unternehmen, dessen
Aufgabe es ist, Online-Plattformen und ihre Benutzer vor boswilligem Ver-
halten und schédlichen Inhalten zu schiitzen, untersuchte, ob Liicken in
den grundlegenden Schutzprozessen Kl-basierter Suchplattformen beste-
hen. Die Forscher verwendeten eine Liste von iiber 20.000 riskanten Einga-
beaufforderungen, um spezifische Stirken und Schwichen der Schutzmaf3-
nahmen zu bewerten. Sie nutzten diese Prompts, um riskante Antworten
im Zusammenhang mit Fehlinformationen, sexueller Ausbeutung von Kin-
dern, Hassreden, Selbstmord und Selbstverletzung zu erhalten. Thre alar-
mierenden Ergebnisse zeigen, dass Modelle verwendet werden kénnen, um
schddliche und gefahrliche Inhalte zu generieren und Bedrohungsakteuren
Ratschlage zu geben. Die Studie kommt zu dem Schluss: ,,Dies ist nicht nur
ein gesellschaftliches Problem, sondern auch ein Reputationsrisiko fiir Un-
ternehmen, die LLMs entwickeln und einsetzen.” Wenn es unkontrolliert
bleibt, kann es weitreichenden Schaden anrichten; sich negativ auf die
Benutzerakzeptanzraten auswirken; und zu erhShtem Regulierungsdruck
fithren® (ActiveFence 2023: 5). Kiirzlich veroffentlichte das Global Internet
Forum to Counter Terrorism (GIFCT) einen Bericht iiber die Bedrohun-
gen, die von Extremisten und Terroristen durch den Einsatz generativer KI
ausgehen (GIFCT 2023).

Unsere Studie zum Thema ,Generating Terror: The Risks of Generative
AI Exploitation” hat die potenziellen Risiken des Einsatzes von KI-Such-
bots fiir Extremisten, Terroristen sowie antisemitische Gruppen und Ein-
zelpersonen aufgezeigt (Weimann et al.: 2023). Wir haben ein experimen-
telles Design verwendet, um Befehle zu testen, mit denen sich die Verteidi-
gung verschiedener KI-Chatbot-Plattformen effektiv ,jailbreaken ldsst. Die
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von uns angeforderten Informationen stammten aus fiinf Hauptkategorien
von Aktivititen, die moglicherweise fiir boswillige Akteure, insbesondere
gewalttatige Extremisten, von Interesse sein kénnten. Dazu gehorten: (1)
polarisierende oder emotionale Inhalte; (2) Desinformation oder Fehlinfor-
mation; (3) Rekrutierung, die zur Erweiterung der Mitgliederzahl, zur Ge-
winnung von Anhingern oder zur Gewinnung von Unterstiitzung genutzt
werden konnte; (4) Taktisches Lernen, das zum Erwerb von Wissen oder
Fihigkeiten angestrebt werden konnte; und (5) Angriffsplanung, die bei der
Strategieentwicklung oder Vorbereitung von Angriffen verwendet werden
konnte. Die Ergebnisse dieser Studie, die die Analyse von Daten von fiinf
verschiedenen generativen KI-Plattformen und insgesamt 2.250 Instanzen
umfasste, ergaben eine Gesamterfolgsquote von 50 % (,,Erfolg® ist definiert
als die Fahigkeit, Informationen von KI-Plattformen unter Umgehung ihrer
Abwehrmafinahmen zu erhalten).

Die Uberschneidung von KI und Antisemitismus ist ein alarmierender/s
Trend/Phidnomen. KI-Systeme, die auf grofSen Datensitzen basieren, kon-
nen unbeabsichtigt in diesen Datensdtzen vorhandene Vorurteile und Des-
informationen widerspiegeln und aufrechterhalten. Wenn diese Datensitze
verzerrte Informationen oder historische Vorurteile enthalten, konnen die
KI-Algorithmen diese Verzerrungen unbeabsichtigt lernen und reproduzie-
ren. Antisemitismus, der auf historischen Diskriminierungen und Stereo-
typen beruht, ist vor diesem Phdnomen nicht immun. Daher kann der
Einsatz von KI in verschiedenen Anwendungen, von Einstellungsprozes-
sen bis hin zu Social-Media-Algorithmen, unbeabsichtigt antisemitische
Vorurteile replizieren. Algorithmen, die von Kl-basierten Plattformen ein-
gesetzt werden, konnen antisemitische Inhalte unbeabsichtigt verstarken.
KI-Algorithmen, die darauf ausgelegt sind, das Nutzerengagement zu maxi-
mieren, kdnnen sensationelle oder kontroverse Inhalte einschlieSlich anti-
semitischer Narrative priorisieren. Die rasche Verbreitung solcher Inhalte
kann zur Normalisierung antisemitischer Vorstellungen und Stereotypen
beitragen und die Diskriminierung weiter verfestigen. Da die Gesellschaft
weiterhin auf KI setzt, ist es unerldsslich, die unbeabsichtigte Verstirkung
von Vorurteilen, einschliellich antisemitischer Tendenzen, anzugehen und
einzuddmmen.
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Kénnen wir zuriickschlagen?

In diesem Beitrag werden einige der alarmierenden neuen Trends im On-
line-Antisemitismus untersucht. Die Geschichte des Internets und damit
verbundener Technologien hat uns gelehrt, dass es wahrscheinlich zu zahl-
reichen unvorhergesehenen Auswirkungen kommt, unerwartete Nebenwir-
kungen von Innovationen also schwerwiegende Folgen haben konnen.
Aber konnen wir den Missbrauch dieser neuen Online-Kanile und -Platt-
formen fiir neuen Antisemitismus begrenzen? Seit einiger Zeit wird ein
Katz-und-Maus-Spiel zwischen verschiedenen Organisationen, Regierun-
gen und staatlichen Stellen gespielt, die Online-Rassismus, Antisemitismus
und Hassreden bekdmpfen (siehe zum Beispiel die IDI-Yad Vashem ,,Re-
commendations for Reducing Online Hate Speech® 2020). Aber der Kampf
sollte praventiv sein und die Kriege ,von morgen“ und ,nicht die von
gestern® fithren. Wahrend beide Seiten versuchen, sich gegenseitig auszu-
mandvrieren, entsteht ein Teufelskreis aus Innovationen und sich dagegen
formierenden Gegenmafinahmen. Es ist notwendig, diesen Kreislauf mit
einer neuen langfristigen Strategie, bestehend aus einer Reihe kombinier-
ter Praventivmafinahmen zu durchbrechen, die Erstschldge antisemitischer
Akteure vereiteln.

Der erste Schritt besteht darin, die neuen Trends, die neuen Kanile und
die neuen Plattformen zu beobachten (Monitoring). Wenn neue Technolo-
gien auftauchen, werden sie von Sicherheits- und Strafverfolgungsbehorden
weitgehend ignoriert, wie urspriinglich das Internet. In einem Europol-Be-
richt heifst es: ,Die Gesetzgebung fiir neue Technologien wird oft damit
verglichen, ein Auto nur mit dem Riickspiegel zu fahren. Sie geschieht
oft im Nachhinein, und wenn dann neue Gefahren auftauchen, ist es zu
spat“ (EUROPOL 2022). Daher ist die Uberwachung und Entfernung an-
tisemitischer Inhalte von entscheidender Bedeutung und kann durch den
Einsatz neuer Online-Technologien wie Algorithmen und Kiinstliche Intel-
ligenz verbessert werden. Algorithmen und Kiinstliche Intelligenz konnen
verwendet werden, um Social-Media-Plattformen kontinuierlich zu durch-
suchen, Inhalte zu identifizieren, die Hass und Stereotypen gegen Juden
fordern, und solche Inhalte automatisch an Social-Media-Unternehmen
und die Behorden zu melden (Bjola/Manor 2020). Heutzutage gibt es
Versuche, spezielle Algorithmen zu entwickeln, die die Leistungsfahigkeit
kiinstlicher Intelligenz nutzen, um Online-Antisemitismus zu bekdmpfen.
Die innovativen Algorithmen ermdglichen eine effiziente und sofortige
Uberwachung antisemitischer Auflerungen innerhalb des Netzwerks und
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verbessern dadurch die Fahigkeit, solche Beitrdge zu melden und zu entfer-
nen.

Der zweite Schritt sollte eine frithzeitige Identifizierung/Friiherkennung
sein: In den frithen Phasen der Entwicklung einer neuen Online-Plattform
werden deren Grundlagen auf Basis der von den Entwicklern festgelegten
Voraussetzungen gelegt. Daher ist die Umgestaltung eines Systems zur
Erfiillung bestimmter Anforderungen weitaus anspruchsvoller, als diese
Anforderungen von Anfang an zu berticksichtigen. Dadurch konnen beide
Seiten verstehen, wie sie die kiinftigen Kanile sicherer und weniger anfillig
fur Rassisten, Extremisten und Antisemiten machen konnen. Dann kommt
das wihlbare Maf3 an Benutzeridentifikation. Derzeit ist es fiir Cyber-affi-
ne Personen recht einfach, online unethische oder illegale Aktivititen zu
begehen und sich den Konsequenzen zu entziehen, weil die zustdndigen
Behorden sie nicht identifizieren kénnen. Es sollte eine Methode geben,
mit der die Identitdt von Personen bestitigt werden kann, bevor die Nut-
zung zukiinftiger Online-Kanile gestattet wird. Der Witz iiber Web 1.0
war: ,Niemand weiff, dass man ein Hund ist" Web 2.0 versuchte, das
Identitatsproblem durch die Authentifizierung von Benutzern zu l6sen, be-
ginnend mit der ,Echtnamen-Richtlinie“ von Facebook. Die Verpflichtung
von Einzelpersonen, sich bei der Erstellung ihrer Konten und Avatare zu
identifizieren, kann die Wahrscheinlichkeit verringern, den Cyberspace
fir die Verbreitung von Hass und Gewalt zu missbrauchen. Und schlief3-
lich kommt noch die Notwendigkeit einer Benutzerschulung hinzu. Die
Aufklarung der Nutzer muss eine wichtige Rolle spielen: Unwissenheit
ist ein wesentliches Hindernis, um die Ausbreitung von Antisemitismus
einzuddmmen und zuriickzudridngen. Es hat sich gezeigt, dass Schulen
der meist geeignete Ort sind, um angemessene Informationen und Schu-
lungen zu erhalten, um junge Nutzer vor Hassreden und Extremismus
zu schiitzen. Da junge Menschen oft lernbegierig sind, kann ihnen das
erworbene Wissen helfen, sich und andere zu schiitzen. Dartuber hinaus
sollte eine solche vorausschauende Bildung nicht auf Bevdlkerungsgruppen
im schulpflichtigen Alter beschrinkt sein: Firmen und Unternehmen sowie
hohere Bildungseinrichtungen und Universitaten konnten an einer solchen
digitalen Bildung beteiligt sein.

Online-Antisemitismus ist so alt wie das Internet. Das Autkommen neuer
Online-Plattformen mit wachsender globaler Reichweite und weniger Kon-
trolle oder Regulierung fiihrte zu einer Neuverpackung uralter antisemiti-
scher Tropen mit den Merkmalen des neuen Antisemitismus. Wie dieses
Kapitel nahelegt, sollten wir uns in naher Zukunft auf effiziente Methoden
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zur genauen Erkennung toxischer Sprachmuster und deren Bekdmpfung
konzentrieren. Die neuen Kanile und digitalen Plattformen, von Sozialen
Medien bis hin zu Kiinstlicher Intelligenz, kdnnen nicht nur den Forderern
von Hass und Gewalt dienen. Sie kénnen auch Werkzeuge sein, um sie zu
bekampfen. So konnen beispielsweise KI-gestiitzte Werkzeuge zur Bekamp-
fung verschiedener Formen von Antisemitismus eingesetzt werden. Ein eu-
ropdisches Team hat die Initiative ,Decoding Anti-Semitism® ins Leben ge-
rufen, die auf einem KI-gesteuerten Ansatz basiert, um nuancierte Formen
des Antisemitismus in Englisch, Franzdsisch und Deutsch zu erkennen
(Margit 2020). Um implizite antisemitische Inhalte schneller erkennen und
bekdmpfen zu konnen, entwickelt das internationale Team aus Diskurs-
analytikern, Computerlinguisten und Historikern einen hochkomplexen
KI-gestiitzten Ansatz zur Identifizierung von Online-Antisemitismus.

Mit dem Wachstum der globalen Online-Community wiéchst auch die
Notwendigkeit, die sich abzeichnenden Trends bei Hassreden und antise-
mitischen Inhalten im Internet richtig zu erkennen. Das Verstdndnis der
neuen Richtungen und Entwicklungen in der digitalen Welt ist entschei-
dend fiir die Entwicklung wirksamer Gegenstrategien.
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