Ohne Redundanz keine Anschlusskommunikation

Zum Verhéltnis von Information und Kommunikation
Rudolf Stéber

Kommunikation, Information und Redundanz bedingen sich wechselseitig. Da Infor-
mation eine Zeitfunktion ist, liegt die Ursache kommunikativer Redundanz in der
Notwendigkeit, mit , Anschlusskommunikation aus Verstandlichkeitsgriinden eine
Briicke iiber die Zeit zu schlagen. In dem Aufsatz werden drei Informationsbegriffe
unterschieden: der informationstheoretische, der sprachliche und der kommunikations-
wissenschaftliche. Der sprachliche Informationsbegriff wird gingiger Systematik ent-
sprechend in einen semantischen, syntaktischen und pragmatischen Informationsbegriff
geschieden. Den drei Haupt-Informationsbegriffen werden drei Redundanzen 1. bis 3.
Ordnung zugeordnet. Es wird gezeigt, wie iiber die Informationsbegriffe und die Red-
undanzen hinweg Verstindlichkeit erzengt wird. Die verschiedenen Informationsbe-
griffe lassen sich als einander bedingende Teilmengen darstellen, die einerseits aus ver-
schiedenen Regelwerken und Aushandlungen abzuleiten, andererseits in unterschiedli-
chem Umfang zu messen sind. Abschlieflend werden die unterschiedlichen Begriffsanf-
fassungen von Information und Kommunikation, die sich in verschiedenen Wissen-
schaften herausgebildet haben, zueinander in Beziehung gesetzt.

Schlagworter: Redundanz, Information, Kommunikation, Zeit, Verstindigung,
Sprachpragmatik, Handlungstheorie, Systemtheorie, Verhaltenspsychologie

Meinem Vater Wilhelm Stéber zum 80. Geburtstag

1. Problemaufriss

Sichtet man kommunikationswissenschaftliche Literatur, insbesondere Einfithrungen,
Handbiicher und Lexika, so stellt man rasch fest, dass zentrale Begriffe des Fachs un-
terschiedlich definiert werden. Insbesondere gilt dies fir die Begriffe Information und
Kommunikation. Je nachdem, ob systemtheoretisch, handlungstheoretisch oder aus
anderer Perspektive argumentiert wird, lassen sich gar gegensitzliche Begriffsauffas-
sungen finden. Wird Kommunikation systemtheoretisch verstanden, stofit man unwei-
gerlich auf Niklas Luhmanns Diktum ,, Kommunikation ist unwahrscheinlich“ (Luh-
mann 1981: 26). Vielzitiert, nicht selten ohne den Kontext, findet sich das erste Axiom
der verhaltenspsychologisch orientierten Palo-Alto-Schule: ,Man kann nicht nicht
kommunizieren® (Watzlawick/Beavin/Jackson 1972: 51). Haufig erwihnt, zumeist als
Gegenposition zur Kommunikationswissenschaft, wird der informationstheoretische
Informationsbegriff nach Claude E. Shannon (1948).! Den kommunikationswissen-
schaftlichen Informationsbegriff definierte Harry Pross am prignantesten: Informati-
on sei ein ,,Korrelat von Unkenntnis“ (Pross 1977: 23).

* Ich danke Helmut Gliick, Gabriele Mehling und Gunda Stober fiir ihre kritische Lektiire des
Manuskripts und instruktive Hinweise.

1 Nicht selten wird er jedoch verkiirzt dargestellt, oder man bezieht sich auf die Variante eines
Werks aus der Koautorschaft mit Warren Weaver, die missverstindlich suggeriert, die seman-
tischen Aspekte von Information seien ebenso berechenbar wie die informationstheoretischen;
vgl. Shannon/Weaver 1976: 35.
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Die Spannbreite der Begriffsauffassung liegt also je nach handlungstheoretischen,
verhaltenspsychologischen, systemtheoretischen oder kommunikationswissenschaftli-
chen Perspektiven so weit auseinander, dass zwischen den Auffassungen kaum noch
eine vermittelnde Position moglich scheint (Merten 1977). Dabei ist es lohnend, die
unterschiedlichen Begriffsauffassungen von Information und Kommunikation so zu-
einander in Beziechung zu setzen, dass sie sich auseinander ableiten lassen und in einen
kommunikationswissenschaftlichen Kommunikations- und Informationsbegriff min-
den. Das soll mit folgendem Beitrag geschehen. Er schenkt der Redundanz besondere
Beachtung, die als konstitutives Element von Kommunikation bislang in der Kommu-
nikationswissenschaft eher vernachlissigt wurde. Zugespitzt: Ohne Redundanzen
(verschiedener Ordnung) wire Kommunikation nicht méglich.

Sprache dient hier als Beispiel fiir diverse Formen der Humankommunikation,
denn sie ist das mit Abstand flexibelste und komplexeste Instrument menschlicher
Kommunikation. Dabei wird im Folgenden der Einfachheit halber mit einem Idealbild
natiirlicher Sprachen operiert. Sprache wird idealtypisch in die folgenden Erorterun-
gen eingefithrt, um sich nicht in die Untiefen sprachwissenschaftlicher Diskussionen
begeben zu missen. Es werden also bewusst Sonderformen und -fragen, z. B. Spezial-
aspekte restringierter Codes, konstruktionsgrammatische Fragen, Regelunsicherhei-
ten, eingeschrinkte Wortschitze bei den Kommunikationsteilnehmern etc., ausgeblen-
det. Es wird ausdriicklich die sprachliche Kommunikation behandelt, weil sich anhand
visueller oder nonverbaler Kommunikation die fraglichen Probleme nicht so leicht
veranschaulichen lassen. Die Schlussfolgerungen gelten aber mutatis mutandis auch fir
andere Ausdrucksformen menschlicher Kommunikation. Auch die Scheidung in Se-
mantik, Syntaktik und Pragmatik hat analytische und darstellende Griinde, die soziale
Kommunikation operiert mit ihnen in unaufléslicher Verbindung. Eine letzte Vorbe-
merkung: Die Gleichungen sind als abstrakte Symbolsprache zu verstehen, nicht im
Sinne exakter mathematischer Terme.

2. Information informationstheoretisch

Sybillinisch formulierte der Mathematiker Norbert Wiener, ,Information ist Informa-
tion, weder Materie noch Energie“ (Wiener 1963: 192). Information sei eine Zeitfunk-
tion: #nf = f(t): Informationstheoretisch betrachtet ist der Informatlonsgehalt der spe-
zifischen Information ¢t — ¢’ gleich derselben Information #” — ¢’ — unabhingig vom
Startzeitpunkt ¢ oder ¢’ (Wiener 1963: 111, 150; ahnlich Shannon 1948: 2). Darin ist
schon implizit enthalten, dass sowohl die Informationstheorie Shannons als auch die
Fortentwicklung zur Kybernetik durch Wiener axiomatisch von der Berechenbarkeit
der Information ausgingen. Informationssysteme tendieren zum Informationsverlust;
darum hat Shannon 1948 den Begriff der Entropie in Anlehnung an die Thermodyna-
mik als Berechnungsmaf} eingefithrt. Damit hat er einige Verwirrung gestiftet. Die
Unsicherheit resultiert daher, dass Entropie (= Unordnung) sowohl der Redundanz
(= Wiederholung) als auch der Information gegeniibergestellt werden kann. Die Infor-
mationstheorie definierte die Information als negative Entropie [-/], die maximale In-
formation(smenge) b, die ein System enthalten kann, entspricht jedoch zugleich dessen
maximaler Entropie [H,,,.]. Der bis zum Extremwert wichtige Vorzeichentausch wird
mit dem Erreichen des Maximums hinfallig. Was bedeutet im Sinne der Informations-
theorie die konkrete ,Information“ als negative Entropie bzw. maximale Information
als maximale (negative) Entropie: b = -H oder b, = +/-H,, .2

Zumeist beginnt die Erklirung der maximalen Informationsmenge » mit der Ablei-
tung aus der als bekannt vorausgesetzten Zahl der Gleichwahrscheinlichkeiten » und
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dem verfiigbaren Primirzeichensatz. Das liest sich in Anlehnung an Shannon dann als
h = ,logn. D. h. beispielsweise im dualen Zeichensatz der biniren Computerwelt: Es
gibt nur zwei Primarzeichen, die 0 und die 1. Das eine steht fir ,,Strom flieflt nicht®,
das andere fir ,Strom flieft“. Ein Bit (binary digit), doppeldeutig im Englischen
(= bisschen), kann zwei Werte annehmen. Wenn man einen natiirlichen Zeichensatz
von 256 Zeichen konstruieren will, hiefle das b = ,log25¢ = acht Bit = ein Byte. Compu-
terworte, Bytes, bestehen daher aus 8 Bit oder 8 primiren Zeichen — sie entsprechen
grosso modo einem Zeichen (Z) der natiirlichen Sprachen. Doch ist diese Anniherung
unnotig kompliziert, da in der digitalen Welt die maximale Information A vielfach als
bekannt vorausgesetzt werden kann: Festplattengroflen werden derzeit tiblicherweise
in Giga- oder Terabyte angegeben, also als 8*10% bzw. 8%1012 Bit. Ein Giga- oder Te-
rabyte enthilt jedoch nur dann die maximale Informationsmenge b, wenn zwei Bedin-
gungen erfillt sind: 1. Jeder Speicherplatz ist belegt, d. h. Leerstellen (0000 ...) gibt es
nicht. 2. Redundanzen miissen ausgeschlossen sein. Paradoxerweise erfiillt nur eine
Giga- oder Terabyte-lange, absolut zufillige Zeichenkette beide Voraussetzungen,
z. B. die Zahlenfolge 14 1592653589793 auf ein Giga- oder Terabyte zufillig
verlingert.? Dann wire b = -H,,,,. Doch ist die maximale Information(sdichte) als ma-
ximale Entropie fiir den Menschen ,,sinnlos“ und bedeutungsleer. Eine maximal be-
fullte Festplatte wire ohne jede sinnvolle Information. Der informationstheoretische
Ausdruck 5 soll im Folgenden durch Inf;, ersetzt werden, um deutlich zu machen,
dass verschiedene Informationsbegriffe unterschieden werden missen.

Spannender ist daher die umgekehrte Frage, wie wahrscheinlich ein spezifischer In-
formationszustand ist. Die Wahrscheinlichkeit, mit der einer der beiden moglichen
Werte eines Bit vorkommt, betragt 1:2 = % = 0,5 = 50 Prozent. Ein Byte besitzt 28 =
256 mogliche Werte. Die Wahrscheinlichkeit, mit der das ,,Computerwort® den ent-
sprechenden Wert annimmt, betrigt demnach 1/256 oder ca. 0,39 Prozent. Die 256
Werte findet man in herkommlichen PCs als Zeichensatz abgelegt, der, neben den
Klein- und Grofibuchstaben, Ziffern und Interpunktionszeichen auch diakritische
Zeichen, mathematische Operatoren, Wahrungssymbole sowie weitere Sonderzeichen
umfasst. Die meisten dieser Zeichen sind Primirzeichen, einige sind dariiber hinaus
zudem Sekundirzeichen: u. a. die Wahrungssymbole und die Ziffern von 0 bis 9, die
zugleich den Zahlen von Null bis Neun entsprechen. Obwohl ein Zeichensatz von 256
moglichen Werten schon umfangreich ist und obwohl er mehr Zeichen enthalt, als zur
Codierung einer natiirlichen Sprache notwendig sind, reicht er fir alle Sprachen der
Welt nicht hin. Daher gibt es eine Handvoll internationale Zeichensitze, weitere pro-
prietire Zeichensitze und zudem mehr als ein Dutzend nationale Varianten, um die
binire Primirzeichenwelt aus Nullen und Einsen der Primirzeichenwelt der natiirli-
chen Sprachen anzupassen. Der Zeichensatz soll im Folgenden als

n
2 Z1. Ordnung) ( = Infi,p) abgebildet werden.?
i

Bei einem ,, Text“ aus N Zeichen (Z) und mit einem Zeichensatz, der aus dem einfa-
chen Alphabet mit seinen 26 Zeichen bestiinde, gilte

2 Doch ist die Ziffernfolge nicht so zufillig, wie sie scheint, da sie die ersten 15 Nachkommazif-
fern der Zahl n listet.

3 Dabei besteht zwischen beiden Ausdriicken nur der Unterschied, dass mit der Summation na-
tirlicher Zeichen auf den fiir natlirliche Sprachen geeigneten Zeichensatz verwiesen werden
soll.

309

- am 18.01.2026, 08:31:22. —


https://doi.org/10.5771/1615-634x-2011-3-307
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

M&K 59. Jahrgang 3/2011

n n
N=3 log26bzw. N = 3 Z(26).
i i

Somit konnte der Text folglich 26N gleichwahrscheinliche Losungen annehmen.
Bei einer Zeichenkette von vier Zeichen dieses Zeichensatzes hiefe das 26+ = 456.976
Moglichkeiten.* Die Gleichwahrscheinlichkeit, mit der eine dieser Moglichkeiten zu-
trifft, betrigt 264 = 1/456.976. Diese Gesamtmenge aller méglichen Informationen, die
ein System annehmen kann, ist mithin = ZN, bei einem dualen Zeichensystem = 2N, im
26-Zeichensystem = 26N usw. Die konkrete Information umfasst jedoch immer nur
N Zeichen.> Die Zahl der Primirzeichen eines Zeichensatzes bestimmt mithin die Ba-
sis, die Zeichenlinge eines Textes den Exponenten. Aus dem positiven Term (ZN) er-
gibt sich die Zahl der gleichwahrscheinlichen Moglichkeiten. Ist der Exponent negativ
(Z-N), wird die Wahrscheinlichkeit eines spezifischen Zustands angezeigt.

Da das duale Zeichensystem fiir die natiirlichen Sprachen ebenso wenig ausreicht
wie 26 Buchstaben, soll im Folgenden zur Vereinfachung ein Byte als das Aquivalent
zu den naturlichen Zeichen gelten. Bezogen auf diesen mit Hilfe eines PC geschriebe-
nen Aufsatzes hiefle das: Das mathematische Produkt der Moglichkeiten, die dieser
Text mit der Linge von ca. 50.000 Zeichen annehmen konnte, betragt 2565000, Im
dualen Zahlensystem ausgedriickt, also in Bit statt Byte, ist von 2(50.000°8) gleichwahr-
scheinlichen Moglichkeiten auszugehen. Beide Produkte entsprechen sich: 25650000
Byte = 2(400.000) Bit. Das Ergebnis ist unvorstellbar groff, herkommliche Tabellenkalku-
lationen konnen es nicht mehr potenzieren. Die Unwahrscheinlichkeit ist ungeheuer,
so dass sie zunachst einmal veranschaulicht werden sollte:

In dem Moglichkeitsraum steht jeder sinnvolle wie sinnlose Text von der entspre-
chenden Zeichenlinge, der je geschrieben wurde, der jemals geschrieben werden wird
oder der geschrieben werden konnte, den aber niemand je schreiben wird. Um (halb-
wegs) Sinnvolles zu erzeugen, gelten einige weitere Restriktionen, die noch erortert
werden. Aber selbst darin stecken potenziell die Schriftrollen der Bibliothek von Alex-
andria oder Babel (frei nach Jorge Luis Borges), Shakespeares Sonette, Ausziige aus
seinen Komddien und Dramen, Goethes ,Leiden des jungen Werther®, Einsteins all-
gemeine und seine spezielle Relativititstheorie; ebenso stecken darin alle Untertitel fiir
Horgeschidigte zu jedem beliebigen Fernsehfilm, die Sprechblasentexte aus ,,Asterix“
oder ,Donald Duck®, Beschreibungen von Manga Comics, Texte von Rosamunde Pil-
cher oder Karl May, Kontoauszugsdaten, Geheimdienstberichte oder was immer wir
uns vorstellen konnen und selbstredend auch all das, wovon wir keine Vorstellung ha-
ben. Unter den Optionen befinden sich ebenso sinnvolle wie abstruse Kombinationen.
Wir konnen uns einen Text abwechselnd mit Sitzen oder Absitzen aus Pierre Bour-
dieus ,Die feinen Unterschiede“ und Niklas Luhmanns ,Soziale Systeme“ ebenso
vorstellen wie eine exakte Ubersetzung dieses Textes ins Flimische, Finnische oder ei-
ne andere nattirliche Sprache.®

Soweit, so gut, konnte man sagen, Luhmann ist zuzustimmen, bzw. er ist noch zu
prizisieren: Kommunikation ist extrem unwahrscheinlich. Allerdings wird das Zwi-

4 Der Logarithmus von N zur Basis N ist bekanntlich immer 1: log,2 = 1; log;3 = 1; log,4 = 1;
... log,n = 1. Bei 4-facher Aufsummierung des log,,26 [= 1] im Exponenten zu 26: = 261+1+1+1,

5 Das kann man zwar kompliziert als N*log,2 im dualen System oder N*log,26 im 26-Zei-
chensystem etc. schreiben, ist aber tiberflussig.

6 Letzteres allerdings nur, sofern der Primirzeichensatz dies zuldsst und ein Ausgleich fir die
Textlingendiskrepanz in den verschiedenen Sprachen gefunden wird. Die konkrete Informati-
on besteht jedoch jeweils aus 50.000 Zeichen oder 400.000 Bit.
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schenergebnis weder Luhmann noch dem Problem gerecht. Luhmanns Unwahr-
scheinlichkeitstheorem ist nur partiell auf die Informationstheorie zuriickzufiihren; es
hiangt ebenso mit der Dreifachschachtelung der Kommunikation aus Information,
Mitteilung und Verstehen zusammen. Die Informationstheorie hingegen reduziert den
Informationsbegriff auf die Wahrscheinlichkeitsrechnung und schliefit explizit alle
,semantic aspects“ als irrelevant fiir das informationstechnische Problem der Daten-
ubertragung aus: ,,The fundamental problem of communication is that of reproducing
at one point either exactly or approximately a message selected at another point. Fre-
quently the messages have meaning; that is they refer to or are correlated according to
some system with certain physical or conceptual entities. These semantic aspects of
communication are irrelevant to the engineering problem. The significant aspect is that
the actual message is one selected from a set of possible messages. The system must be
designed to operate for each possible selection, not just the one which will actually be
chosen since this is unknown at the time of design. If the number of messages in the
set is finite then this number or any monotonic function of this number can be regard-
ed as a measure of the information produced when one message is chosen from the set,
all choices being equally likely.“ (Shannon 1948: 1)

Die Gleichwahrscheinlichkeit der Myriaden von denkbaren Kombinationen, wel-
che die Informationstheorie betont, hat also eine Doppel-Funktion: Zum einen, den
technischen Vermittlungskanal so zu konstruieren, dass er unabhingig von den Be-
deutungsinhalten fiir jede denkbare, gegenwirtige wie zukiinftige Symbolubertragung
zwischen Sender und Empfinger gleich geeignet ist. Zum anderen, das technische
Speichermedium so zu entwerfen, dass es jede denkbare Information hier, heute und
in Zukunft zum Gebrauch der Nutzer speichern kann. Bezogen auf den Speicherplatz
eines Speichermediums bedeutet der informationstheoretische Informationsbegriff al-
so ein Hohlmaf}: Wenn man das Volumen eines Tanks berechnen kann, hat man damit
noch keine Information iiber dessen Inhalt. Bezogen auf ein technisches Ubertra-
gungsmedium berechnet man die maximal mogliche Kanalkapazitit je Zeiteinheit,
nicht jedoch die spezifische Informationsiibertragung. Damit wird aber erst die tech-
nische Grundlage menschlicher Kommunikation umschrieben. Daher ist anschliefend
in zwei Schritten die sprachliche Bedeutungskonstruktion zu reflektieren, um den In-
formationsbegriff weiter prazisieren zu konnen.

3. Information semantisch-syntaktisch

Auf die semantische Ebene begrenzt, werden die informationstheoretischen Gleich-
wahrscheinlichkeiten schon deutlich weniger: Jede natiirliche Sprache besitzt, bezogen
auf acht-zeichenlange Einheiten, eine Redundanz von ungefihr 50 Prozent.” Weil es
noch weitere Redundanzen gibt, soll sie als informationstheoretische Redun-
danz ;. oydnung) bezeichnet und als statistischer Ausdruck fiir die zur Sprachverstind-
lichkeit notwendigen Wiederholungen verstanden werden.® Semantische Informatio-
nen bestehen, so konnte man ndherungsweise formulieren, aus der maximalen Infor-

7 Bei lingeren Zeichenketten liegt sie hoher (Shannon 1948: 14; Shannon/Weaver 1976: 23).
Nach Krippendorff erreicht der Redundanzwert — ohne die Achtzeichenspezifikation — bis zu
70 %, vgl. Krippendorff 1986: 28. Krippendorffs Angabe liegt im Bereich der Beispiele in Fufi-
note 17.

8 Diese Redundanz scheint Sprache informationsineffizienter zu machen. Das stimmt jedoch nur
bedingt, da sie Ubermittlungs- und sonstige Stérungen reduzieren hilft. Krippendorff scheint
hinsichtlich der Korrekturfunktion der Redundanz gegenteiliger Auffassung zu sein. Es
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mation (= negative Entropie = b = Inf;,p) abziiglich der Redundanz; o,4yung) die na-
tiirlichen Sprachen eigen ist:

Inf(sem) = Inf(irzf) - Redundanz(]' Ordnung) (A)

Dabei ist Inf(,, eine Teilmenge von Infg,n — d. h. Infi.,,) S Inf,p. Zugleich ist mit
Inf .,ny analog zur Inf;,p keine konkrete Information und nicht einmal ein spezifischer
Wortschatz gemeint, sondern der maximal mogliche Wortschatz einer natiirlichen
Sprache. Allerdings ist der Term (A) unscharf, denn die Subtraktion der Redun-
danz ;. ordnung) beschreibt das Ergebnis nur messtechnisch und kann, muss aber nicht,
semantisch richtige oder gar sinnhaltige Information anzeigen.

Natiirliche Sprachen verfiigen nicht und bendtigen auch keinen unendlich grofien
Thesaurus. Im Gegenteil, der aktuelle Wortschatz lebender Sprachen ist beschrankt.
Das Englische wie das Deutsche umfassen, nimmt man das ,,Oxford Dictionary® oder
das ,Deutsche Worterbuch® zum Mafstab, annihernd 500.000 Worter. Allerdings
sind die Sprachen flexibel und werden zudem durch die Ubernahme von Fremdwdor-
tern regelmiflig erweitert. Sollte es sich einmal als notig erweisen, werden durch Neu-
bildung oder Import die notwendigen Ergianzungen vorgenommen, zugleich geraten
Worter aufler Gebrauch. Auch bendtigt kein Deutscher oder Englinder 500.000 Wor-
ter. Ein aktiver Wortschatz von ca. 10.000 Wortern reicht vollstandig. Casars Werk
»De Bello Gallico®, immerhin als Werk der Weltliteratur anerkannt, kam mit einem
Thesaurus von knapp 1.500 Wortern hin. Charles K. Ogdens ,Basic English“ von
1930 umfasst gar nur 850 Worter und erméglicht dennoch Verstindigung.

Natiirliche Sprachen sind Verianderungen unterworfen. Jede neue soziale Praxis
verlangt tiber kurz oder lang nach einem neuen Begriff. So hitte man vor dreiflig Jah-
ren das Wort ,,simsen“ wohl nicht verstanden oder vielleicht als einen trivialen Ver-
schreiber (vielleicht statt ,,bimsen®) interpretiert. Erst die Kommunikationspraxis, eine
SMS zu schreiben,” verlangte nach einem Verb. Die ungefilterte Ubernahme des Kiir-
zels SMS hitte — und wurde anfangs auch — in der Lautung holperig in das Wort ,es-
em-essen {libertragen werden kénnen. Doch aussprachedkonomisch bedingt verlan-
gen natiirliche Sprachen den Wechsel von Konsonanten und Vokalen. Das Verb zum
Kiirzel hitte durchaus auch ,,samsen®, ,semsen® oder ,somsen® lauten kénnen. Die
umfangreiche Literatur zu Wortbildung und -schépfung muss hier nicht einmal an-
satzweise aufgegriffen werden. Es reicht zum Zweck der Abgrenzung verschiedener
Informationsbegriffe hin, auf die Existenz der Restriktionen und Mechanismen — vom
Wechsel primarer Zeichen (Vokale und Konsonanten in den Silben) bis zu Suffixen,
Prifixen und Zusammensetzungen — zu verweisen.

Analog zum informationstheoretisch begriindeten Design des idealen Informati-
onsspeichers bzw. Ubertragungskanals kann man formulieren: Die Sprache muss so
beschaffen sein, dass sie mit einem beschrinkten Satz an primiren Zeichen (Ziffern,
Buchstaben etc.) und einem ebenso begrenzten Satz an Konstruktionsregeln alle Wor-
ter, gegenwirtige wie zukiinftige, ermoglicht. Analog zum Axiom der Generativen
Transformationsgrammatik, dass sich mit einer beschrinkten Zahl von Regeln eine

konnte sich jedoch um ein Versehen handeln, vgl.: ,A nonredundant language would be a
more efficient means of communication but totally insensitive to transmission errors of any
kind“ (Krippendorff 1986: 28).

9 Die deutsche Bezeichnung ist genau besehen falsch. Mit ,,Short Message System® wird das
technische Kommunikationsmedium bezeichnet, die einzelne Nachricht miisste korrekt SM
abgekiirzt werden.
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unendliche Zahl von verstindlichen Aussagen erzeugen (generieren) lasse, ist mit ei-
nem konkreten Bestand von primiren Zeichen und einer tiberschaubaren Zahl von
Kombinationsmoglichkeiten eine hinreichend grofle (nur durch Raum und Zeit be-
schrinkte) Zahl von Wortern zu bilden.!® Wortschépfung und -bildung vermehren al-
so einerseits die Ausdrucksmoglichkeiten, schrinken andererseits aber den informati-
onstheoretisch unendlichen Méglichkeitsraum ein: Die Regeln schaffen Ordnung, in-
dem sie zu dem Zeichenvorrat in Beziehung gesetzt werden.!! Mithin kann der Wort-
schatz einer natiirlichen Sprache in Abwandlung von Term A hergeleitet werden als:

n
Infisem) = 2 Z1. Orduung) ! semantische Regeln (A’)
i

Nun mag man einwenden, dass natirliche Sprachen nicht allein semantisch operie-
ren, sondern die Syntax und pragmatische Aushandlungsprozesse involviert sind. Die
Lexikalisierung schafft Ordnung und bildet aus den Zeichen 1. Ordnung die Symbole
2. Ordnung (Worter, Zahlen), und ihre Verkettung erzeugt Sitze. Die Regeln einer na-
turlichen Sprache sind dabei nur eine Moglichkeit von vielen, Ordnung zu erzeugen.
Jede natiirliche Sprache erzeugt Redundanz, deren Quantitit zwar immer ahnlich grof§
ist, deren Ordnungen sich hingegen unterscheiden. Auch sind Regelwerke denkbar,
die Ordnung erzeugen, ohne (bislang) zu einer natiirlichen Sprache zu gehoren.

Zwar besitzen natirliche Sprachen mit ihren Wort- und Satzbildungsregeln Ele-
mente, die die statistische Berechnung der Sprachstruktur erleichtern. Die Regelmi-
Rigkeiten schaffen eine notwendige Voraussetzung fiir Verstandlichkeit: Z. B. bestehen
im Deutschen die Silben zumeist aus Konsonanten und Vokalen. Mehr als fiinf Kon-
sonanten folgen in einer Silbe nie aufeinander, mehr als drei Vokale auch nicht. Mit
einer gewissen Wahrscheinlichkeit reiht sich somit an einen Konsonanten ein Vokal
und umgekehrt. Aber welcher konkrete Buchstabe folgt, lasst sich nicht sicher pro-
gnostizieren: ,Der Zwe?? ?ei?igt d?? ?ittel“ wiirde sicherlich von jedermann sofort zu
»Der Zweck heiligt die Mittel“ erginzt. Doch denkbar wire auch: ,Der Zwerg reinigt
den Kittel“.!? Das Argument gilt abgewandelt auch fiir ganze Sitze. Jede natiirliche
Sprache kennt sogenannte Normalsitze, bestehend aus Subjekt, Pradikat und Objekt.
Somit darf man mit einiger Wahrscheinlichkeit, da nicht alle Sitze Normalsitze sind,
nach Subjekt und Pridikat das Objekt erwarten.!?

Auf der semantischen Ebene steigt mithin die Wahrscheinlichkeit der folgenden
Buchstaben an, wenn einige vorausstehende primire Zeichen schon bekannt sind; auf
der syntaktischen Ebene gilt Gleiches, wenn die vorigen sekundiren Zeichen festste-
hen. Beides sind Markov-Ketten: Eine zeit-raumlich vorher getroffene Entscheidung
schrankt die Moglichkeit fiir die unmittelbar folgenden ein (Markov 2006 [1913]). Al-

10 Das konnte sogar eine unendlich grofle Zahl sein, allerdings nur, wenn man — wie Alan Tu-
ring in seinem Schliisseltext ,on computable numbers“ — mit dem Gedanken an einen in
Raum und Zeit unendlichen Symbolmanipulator spielt. In der Praxis kann allerdings von
,unendlich® keine Rede sein, weil beides begrenzt ist; vgl. Turing 1936, 1937.

11 Dafiir kommt weder Addition noch Subtraktion noch Multiplikation, sondern nur die Divi-
sion in Betracht. Die Addition scheidet aus, weil die maximale Information nicht vermehrt
werden kann. Auflerdem beschreiben grammatische Regeln und (Informations-)Zeichen un-
terschiedliche Ebenen des Sprachproblems. Wegen des Ebenenproblems (Apfel mit Birnen)
scheidet auch die Subtraktion als Operation aus. Fiir die Multiplikation gilt wiederum der 1.
Einwand gegen die Addition. Mithin verbleibt die Division, das in allen dhnlichen Fillen tib-
liche Verfahren, Relationen anzuzeigen.

12 Den Scherz erzihlte mir Hans-Peter Ecker.

13 Realiter ist es komplexer. Fiir diese Argumentation reichen die Vereinfachungen gleichwohl.
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lerdings hilft aufgrund der ,Gedichtnislosigkeit“ der Ketten die Kenntnis von weiter
oben stehenden Zeichen nicht, sondern nur die der Zeichen in unmittelbar vorausge-
hender Stellung zu dem zu prognostizierenden Zeichen. Zudem bleibt das Problem
des Wort- oder Satzauftakts, der Startwahrscheinlichkeit, unberiihrt. Statistische Bere-
chenbarkeit von semantisch-syntaktischen Strukturen ist in Grenzen mdglich, sie setzt
aber immer Wissen tiber den Inhalt der Mitteilung voraus. Erwartbarkeitsberechnun-
gen zu menschlicher Kommunikation, die diese Einschrinkungen aufler Acht lassen,
sind daher zumindest missverstindlich (Schulz 2009: 177-182).

Die Berechenbarkeit betrifft nur die Haufigkeit der primiren und sekundiren Zei-
chen. Deskriptiv lsst sich die Struktur von Mitteilungen erfassen und in den beschrie-
benen Grenzen vorhersagen. Aus der Struktur von Mitteilungen lasst sich auf vieles
schlieflen, z. B. auf die Sprache eines verschliisselten Textes. Mit semantisch-syntakti-
schen Strukturanalysen lassen sich sogar anonyme Autoren enttarnen, wie der News-
week-Journalist Joe Klein erfahren musste, der zunichst als Anonymus einen Schliis-
selroman tber den 1. Prisidentschaftswahlkampf Bill Clintons geschrieben hatte (An-
onymus; i. e. Klein 1996; vgl. Diederich et al. 2003). Doch hat die statistische Beschrei-
bung und Analyse mehr oder weniger umfangrelcher Korpora mit der Berechenbar-
keit oder Erwartbarkeit von Bedeutung wenig zu tun. Seit Lingerem wird zwar im
Kontext von Semantic-Web- bis hin zu KI-Forschung an probabilistischen Verfahren
gearbeitet, z. B. um tiber kontextorientierte Suchalgorithmen sog. Entititenidentititen
zu ermitteln, aber selbst das gelingt erst mit Zuordnungswahrscheinlichkeiten von bis
zu ca. 90 Prozent.!

Das semantisch-syntaktische Problem lasst sich mit Gleichung B veranschaulichen,
in der Inf{, als Teilmenge in Inf,,,) enthalten ist — d. h. Inf{,,)  Inf(,,. Sie bertick-
sichtigt sowohl das semantische als auch das syntaktische Regelwerk. Wiederum soll
analog zu den bisherigen Informationsbegriffen mit /nf,,, die maximale Menge jener
Sitze angezeigt werden, die dem Regelwerk entsprechen:

n
Inf(s0) = X Z(1. Ordnung) / semantisch-syntaktisches Regelwerk (B)
i

Doch diese Menge besteht nicht nur aus sinnvollen Sitzen — z. B. ,Der Baum lauft
keine Hunde“. Mithin ist die Konstruktion von Bedeutung erst teilweise umrissen;
auch ihre weitergehende mathematische Rekonstruktion scheint noch nicht moglich.

4. Information pragmatisch

Das Bedeutungsproblem lisst sich weder allein semantisch noch semantisch-syntak-
tisch 16sen, denn die aus theoretischen Uberlegungen heraus notwendige strikte Tren-
nung von Semantik, Syntaktik und Pragmatik liuft der Bedeutungskonstruktion in na-
turlichen Sprachen zuwider. In der Sprachwissenschaft gibt es darum sowohl Versu-
che, die Semantik zu pragmatisieren als auch umgekehrt die Pragmatik zu semantisie-
ren, denn die Bedeutung von sprachlichen Ausdriicken wird ausgehandelt. Mithin be-
darf die Grenzziehung zwischen Semantik und Pragmatik der Klirung im konkreten
Einzelfall (Glick 2010: 601-603). Das Wort ,,Gerechtigkeit” macht das Problem an-
schaulich. Es erscheint zunichst selbst ohne weiteren Kontext als ein allgemein ver-

14 Damit ist die Identifikation der konkreten Bedeutung sekundirer Symbole im jeweiligen
Kontext gemeint, eine Aufgabe, die Kinder im Spiel , Teekesselchen erlernen: Wann ist
z. B. mit dem Wort ,Horst“ ein Vorname, wann ein Adlernest gemeint? Vgl. Reichartz et al.
20009.
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stindliches, positiv belegtes Wort. Wie aber steht es um die Bedeutung von sozialer,
politischer, juristischer, hoherer oder einer sonstigen Gerechtigkeit? Das Symbol 2.
Ordnung Gerechtigkeit ist schon ohne sein jeweiliges Attribut eine Projektionsfliche
fiir soziale Konventionen, die sich ohne den (pragmatischen) Kontext nicht niher be-
stimmen lassen. Oder anders: Alle konnen den Begriff verwenden, ohne dass sie das
Gleiche darunter verstehen miissen. Die Attribute scheinen das Wort Gerechtigkeit
zwar einerseits zu prazisieren, erzeugen jedoch andererseits selbst Verstindigungsbe-
darf und erhohen damit den pragmatischen Aufwand. Unberiihrt davon unterstellen
die Menschen den Anderen jedoch, dass diese die signifikanten Symbole — wie sie Ge-
orge Herbert Mead (1968) bezeichnete — jeweils so auffassen werden, wie man sie
selbst auffassen wiirde.

Mit der Pragmatik wird das eigentliche Feld sozialer Bedeutungskonstruktion be-
treten. Dabei gilt wiederum eine Teilmengenbeziehung: Inf,,, ist als Teilmenge in
Inf,,) enthalten, d. h. Inf,..) S Inf,,). Analog zu den bisherigen formalen Beschrei-
bungen kénnen wir setzen:

n
21.: Z( 1. Ordnung)

]nf(f" ag) = “semantische * syntaktische Regeln * pragmatische Aushandlungen (©)

Unter Infy,,,) werden Mitteilungen gefasst, auf die sich die jeweils beteiligten
Kommunikationspartner verstindigen kdnnen, aber das miissen sie auch wollen. Da-
mit ist — wiederum in Anlehnung an die bisherigen Informationsbegriffe — die Gesamt-
menge aller moglichen verstindlichen Mitteilungen bezeichnet. Dabei wird bewusst
zwischen semantischen und syntaktischen Regeln einerseits und pragmatischen Aus-
handlungen andererseits unterschieden. Denn das Regelwerk auf dem Gebiet natiirli-
cher Sprachen ist erlernbar. Es steht tiberdies vergleichsweise festgefiigt und ist nur
allmihlichem Wandel unterworfen. Die grundlegenden Routinen des sozialen Han-
delns werden zwar mit der Sozialisation erworben. Die Sprachpragmatik, als Sonder-
fall sozialen Handelns, ist dennoch nur begrenzt zu erlernen, da sich die Aushand-
lungsprozesse je nach Kontext und Intention ad hoc verindern. Man kann die bisheri-
gen Eingrenzungen des Informationsbegriffs als verschachtelte Teilmengen veran-
schaulichen:

Mitteilung = Inf 0 S Inf i) S Infisem) S Infiinp=h (D)

D. h,, sinnvolle und verstindliche Mitteilungen sind eine Teilmenge semantisch-
syntaktischer Informationen, diese eine Teilmenge semantischer Informationen und
diese wiederum eine Teilmenge informationstheoretischer Informationen. Mitteilun-
gen oder Inf,,,,) bestehen aus sinnvollen Sitzen, ein sinnvoller Satz aus der Menge der
Inf,,) besteht aus sinnvollen Kombinationen von Symbolen 2. Ordnung (= Wértern)
aus der Menge der Inf,,,), diese wiederum bestehen aus sprachpraktisch sinnvollen
Kombinationen von Zeichen 1. Ordnung (= Primérzeichen). Es ist offensichtlich, dass
das Problem umso weniger trivial ist, je stirker der linke Rand der Gleichung in den
Blick genommen wird. Erst Mitteilungen = Inf,,,,) ermoglichen Humankommunika-
tion, die immer umfangreicheren Obermengen sind nur die jeweils notwendige Vo-
raussetzung fiir die Informationen der nichsten Teilmenge. Keine der Eigenschaften
der Obermengen ist fiir sich in der Lage, die Voraussetzungen von Humankommuni-
kation hinreichend zu kliren. Oder anders: Von rechts (Inf;,) nach links (Inf,.,)
wird Information immer mehr mit Sinn aufgeladen, und je ,sinnvoller” sie wird, desto
stirker ist ihr Moglichkeitsraum eingegrenzt. Dabei verschleiert diese Teilmengenbe-
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trachtung den Blick dafiir, dass an zwei Scharnierstellen wesentliche Verinderungen
im Abstraktions- und folglich Verstindlichkeitsniveau auftreten:

Die 1. Niveaudnderung tritt an der Schnittstelle Inf;, zu Infq,,) und Inf,,) auf.
Schon das Berechenbarkeitsproblem zeigt es an. Zudem mangelt es den Primarsymbo-
len der Menge Inf;,p an der doppelten Reprisentanz. Sekundirsymbole hingegen be-
sitzen sie, oder anders: Es macht keinen Sinn, bei primiren Zeichen zwischen Signifi-
kant und Signifikat zu unterscheiden, bei sekundiren Symbolen, insbesondere Wor-
tern, allerdings durchaus: Das Zeichen und sein Bezugspunkt in der Welt sind nicht
identisch; die doppelte Reprisentation muss, wie im semiotischen Dreieck tiblich,
durch den Interpreten (entweder als Person oder als Abstraktum) hergestellt werden
(Morris 1971: 21-54; vgl. Bithler 1934: 73-75). Die Niveauinderung lisst sich an einem
Beispiel verdeutlichen: ,,Gmaef§ eneir Sutide eneir elgnihcesn Uvinisterit, ist es nchit
witithcg in wlecehr Rneflogheie die Bstachuebn in eneim Wrot snid, das ezniige was
wethiig ist, ist dafl der estre und der leztte Bstabchue an der ritihcegn Pstoiion snid.
Der Rset knan ein ttoaelr Bsindldn sien, tedztorm knan man ihn onhe Pemoblre Iseen.
Das ist so, wiel wir nciht jeedn Bstachuebn enzelin leesn, snderon das Wrot als gsea-
tems“ (Schnabel 2006; vgl. Rayner 2006).

Da Wort fiir Wort und nicht Buchstabe fiir Buchstabe gelesen wird und zudem das
Regelwerk des Satzbaus erlernt wurde, kann auch der Sinn der Buchstabensuppe er-
fasst werden. Im Umkehrschluss heifit das, primire Zeichen sind redundant in den
Wort- und sekundire in den Satzstrukturen abgelegt. Dabei sind syntaktische Regeln
in Hochsprachen einerseits durch Konjunktionen, Pripositionen und andere Funkti-
onsworter markiert, andererseits durch Konjugationen, Deklinationen und vergleich-
bare Beugungen der Worter selbst. Semantik, Syntaktik und Pragmatik erzeugen also
eine Redundanz hoherer Ordnung, die wiederum der Verstindlichkeit dient. Informa-
tionstheoretisch betrachtet liegt der neue Redundanzwert jedoch nur noch geringfiigig
hoher als jene 50 Prozent, die hinsichtlich der Kettenldngen von bis zu acht Zeichen
festgestellt wurden. Somit lassen sich die semantisch-syntaktisch-pragmatischen Re-
geln zwar auch als Redundanz(; o,4ung) berechnen. Doch die resultierende informati-
onstheoretische Redundanz, entstanden als ein Produkt aus dem Prozess semantisch-
syntaktischen Regelwerks in Kombination mit den pragmatischen Aushandlungen,
dndert sich kaum, obwohl der Verstindnisgewinn durch die Redundanz, o,inung) grof
ist.!> Wenn also konsequenterweise gilt

semantisch-syntaktisch-pragmatische Regeln Redundanz(; o,4uung) + Redundanz s o,imung)s
dann kann die Gleichung C auch ausgedriickt werden als:
Inf praq) = Inf i — Redundanz ;. o,imung) — Redundanz s o,dmung) (C°)

Die 2. Niveauéind?rung ist de.r Schni.ttstelle von Inf({yn) zu Mitteilun'gen (=. Infprag)
zuzuordnen, denn die regelgeleitete, sinnvolle Kombination von Primirzeichen zu
Wortern und von diesen zu Sitzen bedarf einer intendierten sozialen Praxis, fiir die
sich in der Sprechakttheorie, der Theorie des kommunikativen Handelns und anderen
Theoriebildungen ein eigenes Wissensgebiet entwickelt hat. Die Sprechakttheorien in
ihren Varianten von John L. Austin bis John R. Searle und die darauf basierende
Theorie des kommunikativen Handelns von Jirgen Habermas zeigen gerade in ihrem
Mangel an Einvernehmlichkeit, wie voraussetzungsreich menschliche Kommunikation
letztlich ist.

15 Die Sprachwissenschaft spricht hier von grammatischer Redundanz (Gliick 2010: 552).
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5. Zur Kommunikationspraxis: Information stillt Neugier, Redundanz macht
anschlussfihig

Nun gibt es aber mit den Wiederholungen von Altbekanntem noch eine weitere Red-
undanz, die als Redundanz; o,4nung) eingefithrt werden soll. Uber die drei Redundan-
zen hinweg lasst sich eine abnehmende messtechnische und eine zunehmende kommu-
nikative Offensichtlichkeit konstatieren: Die Redundanz ;. o,duung) ist nur messtech-
nisch zu erfassen, in der sprachlichen Kommunikation selbst fillt sie schon deshalb
nicht auf, weil sie der Kommunikation inhirent ist. Die im komplexen Regel- und
Handlungswerk abgelegte Redundanz; o,4uung) erzeugt eine messtechnisch nur gerin-
ge Differenz zur Redundanz; o,4.ung), ist aber den Sprachbewussten durchaus deut-
lich. Bei unreflektiertem Sprachgebrauch (hinsichtlich der Sprache selbst) wird diese
Redundanz wohl kaum bemerkt. Wiederholungen, Geschwitzigkeiten und andere
Redundanzen s, o,duung) kOnnen zwar messtechnisch enorme Ausmafie annehmen. ' Sie
missen aber keine messbare Differenz erzeugen, denn ihre Wiederholungen kénnen
auch Pleonasmen oder Tautologien sein: In der Aussage ,ein weifler Schimmel® ist
zwar das Attribut tberflissig, informationstheoretisch ist es hingegen nicht redun-
dant. Werden die Redundanzen s o,dnung) jedoch iibertrieben, so werden sie selbst von
jenen bemerkt, die im jeweiligen Moment nicht tiber Sprache als solche nachdenken.
Bei ,normalen Texten lasst sich von geringerer oder grofierer messtechnischer Red-
undanz nicht auf geringere oder grofere Neuigkeits- bzw. Uberraschungswerte schlie-
Ben, wie sich an einigen exemplarisch durchgefithrten Redundanzberechnungen leicht
zeigen lasst. Man muss sogar eher mutmaflen, dass sprachmichtige, poetische Werke
eine geringere messtechnische Redundanz aufweisen als wissenschaftliche und journa-
listische Texte.!”

Mit der Redundanz s, o,dung) Wird — ex negativo — der Kern des kommunikations-
wissenschaftlichen Informationsbegriffs umschrieben, den Harry Pross als ,Korrelat
von Unkenntnis“ definierte. Die Unkenntnis kann nur tiber Rezipienten bzw. Emp-
finger von Informationen definiert werden, und zwar doppelt: Zum einen existiert sie
deshalb, weil ein aktuelles Ereignis noch nicht bekannt ist. Dann beseitigt die erste
Nachricht beim Empfanger dessen Nichtwissen iiber diesen einen Tatbestand — z. B.
iiber das Ableben einer prominenten Person. Schon die zweite Nachrichtenerwihnung
fige jedoch als Redundanz; ougpung keinen weiteren Informationsgewinn hinzu.

16 Die messtechnische Unauffilligkeit gilt nur solange, wie die Redundanz; o4, nicht bis
zum Exzess endloser Wiederholung getrieben wird. Wenn z. B. das bertthmte Gedicht von
Gertrude Stein ,,A rose is a rose” immer wieder aneinandergereiht wird, fihrt das zu fast
maximaler informationstechnischer Entropie: Die Kompressionsrate des Gedichts — auf 1,5
Megabyte Umfang aufgeblasen — betrigt mit dem ZIP-Programm dieses Rechners schon
99,997 Prozent, die tatsichliche Redundanz hingegen belauft sich auf 99,999994 Prozent,
d. h. ein optimales Kompressionsprogramm miisste diesen Wert erzielen, da der Informati-
onsinhalt nur noch 0,000006 Prozent der Textlinge betrigt.

17 Mit folgenden Mafinahmen lassen sich beliebige Texte auf ihre (ungefihre) messtechnische
Redundanz priifen: Sie miissen als Volltext ohne Grafiken und andere Abbildungen sowie
ohne Formatierungsmerkmale abgespeichert werden. Den ASCII- oder ANSI-Text zippt
man mit einem handelstiblichen Kompressionsprogramm. Die gezippten Texte belegen in
der Regel weniger als die Hilfte des urspriinglichen Speicherplatzes (die entsprechend feine
Clustergrofie der Festplattenformatierung vorausgesetzt). Beispielsweise hat dieser Aufsatz
eine Kompressionsrate von ca. 62 Prozent. Ausgewihlte Texte weisen folgende Durch-
schnittsredundanzen (1. und 2. Ordnung) bzw. bezogen auf einzelne Kapitel Minimal- und
Maximalredundanzen auf:
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Messtechnisch allerdings bleibt die Redundanz der gestern aktuellen journalistischen
Texte (z. B. in Fufinote 17) heute und morgen exakt die gleiche. Zum anderen konsti-
tuiert sich Unkenntnis bezogen auf einen grundsitzlich lingst bekannten Tatbestand —
z. B. dass Cisar an den Iden des Mirz 44 v. Chr. ermordet wurde. Wer das nicht wuss-
te bzw. vergessen hat, kann es in den entsprechenden Informationstrigern (Lexika
etc.) nachschlagen: Man liest nach, informiert sich und beseitigt die eigene Unkennt-
nis. Nichtwissen Dritter wird allerdings nicht gemindert; das geschieht nur durch indi-
viduelle Rezeption der entsprechenden Information und reicht so weit, bis man durch
Vergesslichkeit wieder in den Status der Unkenntnis zuriickgesetzt wird. Information,
in diesem engen kommunikationswissenschaftlichen Sinn verstanden, stillt also Neu-
gler.

Die Redundanz s o,dnung) ist hierzu der Gegenbegriff. Sie besteht in der Wiederho-
lung ganzer Aussagen bzw. ihrer Aussageteile. Man konnte Redundanz s _o,dnung) als
uberflissig ignorieren, da sie keine neuen Informationen hinzufiigt. Doch sie kann,
wie jeder in der Lehre Tatige weif, durchaus der Allgemeinverstandlichkeit dienen. Sie
hebt Wichtiges hervor, macht Kompliziertes verstehbarer, steuert Aufmerksamkeit
und wirkt schleichendem Informationsverlust entgegen.!® Generell ist sie, wie die
Redundanz;_ o,d4nung) und die Redundanz, o,dnung) Voraussetzung der Verstindlich-
keit. Redundante Mitteilungen werden jedoch dann dysfunktional, wenn sie als Ge-
schwitzigkeit die Kommunikation aufblihen, erschweren und den mit dem Ge-
schwitz Traktierten dazu bewegen, die langweilig werdende Kommunikation ganz ab-

Redundanzrate Minimale Maximale
(bezogen auf den  Redundanz Redundanz
Gesamtkorpus)  (bezogen auf (bezogen auf
Teilkorpora) Teilkorpora)
journalistische Texte
Nachrichten ,,Die Welt*
online (20.12.2010) 63 - -
eigene wissenschaftliche
Texte
dieser Aufsatz 62 - -
Auftakt Einfiihrung 56 - -
Einfithrung insgesamt 65 - -
Habilitation 63 - -
Dissertation 65 - -
Literatur
Goethe: Faust I - 50 57
Goethe: Faust II - 49 51
Goethe: Werther - 51 60
Fontane: Stechlin - 48 56
Fontane: Schach 60 - -
Stein: A Rose 1,5MB 99,997 - 99,999994

Selbstironisch kénnte ich mir zugutehalten, zwischen Dissertation und Habilitation immer-
hin einen kleinen Redundanzfortschritt erzielt zu haben und mit diesem Aufsatz einen wei-
teren.

18 Wichtiges kann selbstredend auch ohne Redundanzen markiert werden, z. B. iber meta-
kommunikative Hinweise wie: ,,Was nun folgt, ist wichtig!“
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zubrechen. Ob im positiven ersten Fall oder im schlechten zweiten: Die Redun-
danz;, Ordning) liefert keinen Neulgkeltswert, beseitigt kein Unwissen und stillt keine
Neugier; sie st daher keine Information im kommunikationswissenschaftlichen Sinn.
Information im kommunikationswissenschaftlichen Verstindnis lisst sich ergo abbil-

den:

n
21.: Z(]. Ordnung)

]nf(k"m) = “semantische * syntaktische Regeln * pragmatische Aushandlungen Redundanz(j_ Ordnung) (E)

oder

Inf i) = Infup — Redundanz ; o,gung) — Redundanz ; o,4umg) — Redundanz s o, gpmg) (E)

Information nach diesem Verstindnis erzeugt also einerseits Ordnung und redu-
ziert andererseits Unkenntnis oder Ungewissheit. Das klingt verdichtig nach Niklas
Luhmann, der Kommunikation als Dreifach-Selektion von Information, Mitteilung
und Verstehen definierte. Allerdings weist der Luhmannsche Informationsbegriff eini-
ge Unschirfen auf (Luhmann 1994: 102f., 203). Zunichst einmal scheinen sich Luh-
manns und der informationstheoretische Informationsbegriff als jeweils grofite Ober-
menge weitgehend zu entsprechen. Doch sprach Luhmann bei der Primarauswahl
nicht nur von Information als Reduktion der Entropie; hitte er das getan und wire er
dabei geblieben, miisste man seine Information mit Inf, tibersetzen. Allerdings hat
er dabei die Redundanz(; o,4pung) die natiirlichen Sprachen auf semantischer Ebene zu
eigen ist, nicht beriicksichtigt. Zuglelch machte er weitere Einschrankungen: Das Ge-
genteil von Entropie iibersetzte er mit Sinn. Wire er hierbei geblieben, miisste man
seine [nformatzon mit 7f ) gleichsetzen. Hierbei Jedoch hat er die Redundanz, o,4.
nungh die im grammatischen Regelwerk abgelegt ist, ignoriert. Und um die Begriffsver-
wirrung komplett zu machen, forderte Luhmann von einer Information den Neuig-
keitswert ein. Hitte er diese dritte Begriffsverwendung durchgehalten, wire seine In-
formation gleich Inf ;). Das beriicksichtigt zwar die Redundanz; o,4yung), aber die
Einschrinkung hat zwangsliufig zur Folge, dass Kommunikation nur Neuigkeiten
prozessieren konnte, denn die folgenden Selektionen von Mitteilung und Verstehen
wihlen ja nur noch aus dem Pool der Neuigkeiten. Zudem kénnen Kommunikatoren
gar nicht wissen, was fiir die Rezipienten neu ist, sie vermuten es nur.

Weniger unscharf, aber dennoch doppeldeutig ist auch Luhmanns Kommunikati-
onsbegriff. Aus seinem Diktum ,Kommunikation ist unwahrscheinlich® wird nach
den bisherigen Erorterungen: Die konkrete Kommunikation ist unwahrscheinlich,
nicht jedoch Kommunikation an sich. Luhmann setzt sogar hinzu: ,,obwohl wir sie je-
den Tag erleben, praktizieren und ohne sie nicht leben wiirden (Luhmann 1981: 26).
Somit kann er Kommunikation an sich als Grundvoraussetzung der Vergesellschaf-
tung, als ,kleinstmogliche Einheit eines sozialen Systems® betrachten (Luhmann 1998:
82). Der wichtigste Unsicherheitsfaktor fiir gelungene Kommunikation ist hier wie da
dhnlich: Luhmanns ,Verstehen“ durch Ego bzw. die pragmatische Aushandlung zwi-
schen den Kommunikationspartnern. Kommunikation an sich ist aber nicht nur nicht
unwahrscheinlich, sondern sie ist ein konstituierendes Element der Gesellschaft.

Die Prizisierung, dass das spezifische Kommunikat und nicht Kommunikation als
solche unwahrscheinlich ist, ldsst sich mit Blick auf das — je nach Theorie — System
oder Feld der Wissenschaft noch zuspitzen. Man konnte zunichst annehmen, dass ori-
ginelle Kommunikation die unwahrscheinlichste Kommunikation darstellt. Luhmann
hitte fiir das Wissenschaftssystem feststellen konnen: Originell ist unwahrscheinlich.
In der Wissenschaft ist formale Originalitit und inhaltlich Originelles dennoch ein Er-
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fordernis, beides wird gewiinscht und verinnerlicht. Selbst wenn die Handlungspraxis
nur zu bemithter Originalitit (# Originelles) fithrt, spitestens von Gutachterseite wird
beides vorausgesetzt oder, wenn fehlend, angemahnt. D. h., das Bemithen um Origina-
litait und Originelles konstituiert das wissenschaftliche Feld oder System. Aber viel-
leicht liegt ja hier der Schliissel: Wer die Wissenschaft als System betrachtet, kann zu
der Schlussfolgerung kommen, Originelles sei selten. Wird die Wissenschaft hingegen
handlungstheoretisch als Feld aufgefasst, ist Originalitat die das Feld konstituierende
Praxis. Das Beispiel liefle sich miihelos auf andere Systeme/Felder, z. B. den Kunst-
oder Literaturbetrieb, tibertragen.

Verallgemeinert und zurtickgefithrt auf Kommunikation: Als Kommunikation an
sich ist sie regeldominiert, intentional und als Aushandlungsprozess zugleich Grundla-
ge der Vergesellschaftung. Kommunikation ist nicht Ausnahme, sondern die Regel.
Aber wird damit das 1. Axiom der Palo-Alto-Schule automatisch richtig: ,Man kann
nicht nicht kommunizieren“? Betrachtet man genauer, was Watzlawick, Beavin und
Jackson gemeint haben, wird klar, dass sie nicht von Kommunikation im bisher ge-
brauchten Sinn sprachen, vielmehr setzten sie Kommunikation und Verhalten gleich:
»Man kann sich nicht nicht verhalten. Wenn man also akzeptiert, dass alles Verhalten
in einer zwischenpersonlichen Situation Mitteilungscharakter hat, d. h. Kommunikati-
on ist, so folgt daraus, dass man, wie immer man es auch versuchen mag, nicht nicht
kommunizieren kann. Handeln oder Nichthandeln, Worte oder Schweigen haben alle
Mitteilungscharakter: Sie beeinflussen andere, und diese anderen konnen ihrerseits
nicht nicht auf diese Kommunikationen reagieren und kommunizieren damit selbst“
(Watzlawick et al. 1972: 51). An Max Webers Definition des sozialen Handelns an-
schlielend konnte man Watzlawick, Beavin und Jackson in das bisherige Schema als
weitere Obermenge integrieren und Kommunikation iiber eine Kaskade von Eingren-
zungen bestimmen:

Kommunikation C soziales Handeln € Handeln S Verhalten (F)

Allerdings sollte Kommunikation nicht, wie Watzlawick, Beavin und Jackson pos-
tulierten, mit Verbalten gleichgesetzt werden, sondern Erstere macht nur als mehrfach
eingeschrankter Spezialfall von Letzterem Sinn. Humankommunikation als kommuni-
katives Handeln kann als ein Spezialfall des sozialen Handelns betrachtet werden. So-
ziales Handeln ist eine Sonderform des Handelns analog zu Max Webers klassischer
Definition: ,,Soziales Handeln aber soll ein solches Handeln heiflen, welches seinem
von dem oder den Handelnden gemeinten Sinn nach auf das Verhalten anderer bezo-
gen wird und daran in seinem Ablauf orientiert ist“ (Weber 1980: 1). Soziales Handeln
ist auf soziale Gemeinschaft gerichtet und mithin reflexiv; das soziale Handeln des
Menschen ist intentional, eher kognitiv als vegetativ, doch gleichermaflen intellektuell
wie emotional begrindet. Handeln wiederum, als Spezialfall des Verhaltens, dient im-
mer einem Zweck: Intentionales folgt dem Zweck bewusst, bei nichtintentionalem
Handeln ist das dem Handelnden hingegen nicht bewusst. Aktives Verbalten schlief3-
lich ist dem Lebendigen vorbehalten.!?

19  Zwar spricht man auch toter Materie Verhalten zu, doch nur in dem passiven Sinn, dass,
wenn Material einer physikalischen oder chemischen Belastung ausgesetzt wird, es sich in
bestimmter Weise verhilt.
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6. Schlussfolgerungen

Kommunikation ist demnach der Austausch von und die Verstindigung tiber Bedeu-
tungen, woran mindestens zwei Menschen beteiligt sind. Sie beruht auf der Verwen-
dung signifikanter Symbole, bei der die Kommunikationspartner einen primaren und
sekundidren Symbolvorrat teilen, das notwendige grammatische Regelwerk beherr-
schen, willens und imstande sind, Bedeutungsverschiebungen ad hoc auszuhandeln
und gegebenenfalls zu korrigieren. Die Kommunikationspartner setzen voraus, dass
ithre Symbole vom jeweils anderen in dhnlicher Weise wie von ihnen selbst benutzt
werden. Kommunikation beinhaltet aktive wie reaktive, kognitive wie emotive Kom-
ponenten; sie ist ein selbst- und fremdreflexiver sozialer Prozess, Teil des sozialen
Handelns und somit immer in Teilen intentional.?® Kommunikation enthilt nicht nur
Informationen, sondern auch Redundanzen auf mehreren Ebenen, um Verstindlich-
keit zu erzeugen. Da sie jedoch auch Redundanzen s o,dnung) umfasst, um die man den
Kommunikationsprozess (theoretisch) entschlacken kénnte, sind Informationen g,
eine Sonderform von Mitteilungen, die beim Rezipienten Unkenntnis beseitigen und
Neugier befriedigen. Als Teilmengen liefle sich das in zwei Dimensionen - der infor-
mationsbezogenen und der handlungstheoretischen — wie folgt abbilden:

Inf i) © Kommunikation © Mitteilung = Inf pr0) S Infisy) S Inf(sen) S Infiup=h
c

soziales Handeln
c

Handeln
c
Verbalten

(G)

Zumindest die Waagerechte enthilt (rekursiv) das ganze Thema: An Anfang wie
Ende steht Information. Kommunikation kommt die Mittler-, Mittel- und letztlich die
Schliisselposition zu.

Allerdings ist auch das scheinbar Unwichtige wichtig, die Redundanz. Kommuni-
kationspragmatisch kommt Kommunikation keineswegs ohne Redundanzs o,ipung)
aus. Denn wiirde sie nur auf die jeweilige Neuigkeit reduziert, wiirde sie rasch erlie-
gen. Redundanzen ergeben sich aus der Richtung des Zeitpfeils, letztlich also aus den
Naturgesetzen, auf denen unsere reale Welt aufbaut. In fundamentalem Sinne folgen
sie aus Norbert Wieners (und Claude Shannons) Definition der Information als Zeit-
funktion:

Redundanzen (aller drei Ordnungen) schlagen unablissig die Briicke iiber den
Strom der Zeit. Sie verbinden das Soeben mit dem Jetzt und dem Gleich, sie verkniip-
fen gestern, heute und morgen. Sie sind nicht nur Gegenbegriffe zur jeweiligen Infor-
mation, sondern als Komplementire zur Information in graduell unterschiedlichem
Maf fiir den Kommunikationsfluss notwendig. Die Redundanz; o,pyny) ermoglicht
Informationsaustausch  und  korrigiert  Informationsstorungen, dic  Redun-
danzg, Oydmung) Stabilisiert Sprache, die Redundanz; o,quung) hilt Kommunikation in
Gang, lenkt Aufmerksamkeit und gleicht allmahlichen Informationsverlust aus.

20 Intentionalitit als Voraussetzung der Kommunikation ist umstritten. Das erscheint nach
dieser Argumentation jedoch wenig sinnvoll, da die Sprachpragmatik intentionales soziales
Handeln voraussetzt. Und auch die Verstetigung der Kommunikation (Anschlusskommuni-

kation) bedarf der Absicht.
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Redundanzen sind mithin nicht Uberflissig, sie erfiillen einen wichtigen Zweck:
Aktualisierungen, symbolische Kommunikationen, Rituale, Habitualisierung der Nut-
zung, Routinen der Mediengestaltung, Erinnerung(en) und vieles andere wire ohne
Redundanz, ohne Wiederholungen zur Uberbriickung der Zeit, undenkbar. Ohne sie
gibe es keine Anschlusskommunikation; ohne riickbeziigliche Verweise, ohne rekursi-
ve Schleifen, nur beschrinkt auf die Kommunikation der Information zur Reduktion
von Unkenntnis, miisste man auf Bestitigung verzichten. Doch ausschlieilich redun-
dant lisst sich ebenfalls nicht kommunizieren. Information und Redundanz bedingen
sich wechselseitig und ermdéglichen die Kommunikation.
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