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ABSTRACT: The paper aims to present the relations of  network theory and terminology. The model of  

scale-free networks, which has been recently developed and widely applied since, can be effectively used in terminology research as well. 
Operation based on the principle of  networks is a universal characteristic of  complex systems. Networks are governed by general laws. 
The model of  scale-free networks can be viewed as a statistical-probability model, and it can be described with mathematical tools. Its 
main feature is that “everything is connected to everything else,” that is, every node is reachable (in a few steps) starting from any other 
node; this phenomena is called “the small world phenomenon.” The existence of  a linguistic network and the general laws of  the opera-
tion of  networks enable us to place issues of  language use in the complex system of  relations that reveal the deeper connections between 
phenomena with the help of  networks embedded in each other. The realization of  the metaphor that language also has a network struc-
ture is the basis of  the classification methods of  the terminological system, and likewise of  the ways of  creating terminology databases, 
which serve the purpose of  providing easy and versatile accessibility to specialised knowledge.  
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1.0 Introduction 
 
The new discoveries of  network theory have proved that 
the world around us forms an enormous and elaborate 
network system. The most important characteristic feature 
of  this network system is that “everything is connected to 
everything else” that is every node is reachable (in a few 
steps) starting from any other node. In microscopic or 
cosmic systems, the same general network laws operate as 
in the technical and biological systems or in the highly dif-
ficult system of  human society. The scientific theory that 
developed following the recognition of  this fact shapes 
our thinking, the new discovery transforms our worldview 
and provides us with new opportunities for learning and 
new targets appear in front of  us. A part of  the concep-
tual system that we developed earlier about biological sys-
tems, the difficult processes of  healing, the laws of  pro-
duction and the social aspects of  human society is being 

transformed on the basis of  the knowledge we have con-
cerning various networks. 

The development of  modern computerized ontology 
and its successful practical application in various fields is 
based on the recognition that obtaining knowledge is not 
enough; we can apply our knowledge in practice only if  
we know the connections among its various elements and 
are able to describe them. Network theory moves much 
farther than this—with the help of  general laws, it sys-
tematizes the elements of  and connections between vari-
ous systems, determining the laws of  its development and 
operation on the basis of  which the consequences of  the 
effects within and outside of  the network can be calcu-
lated (anticipated). On the basis of  network theory, we can 
understand the operation of  enormous, coherent, and 
complex systems. This fact is especially important as the 
level of  development at the beginning of  the 21st century 
makes it necessary to organize the knowledge of  smaller 
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fields into a complex network, in a way that we can guar-
antee the possibility to understand and apply this many-
sided and complicated system. The increasing integration 
of  science, our technical equipment, economics, and soci-
ety show the realization of  this network-like operation. 
Therefore, we must get to know how these networks op-
erate, and we must apply this knowledge. 

The basic function of  language is to encode, store, and 
transfer the knowledge accumulated by society. The struc-
ture of  language and the complex processes of  language 
use are approached in different ways by the various 
branches of  linguistics.  

Terminology research places the term into its focus 
and considers it as the basic unit (Sager 1990; Laurén and 
Picht 1993; Temmerman 2000; Budin 2001; Cabré Cas-
tellví 2003). Terms are part of  the text. Term extractors, 
for example, rely on the role of  terms in the text; they 
work with different methods, such as listing lexical units 
or their collocations based on their frequency of  occur-
rence in the text, or take other features of  the text into 
consideration while extracting terms.  

Networks are present in texts at several levels. The 
structure of  a text is the network that provides cohesion. 
The network between concepts establishes coherence, 
which appears as a configuration of  knowledge formed by 
concepts. The networks present within the text are linked 
to external networks, such as the knowledge network of  
the author, the network of  prior knowledge of  the recipi-
ent, and their intertextual background. 

Pierre Lévy’s article on the responsibility of  intellectu-
als drew the attention of  researchers working in various 
fields to the importance of  terminology issues. Lévy 
(2007) sees one obstacle to using the potential of  collec-
tive intelligence in the great variety and fragmented nature 
of  symbolic systems, one specific problem being the vari-
ety and incompatibility of  classification systems in general 
and specifically of  terminology. 

Terminology plays a significant role in both theoretical 
and empirical research, and the precise development and 
description of  terminology is a basis for scientific classifi-
cation and scientific theories. Knowledge is conveyed 
through language, and technical texts not only convey 
knowledge but technical and terminological norms as well. 
The paper establishes the role of  the terminological net-
work in the representation of  knowledge, and also brings 
examples to the possibilities for applying the network 
model successfully. 
 
 
 
 
 
 

2.0 Knowledge acquisition, terms and text 
 
2.1. Terms in text 
 
A text is created using the verbal and written signs of  a 
language. The text not only encodes information, but also 
ensures it is distributed through space and time. Depend-
ing on the nature of  information, texts can have different 
structures and length. The text always exists in some 
physical form, appears in a confined space and time, but 
its cognitive network of  relations is unlimited in both 
space and time. The text encodes information on con-
cepts through terms; therefore the role of  terms in a text 
has to attract special attention when studying texts. 

Texts can be studied from various viewpoints. A study 
focusing on a given aim can discover the general princi-
ples of  the structure of  texts, the links between a text and 
a natural language, the relation of  text structure and the 
encoded information, or the relation of  the text to other 
components of  the communication process. The studies 
conducted in texts linguistics have discovered a large 
number of  findings on these topics (e.g., Mel’cuk and 
Žolkovskij 1970; Dressler 1972; Halliday and Hasan 1976; 
Petőfi 1979; Beaugrande and Dressler 1981 and 2002). 

Terminology and text linguistics both study the issues 
of  encoding and distributing knowledge from different 
starting points and approaches. Terminology studies place 
the term into the focus, and it is considered to be the ba-
sic unit. These studies view the text created in the encod-
ing process to be given, and determine the role of  terms 
in handling information. Text linguistic studies focus on 
the text as the research subject. The text is studied within 
the complex network of  relations of  handling informa-
tion, and the features of  internal and external effects are 
described. In this approach, the term appears implicitly as 
the linguistic component that organises the cognitive con-
tent of  information through the linguistic code. The two 
approaches have a common point: the study of  knowl-
edge storage and organization. Despite the different ap-
proaches and research methods, the findings can be in-
corporated into a common framework, they complement 
and strengthen each other. 

During cognition, concepts are formed to map the ele-
ments of  the world, and these concepts are structured 
into a system in the process of  thinking to enable easy 
handling of  the variety in the world. The linguistic sign for 
a concept is the term, and their system formed through 
classification is called terminology. Meaning is an insepa-
rable part of  the term, and it is described in terminology 
databases, dictionaries, and standards, etc. as definitions. 

In the text linguistic approach of  the features of  texts, 
terms are not treated explicitly; however they are always 
present implicitly in the deciphering of  conceptual rela-
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tions (the relations between concepts). When examining 
features of  the text, text linguistics unavoidably reaches is-
sues that terminology needs to answer when laying its 
theoretical foundations; this is, based on Beaugrande and 
Dressler (1981, 85), the definition of  the “concept” as a 
cognitive unit:  
 

A concept can be defined as a configuration of  
knowledge that can be recovered or activated with 
more or less consistency and unity... . the meaning 
of  a concept is the sum of  its possible uses 
(Schmidt 1978). Unfortunately, many concepts are 
so adaptable to differing environments that they 
remain quite fuzzy in regard to their components 
and boundaries. Therefore, defining concepts in-
volves working with comparative probabilities.  

 
The basic unit of  terminology is the concept; its linguistic 
sign is the term. When these basic concepts were intro-
duced, empirical findings (translation, contrastive linguis-
tics, etc.) revealed that the characteristic features of  the 
concept and the term form a fuzzy set. The free choice of  
classification features or the differences between the 
worldviews of  various cultures, etc. lead to different cate-
gorizations of  the same reality in the world. The features 
of  a given concept are different not only in the various 
conceptual systems of  different cultures, but also in dif-
ferent domains, and, at times even among different groups 
of  experts working in the same field. The fuzzy nature of  
the concept can be described from a terminological ap-
proach: the actual meaning of  the term can be different in 
different communication situations (or referring to the 
aforementioned, activates different configurations of  
knowledge).  
 
2.2. Acquiring and organizing knowledge 
 
When discussing the issues of  text encoding and decod-
ing, we encounter questions of  data storage in the brain 
and searching the stored elements. In order to be able to 
encode knowledge in a text, the text producer needs to 
find the necessary linguistic elements and the rules of  
code formation. When decoding, the receiver has to peel 
off  the knowledge elements from the linguistic signs. 
These processes that take place in the brain rely on the 
characteristic features that appear in the text through the 
standards of  textuality (cohesion, coherence, intentional-
ity, acceptability, informativity, situationality, and intertex-
tuality). Different parts of  the brain store linguistic signs 
and cognitive knowledge. The question here is how lan-
guage code is formed to convey knowledge, and the other 
way around, in the process of  decoding how cognitive 
knowledge is linked to the incoming linguistic signs. 

Cognitive neuroscience calls this mental process, in 
which knowledge is stored in different parts of  the brain 
and is retrieved in utilisation, active memory (Racsmány 
2003; Gósy 2005, 27–71). The findings of  cognitive neuro-
science indicate that knowledge organised in the brain has 
a network structure (Gósy 2005, 193–200), meaning that 
the network structure enables a quick access to stored 
knowledge and linguistic signs. Based on my studies in the 
field of  terminology, I presume that the mental processes 
undergoing in the brain occur in a special, so called scale-
free network structure, the same way as the storage and re-
trieval of  terms (Fóris 2007). These networks do not 
evolve randomly, but instead are created in a purposeful 
way, and their special characteristics enable very fast and 
reliable operation. Such a network structure is suitable to 
model several details of  the workings of  language and 
communication processes. The internal and external links 
of  a text also form a network that can be traced within a 
short time. The reference systems of  printed dictionaries 
or the search engines of  online dictionaries lead through a 
network of  dictionaries (Fóris 2008). Conceptual/termi- 
nological networks appear well beyond the physical 
boundaries of  a text in intertextuality, in linkages that form 
cohesion and coherence, and among the relations between 
the term set of  the text producer, the text itself, and the 
receiver. Knowledge and meanings are sensitive to context, 
they depend on it. Knowledge and meanings always occur 
through some kind of  network. Knowledge can be organ-
ised into a network in different ways; if  this network is 
well-organized, the text is considered coherent. Beaug-
rande and Dressler (1981) view coherence as a result of  a 
network that contains concepts and relations.  

In the network of  concepts, nodes have different func-
tions. There are primary concepts and secondary con-
cepts. The basis for classification is the extent to which 
the concept is suitable for the purposes of  the governing 
hub that establishes mental continuity. A detailed discus-
sion of  this issue in the study of  textual characteristics, 
especially of  teaching materials, is highly important be-
cause terms that occur in a course book must be selected 
in a way that they activate the right concepts that ensure 
mental continuity (Fóris 2011). Organizing concepts and 
relations into a network does not only result in a concep-
tual network, but also a grammatical network that plays a 
significant role in cohesion. 

Decoding knowledge that has been encoded by the lin-
guistic code system of  a text is a complex psychological 
process. Information retrieval is not simply an operation 
of  a code key to decipher the meaning of  codes. Many of  
the standards of  textuality focus on the relation of  the re-
ceiver and the text. The decoding of  a text is a psycho-
logical process in just the same way as text production is, 
and the process is carried out along the same global pat-
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terns. In the process of  information retrieval inference, 
supplementation, and being familiar with the conventions 
of  text production have important roles. 

The text can fulfill its purpose if  decoding is completed. 
The success of  decoding depends on the receivers being 
familiar with the signs and the code key, namely the ac-
cepted ways of  expression. Knowledge transfer can only 
be effective if  the receiver is able to understand the con-
tent of  a text. This comprehension depends on whether 
the receiver has acquired the norms of  the given text type, 
and within that terminological norms have key importance. 
 
3.0 Networks 
 
3.1. About networks in general 
 
The concept of  “network” has been known for a long 
time. In general, networks can be described as follows: 
elements of  the set are represented by nodes, and the rela-
tions among the elements are represented by edges. The 
mathematical theory of  networks was developed by Rényi 
and Erdős in the 1960s as part of  their graph theory. In 
their model, they established random links among the 
nodes (based on throwing the dice in a specific way). 
Networks that are created in such a way are called random 
networks (Karoński and Ruciński 1997). 

Research showed that networks evolved long ago in the 
development of  nature and society, but their existence, 
features and key roles were only discovered in recent dec-
ades. It is now clear that there is a short chain of  links be-
tween two seemingly distant nodes of  a network, which 
shows that the relations between various things and their 
effects on one other differs from our earlier understand-
ing. It is a fact that the complex systems of  nature, society, 
technology, economics, etc., or better said, the elements in 
their networks, form simple “small worlds” (Watts 1999, 
cit. in Barabási 2002).  

Barabási (2002) writes that the World Wide Web, for 
example, is a network with web pages as its nodes and hy-
perlinks as the edges, that is, possibilities to make contact 
between the web pages. This network works in a digital 
system; therefore it can be effectively used as a model-
system. A map has been drawn of  a fraction of  the web, 
and the first studies have shown that this network differs 
from the previously mentioned random networks in many 
ways (see Albert et al. 1999). For example, if  we examine 
the distribution of  the number of  edges going in and out 
of  a node, we would expect that the number of  nodes 
making 1, 2, 3, 4 … contacts increases up to a maximum, 
and thereafter decreases, meaning that a bell curve would 
illustrate the distribution of  relations. We get such a distri-
bution of  the number of  edges if  we do our analysis on 
the network of  motorways of  a public road map. The ac-

tual number of  links between web pages follows a differ-
ent distribution: it does not have a maximum, instead it 
decays rapidly, meaning the distribution can be illustrated 
not by a bell curve but by the curve of  a power law 
(Barabási 2002). 

Thus, the difference between the two types of  net-
works is that the World Wide Web has a large number of  
nodes that have a few links, and a few so-called hubs that 
have a very large number of  links. These highly connected 
hubs play a special role in the evolution and function of  
networks. Complex networks that can be described by a 
power law distribution, and consequently their nodes can-
not be grouped according to an internal scale, and are 
therefore called scale-free networks. A good example of  a 
scale-free network is the airline route map of  a continent, 
where airports are the nodes and the routes of  flights are 
the edges. It is clearly visible on such a map that the vari-
ous nodes have different roles in air traffic and that big 
airports play an evidently central role in the network 
(Amaral et al. 2000, cit. in Barabási 2002). 
 
3.2 Main characteristics of  scale-free networks 
 
In the following section, I define some basic concepts of  
scale-free networks and describe their most important 
characteristics (for details, see Barabási 2002 and 2012; 
Csermely 2006; Fóris 2010 and 2012). In scale-free net-
works small worlds are always present. This means that 
seemingly distant points of  such networks can be joined 
quickly, and therefore, although there seems to be a large 
distance between them, they have significant effects on 
one another. 
 
3.2.1 Laws of  the growth of  networks 
 
Scale-free networks self-assemble, evolving node by node. 
Over the course of  evolution, every network, be it biologi-
cal systems, social relations, or the networks of  the econ-
omy, starts from a small centre and further nodes are 
added to this centre. In the beginning, when there is a 
small number of  links between the elements, the system 
does not display the characteristics of  the scale-free net-
work; the evolving system starts to work as a network 
when every node has at least one link. This stage of  net-
work growth is called threshold (or percolation). 

Self-assembled networks grow in a way that gives new 
nodes a higher probability of  connecting to those nodes 
that have a large number of  links. This is called the prin-
ciple of  preferential attachment, which is apparent in the 
centralised expansion of  the networks of  economics to-
day (Barabási 2002; Csermely 2006). 
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3.2.2 Error tolerance of  networks 
 
Networks created by nature continue functioning even if  
some of  the nodes are removed, while in the case of  man-
made constructions an error in just one of  the compo-
nents may impede the whole system. It has been proven 
that the removal of  some of  the nodes of  a natural net-
work has little to no effect on its operation. However, the 
moment that the number of  errors reaches a critical level 
the network fragments into small, non-communicating 
pieces. A study of  the map of  the web in terms of  scale-
free networks produced a surprising discovery. Even if  
80% of  the nodes are removed, the remaining part still 
works. Further model examinations showed the key role of  
hubs in error tolerance: an error in a small number of  hubs 
will cause the network to break into pieces. Hubs of  scale-
free networks have a fundamental role in their vulnerability. 
Every entity of  our surroundings may be a node of  several 
networks at the same time, due to their diverse characteris-
tics. As a result, everything is connected to everything else 
around us, because the different networks are connected, 
and the phenomenon of  small worlds is present in every 
one of  them in a complicated way. 

The structure and operation of  interconnected net-
works can be simulated with a complex spatial model. The 
nodes inside the networks are connected to one another by 
“links,” which represent the cohesion of  the elements (and 
the relation between them). Most of  the nodes have more 
links creating extensive networks, and within these net-
works the nodes not only come into contact with 
neighbouring nodes but also with ones located far away. 
This also explains the development of  the small world 
phenomenon. Various types of  connections are established 
among the nodes within a given network. In any network, 
the strength of  links may be of  two types: strong links and 
weak links.  

The network may be spatial, temporal, conceptual, etc., 
depending on the set of  elements containing the nodes 
and the features of  the links. For instance, road accidents 
form a network in time where the relation of  repetition 
and gravity is described by a power law—slight bumps are 
repeated several times over a short time span, while grave 
accidents are usually repeated after longer intervals. The 
strength of  earthquakes or size of  the lottery jackpot and 
their occurrence form the same temporal network. 

One important characteristic feature of  scale-free net-
works is the function that shows the degree distribution. 
This function is always a power law. The function does not 
have a maximum, and if  the degree is increasing and there 
are only a few hubs with a lot of  degree, its value continues 
to decrease steeply. The distribution of  different f features 
of  a scale-free network according to a v parameter is de-
scribed by a power law: f = C v-n, where C and n are con-

stants of  the given network (see 4.1.). In the last few years 
a lot of  publications have been written on the application 
of  the scale-free network model. A summary of  these can 
be read in English (e.g., Barabási 2002; Barabási and Bona-
beau 2003; Csermely 2006; Newman et al. 2006). 
 
4.0  Linguistic research based on network theory: 

language networks 
 
There have been a great number of  publications in recent 
years introducing the results of  the successful application 
of  networks in various fields. Concerning the preliminaries 
of  network research, the earlier linguistic research that in-
troduced the existence of  language networks and the possi-
bility of  applying the knowledge of  such networks in the 
field of  linguistic research play an important role: “the hu-
man language is a complex network, where stability can be 
defined as the stability of  meaning” (Csermely 2006, 219). 
 
4.1. Zipf ’s law and power law 
 
Before networks were widely researched, there were a great 
number of  linguistic findings on natural languages that 
now lend themselves to new interpretation through net-
work theory. Now that network theory has been widely in-
terpreted and mathematically described, previous linguistic 
findings can be inserted into the system of  networks (for 
details, see Fóris 2012).  

The great number of  studies conducted concerning the 
various language corpora indicates the existence of  the 
semantic network, but beyond understanding the fact that 
they are connected to the network, these results do not en-
able us to learn the peculiarities of  the networks and the 
laws functioning inside them. The results of  quantitative 
linguistics, glottometrics and applied mathematics can take 
us closer to learning about the types of  semantic networks 
and describing them more precisely. Several findings have 
been published that indirectly prove the existence of  lan-
guage networks covering the whole language. First of  all, 
we should mention the various studies on word frequency, 
of  which Zipf ’s law has been examined and applied the 
most. The detailed analysis of  this can be found in many 
works (e.g., Balasubrahmanyan and Naranan 2002; Fóris 
2007). The validity of  Zipf ’s law was proved in relation to 
the corpus of  several languages, as in the case of  Chinese 
for example (Rousseau and Zhang 1992). 

In Fóris (2012), I presented calculations on the numeric 
data obtained from previous publications on quantitative 
linguistic research. Zipf  examined the frequency of  occur-
rence of  words in standard English and found that the 
product of  the v rank of  a word in the order of  frequency, 
and the f value of  its frequency in the corpus, is constant 
(C) (Zipf  1945 and 1949). The formula (f  v = C) called 
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Zipf ’s law was thought to be a universal linguistic law. 
Other languages and dialects were also examined and it 
was found that the law is quite infrequent. After analysing 
statistical data, it was concluded that there is a more com-
plex function that describes the relation of  quantitative 
characteristics of  a language. Mandelbrot (1953), Billmeier 
(1969), and Papp (1969) came to the same conclusion. In 
my previous studies, I have shown that Zipf ’s law (f  v = C) 
is a special case of  the power law (f  = C v-n), where the 
value of  n exponent is 1. My conclusion was that word fre-
quency distribution can be described by the power law that 
is characteristic of  scale-free networks. I reached this con-
clusion after a critical analysis of  findings of  quantitative 
linguistic research (Fóris 2010 and 2012).  

Published research data prove that there are several 
cases where word frequency is described by a power law 
whose exponent is not 1, but another value. That is, if  we 
put the data into a logarithm we get a straight line and the 
exponent of  the function is not 1. As the complex net-
works of  individual natural languages—and within those, 
the various parameters of  one language—have different 
distributions, we get different results if  we examine the 
same distribution for different parameters of  a language or 
for different corpora, or if  we examine the same parameter 
for different natural languages. This fact is demonstrated in 
the universal power law through changes in the constants, 
and more importantly, the value of  the n exponent. 

This statement is underpinned by my calculations with 
published data (Nagy 1985, which can be seen in Fóris 
2012). The findings above show that the power law—a 
special case of  which is the original form of  Zipf ’s law—is 
suitable to describe the features of  Hungarian corpora. 
The fact that the parameters of  the power law have differ-
ent values indicates that the analysed corpora are of  differ-
ent natures, and therefore the ranks of  distribution are not 
the same. Further analysis of  the relations of  the network 
theory and the features of  the examined corpora could 
provide an in-depth understanding of  language networks. 
 
4.2. Possibilities of  application of  the network theory  

in terminology research 
 
The previously used terminological trees encoded a great 
deal of  information about the relations of  terms, such as 
hyponymy, hyperonymy, and co-hyponymy, etc. However, 
the language network, and within it, the terminology net-
work of  domains, is much more complex than the previ-
ously used form of  terminology graphs. They could be 
modelled with a scale-free network. 

Beside the aforementioned, Zipf  also pointed out that 
there is a similar connection between word frequency and 
the number of  phonemes in a word, and between word 
frequency and the number of  meanings to that word. 

Studies in connection with the fulfilment of  Zip’s law 
have undoubtedly proven that the smaller the frequency 
of  the word, the smaller the number of  its meanings, that 
is, the more explicit its use. Studies of  word frequency 
(such as Guiraud 1954; Papp 1969) showed that word fre-
quency is connected to the semantic properties of  the 
word: the rarer the word, the smaller its frequency and 
probability, the more defined its meaning, and the higher 
its informational value. These findings could be applied in 
various areas, for example the field of  terms. 

The calculations demonstrated in Fóris (2012) support 
the hypothesis that language networks can be described 
with the help of  scale-free networks. It is also evident that 
the power law of  distribution over the network not only 
describes the frequency of  the use of  words but the dis-
tribution of  other properties as well, such as the distribu-
tion of  the number of  meanings to a word, the parts of  
speech, and the proper nouns in a corpus. 

According to Cabré’s ‘theory of  doors’ model, termi-
nological questions should be addressed from three view-
points: from the cognitive (the conceptual), the linguistic, 
and the communicative sides (Cabré Castellví 2003). She 
introduced a third approach (pragmatic-communicative) 
alongside the two previously used approaches (the sema-
siological—that is, sign-based, and onomasiological—that 
is, concept-based). Consequently, the scale-free networks 
are appropriate to model language. In what follows, the 
model of  terminological networks is elaborated starting 
from Cabré’s model and using the findings of  network 
theory. According to this model, the three components of  
the terminological approach—the cognitive, the linguistic 
and the communicative—form scale-free networks on 
their own, and the process of  communication can be 
modelled by joining them. This is the model of  termino-
logical network (Fóris 2012).  

Terminological networks are complex and multi-
dimensional. The joined networks of  the given levels of  a 
language make up a cross-section of  the whole network 
and these cross-sections allow for the optimal functioning 
of  the language. The model is represented in a figure that 
has three layers: the top layer shows the cognitive, the 
middle layer shows the linguistic, and the bottom layer 
shows the pragmatic-communicative network. The model 
is simplified in the following ways: 1) the terminological 
network contains a great number of  nodes and edges, and 
the drawing is just a small section of  that; 2) the size of  
the network is infinite and it is made up of  complexly 
overlapping spatial figures, while this model is a small, 
uniplanar section; 3) language may be segmented into 
more than the afore-mentioned three cross-sections, and 
consequently the model of  its network structure may be 
more complex. For instance, phonetic aspects or the 
grammar words beside the terms cannot be ignored. Here 
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these are overlooked in the interest of  simplification. Fur-
ther edges link the terminological units to other networks. 

In this model, the role of  terms in communication is 
determined by several factors. The cognitive component 
and its relations play a key role. The concept that is desig-
nated by the term determines the meaning of  the term. It 
is widely known that the details of  the meaning of  a term 
are specified by its place in the terminological network. 
The relations of  the communicational network allow the 
terms to create the links necessary for the articulation and 
transfer of  information appropriate to the given commu-
nicational situation. The unity of  these three components 
determines the communicational value of  the term. Cabré 
calls this complex unit, formed around the term in this 
three-sided environment, the terminological unit. In the 
communication process the successful use of  the termi-
nological unit is only possible if  users know their way 
around these three networks both during production (en-
coding) and during comprehension (decoding). 

 
5.0 Summary 
 
The discovery of  the scale-free nature of  language net-
works demands a new approach in terminology research. 
It is always observable in nature, the economy, micro-
scopic, and cosmic systems that everything is connected 
with everything else. That is why, in conjunction with lo-
calised research, a special emphasis is currently laid on the 
approach to focus on the interrelations of  complex sys-
tems. This leads to the compilation of  modern computer-
ised ontologies, as beyond providing factual knowledge, 
they are also practical to provide the environmental links 
of  that knowledge. Within the complex system of  lan-
guage networks, sub-networks are also interrelated, and 
therefore it is necessary to study the relations of  the vari-
ous units. 

In this paper, I first provided a brief  summary of  
terms in text. The terminological unit is formed jointly by 
the three networks in language use. This means that text 
analysis is inseparable from the cognitive aspects. In sum, 
in this case the joint network of  all three components—
the cognitive, the linguistic and the communicative—
needs to be analysed. Second, after the basics of  networks, 
I summarized some of  my calculations about language 
networks. Based on these, I suggested that language could 
be modelled with scale-free networks. Finally, I elaborated 
on some aspects of  the application of  network theory in 
terminology and drew attention to the possibilities of  the 
application of  terminological network model in research 
at the field of  terminology. 
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