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Kurzfassung

Fehlerrobuste Audiocodierung mit geringer Latenz hat eine Vielzahl von Anwen-
dungsfeldern. So kann diese durch Einsatz in drahtlosen Mikrofon- und Kopfhorer-
systemen, Audiostreaming-Applikationen und modernen Horhilfen fiir effizientere
Ubertragungsstrecken, erweiterte Funktionsumfinge und kostengiinstigere Produk-
te sorgen. Allerdings eignen sich bestehende standardisierte, quelloffene oder in der
Literatur zu findende Verfahren aufgrund zu hoher Latenzen, zu geringer Audioqua-
litdt oder nicht vorliegender Fehlerrobustheit nur eingeschrankt fiir die Verwendung
in solchen Systemen. Aus diesem Grund wird bei vielen praktischen Anwendungen
auf proprietare Losungen zuriickgegriffen.

In der vorliegenden Arbeit wird daher das Ziel der Entwicklung eines Verfahrens
zur fehlerrobusten Audiocodierung mit geringer Latenz verfolgt, das diese Nachtei-
le tiberwindet. Hierzu wird der erfolgversprechende Ansatz einer Subband-ADPCM
um Mafinahmen zum Erreichen einer algorithmischen Fehlerrobustheit ergénzt, die
Codierstrukturen hinsichtlich einer Anpassung an wechselnde Signaleigenschaften
erweitert und diese beziiglich ihrer Parameter global optimiert. Die Ermittlung der
Leistungsfihigkeit des entwickelten Codierverfahrens und der Vergleich mit dem
Stand der Technik erfolgt auf Basis des PEAQ-Algorithmus. Die Ergebnisse wer-
den zusétzlich durch einen Horversuch mit im kritischen Horen geiibten Probanden
validiert.

Geméf der in dieser Arbeit erfolgten Untersuchungen ist es mit dem entwickel-
ten Audiocodec moglich, bei moderaten Bitraten von bis zu 200kbit/s und einer
algorithmischen Latenz von nur 0,5ms eine Audioqualitét zu erreichen, die selbst
erhohten Anspriichen gerecht wird, was durch die Ergebnisse des Horversuches Be-
stitigung fand. Hierbei wird aufgrund der globalen Parameteroptimierung fiir das
SQAM-Testset eine PEAQ-Bewertung ohne signifikante Ausreifier erreicht. Die Co-
decrobustheit bei auftretenden Kanaliibertragungsfehlern ist dabei algorithmisch si-
chergestellt, wobei fiir geringe Fehlerraten eine Abschitzung der Audioqualitit zu
Ergebnissen fiihrt, die mit denen von aktuellen fehlerrobusten Verfahren aus der
Literatur vergleichbar sind.

Stichworte: Audiocodierung mit geringer Latenz, fehlerrobuste Subband-ADPCM,
Filterbankdesign, dynamische Bit-Allokation, Audiocodec Optimierung.
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Abstract

Error robust low delay audio coding has numerous applications. When utilized in
technologies like wireless microphones and headsets, audiostreaming solutions or mo-
dern hearing aids it can lead to a more efficient transmission, enhanced functionalities
and inexpensive products. Unfortunately most of the well known standardized, open
source and published approaches are of limited usability in such scenarios because of
too high delays, a not sufficiently high audio quality or a missing robustness against
transmission errors. Thus for practical solutions in many cases proprietary codecs
are used.

This thesis therefore targets at developing an audio coding scheme which can over-
come the drawbacks of existing methods. For this, the promising approach of a
subband-ADPCM is extended by methods for achieving a robustness against trans-
mission errors and the codec structures are enhanced by an adaption to changing
signal characteristics as well as globally optimized regarding their parameters. The
evaluation of the codec performance and comparison to the state of the art is done
by means of the PEAQ-algorithm. The tendencies of this evaluation are verified by
a listening test with subjects that are trained in critical listening.

According to the results obtained with the research conducted in this work, the de-
veloped audio codec, with its algorithmic delay of only 0,5ms, provides an audio
quality that even meets higher demands at a bitrate of up to 200 kbit/s which was
confirmed by the results of the listening test. Due to the applied global parameter
optimization, a PEAQ-evaluation of the codec leads to results without significant
outliers. The robustness against channel transmission errors is algorithmically ensu-
red and for low error rates an audio quality is achieved that is comparable to the
results of error robust state of the art approaches.

Keywords: Low delay audio coding, error robust subband-ADPCM, filter bank
design, dynamic bit-allocation, audio codec optimization.
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Kapitel

Einleitung

Digitale Audiosignalverarbeitung und im Speziellen Audiocodierung hat zweifelsoh-
ne in der heutigen Kommunikations- und Unterhaltungselektronik einen hohen Stel-
lenwert eingenommen. So verfiigt jedes moderne Smartphone neben der Funktiona-
litdt zum GSM-basierten Telefonieren iiber die Moglichkeit der Internet-basierten
Sprachkommunikation sowie die Unterstiitzung zum Abspielen komprimierter Mu-
sikstiicke in Formaten etablierter Standards wie MPEG-1 Audio Layer III (MP3)
[ISO93] oder MPEG-2 (Part 7) Advanced Audio Coding (AAC) [ISO97].

Wihrend die aktuellen Trends der Codecentwicklung hin zu effizienten Algorith-
men zur objektorientierten 3D-Audio Codierung, dem so genannten Spatial Audio
Object Coding [HDOT] gehen, findet bei der Archivierung und dem Download von
Musikinhalten eher eine Kehrtwende hin zu unkomprimierter Verarbeitung statt
[Paul5]. Dennoch zeigen nicht zuletzt die aktuellen Aktivitéten in der Standardisie-
rung [FHM™15], dass im Bereich der mobilen Echtzeitkommunikation weiterhin sehr
viel aktive Forschungsarbeit betrieben wird.

Umso iiberraschender ist es, dass es fiir Echtzeitanwendungen mit hoheren Ansprii-
chen an die Audioqualitdt und Latenz keine standardisierten Codierungsverfahren
gibt und auch keine quelloffenen Codecs vorliegen, die den Anforderungen entspre-
chen, so dass daher in kommerziellen Anwendungen meist auf proprietire Losungen
zuriickgegriffen wird.

Dabei sind die Anwendungsfelder von Audiocodierung mit geringer Latenz vielseitig.
Abbildung 1.1 zeigt drei typische Szenarien, in denen ein Bedarf an Audiocodierung
mit geringer Latenz und hoher Audioqualitét besteht.

Teilabbildung (a) beschreibt mit einer Live-Bithnenperformance inklusive Riickiiber-
tragung iiber so genanntes In-Far-Monitoring einen der kritischsten Anwendungsfil-
le. Das Szenario sieht die codierte Ubertragung des Signales eines drahtlosen Mikro-
fonsystems an ein iiblicherweise verwendetes Mischpult sowie die ebenfalls erfolgende
Riickiibertragung auf die, vom Musiker getragenen, Kopthorer vor. Untersuchungen
wie [LBO7] haben gezeigt, dass mit der Uberschreitung einer gewissen Verzogerung
(hier exemplarisch 8 ms) zwischen Erzeugung und Wahrnehmung eines Lautes durch
einen Musiker, ein Verlust der Stimmkontrolle sowie das Wahrnehmen deutlicher Ar-
tefakte einhergehen. Wird beriicksichtigt, dass zusitzlich eine AD/DA-Wandlung des
Signales sowie dessen Ubertragung stattfinden muss, verbleiben je nach Auslegung
des Systems fiir die Latenz der Codierung weniger als 2 ms.
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Abbildung 1.1: Anwendungsszenarien fiir eine Audiocodierung mit geringer Latenz:
(a) Live-Bithnenperformance mit Riickiibertragung iiber Kopthorer (b) Audiostrea-
ming fiir Network Music Performance-Systeme (c) Ubertragung von Audiosignalen
auf und zwischen Horhilfen.

Teilabbildung (b) verdeutlicht einen in den letzten Jahren immer mehr in den Fo-
kus der Forschung geratenen Anwendungsfall von Audiocodierung in Systemen zum
gemeinsamen Musizieren iiber das Internet, der so genannten Network Music Per-
formance (NMP) [RCRO7]. Bedingt durch die Tatsache, dass durch die Ubertragung
der Audiodaten iiber ein Netzwerk schon eine verhdltnisméaflig hohe Verzdgerung der
Signale vorliegt, werden fiir die Codierung der Audiodaten Algorithmen mit beson-
ders geringer Latenz benotigt [KWO08]. Zwar ist der Anspruch an die Audioqualitét
unter Umsténden etwas geringer als bei dem Fall der Live-Biithnenperformance, aber
dennoch liegt er immer noch deutlich {iber der von heutigen Sprachcodecs bereitge-
stellten, da das Spielerlebnis nicht beeinflusst werden soll.

Der dritte, in der Teilabbildung (c) illustrierte, Anwendungsfall ergibt sich aus der
Tatsache, dass moderne Horhilfen zunehmend mit Technologien zur Kommunikati-
on untereinander oder mit externen Geréten wie Smartphones ausgestattet werden
[Phol2]. Wihrend bei dem Ubertragen der Audiosignale wiedergegebener Inhalte
von Smartphones oder Fernsehern oft nur die visuelle Synchronitét von Bedeutung
ist, ergeben sich fiir die Kommunikation der Gerdte untereinander deutlich strik-
tere Latenz- und Qualitéitsanforderungen, um fortschrittliche Signalverarbeitung,
z.B. zur Erhohung der Sprachverstandlichkeit durch so genanntes binaurales Beam-
forming, zu erméglichen. Die bei der Ubertragung im Kopfumfeld eingeschrinkten
Datenraten sowie begrenzte Energieressourcen machen hierbei eine Codierung der
Audiodaten notwendig. Auch wenn sich bisherige Anwendungen auf die Frequenz-
bandbreiten menschlicher Sprache konzentrieren, kann es fiir zukiinftige Geritege-
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nerationen von Interesse sein, Vollband-Audio zu iibertragen, um das Horerlebnis
und die Sprachverstindlichkeit weiter zu verbessern.

Aus den beschriebenen Anwendungsszenarien ergeben sich die Rahmenbedingungen,
die dieser Arbeit zugrunde gelegt wurden und die eine genauere Einordnung des The-
menfeldes der fehlerrobusten Audiocodierung mit geringer Latenz ermdglichen.
Hiernach leitet sich aus den vorgestellten Anwendungsfillen eine obere Grenze fiir die
Latenz! von 2ms ab, wobei in dieser Arbeit ein Verfahren zur Codierung angestrebt
wird, das eine Verzogerung von deutlich unter 1 ms erlaubt. Fiir die Datenrate wer-
den die Aussagen aus [Phol2] sowie Abschitzungen aus [Kei06] zugrunde gelegt. In
[Phol2] wird die Codec-Datenrate fiir die Ubertragung zwischen Horhilfen mit ma-
ximal 300 kbit/s angegeben. Gemif [Kei06] ist fiir Anwendungen wie in Abbildung
1.1 (a) mit Bandbreiten von 200 kHz und einer Bandbreiteneffizienz von 1 Bit/s/Hz
und demnach einer moglichen Bruttodatenrate von 200kbit/s zu rechnen. Fiir die
vorliegende Arbeit wird daher von einer zulissigen Nettodatenrate? von ungefihr
140-190 kbit /s ausgegangen.

Die Anforderungen an die Audioqualitéit des, in der vorliegenden Arbeit entwickel-
ten, Codierungsverfahrens in einer Kennzahl festzuhalten, gestaltet sich als vorab
schwierig. Zwar wird mit dem in Kapitel 4 vorgestellten PEAQ-Verfahren ein Al-
gorithmus benutzt, der das Abschétzen der Audioqualitéit eines Audiocodierungs-
systemes ermoglicht, letzten Endes miissen diese Ergebnisse jedoch immer durch
Horversuche bestitigt werden. Als Anforderung an die Audioqualitit des zu entwi-
ckelnden Systems kann jedoch festgehalten werden, dass diese so hoch sein soll, dass
ein codiertes Signal selbst fiir geiibte Probanden kaum vom Original zu unterschei-
den ist.

Die letzte Anforderung betrifft die Robustheit des Codieralgorithmus gegeniiber Ka-
naliibertragungsfehlern sowie die Anpassung an sich éindernde Kanalzustéinde. Hier-
bei gilt es, Auswirkungen von auf dem Kanal auftretenden Einzelbit- oder Biindelfeh-
lern in ihren Auswirkungen auf das decodierte Audiosignal zu begrenzen sowie eine
Fortpflanzung eingekoppelter Fehler auszuschlieen. Des Weiteren wire es denkbar,
eine Moglichkeit zur Skalierbarkeit des Codecs zur Laufzeit vorzusehen, um beim
Vorhandensein eines entsprechenden Steuersignales eine Anpassung des Codecs an
den jeweiligen Kanalzustand vornehmen zu koénnen.

Die oben definierten Stellgrofen und Anforderungen stehen in einer engen Wechsel-
wirkung zueinander (vgl. Abb. 1.2), die sich mit den gesetzten Rahmenbedingungen
deutlich verschirft. Dies liegt unter anderem darin begriindet, dass viele der bekann-
ten Methoden zur verlustfreien und verlustbehafteten Audiocodierung aufgrund der
strikten Latenzanforderungen nicht anwendbar sind. Damit besteht eine besondere
Herausforderung in der vorliegenden Problemstellung, wie sich im Zuge der folgenden
Kapitel zeigen wird.

'In dieser Arbeit werden die Begriffe Latenz und Verzégerung synonym verwendet und bezeichnen
die zeitliche Differenz zwischen dem Vorliegen einer Wellenform am Eingang des Encoders und
die Ausgabe der entsprechend rekonstruierten Wellenform am Ausgang des Decoders.

2Alle im Folgenden fiir das entwickelte Verfahren angegebenen Bitraten sind damit, soweit nicht
anders erwihnt, Nettodatenraten und beziehen sich auf eine Abtastfrequenz von 48 kHz.
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Abbildung 1.2: Wechselwirkungen im Zielkonflikt der Audiocodierung.

1.1 Stand der Technik: Audiocodierung mit
geringer Latenz

Grundsétzlich lassen sich die Verfahren fiir die Codierung von, zur Wahrnehmung
durch den Menschen verarbeiteten, Daten in die zwei Gruppen verlustlos und ver-
lustbehaftet einteilen. Verlustlose Codierung bezeichnet eine Form der Datenreduk-
tion, die das bitexakte Wiederherstellen des urspriinglichen digitalen Datenstroms
erlaubt. Bei einer verlustbehafteten Codierung werden, unter Ausnutzung menschli-
cher kognitiver Eigenschaften, nicht wahrgenommene Anteile eines Signales bei der
Codierung weggelassen. Beim Einsatz verlustbehafteter Codierung wird in vielen
Féllen zwar auch noch eine hinterher geschaltete verlustlose Codierung verwandt,
das Verfahren wird damit aber immer noch als verlustbehaftet klassifiziert.

Fiir die vorliegende Problemstellung scheidet eine reine verlustlose Codierung wie
z.B. eine Huffman Codierung oder arithmetische Codierung aus, da die Kompressi-
onsrate meist zu gering ist und in vielen Fillen das gesamte Signal oder grofie Teil-
blocke zum Erstellen von Signalstatistiken bekannt sein miissen. Zuséatzlich entsteht
durch die dabei auftretenden variablen Codewortlingen bei Ubertragung iiber einen
Kanal konstanter Bitrate die Notwendigkeit ein Bitreservoir einzufiigen und damit
zusétzliche Verzogerung in Kauf zu nehmen. Bekannte Open Source Verfahren fiir
verlustlose Codierung von Audiosignalen sind der Free Lossless Audio Codec (FLAC)
[FLA15] und der WavPack-Codec [Wav98]. Letzterer erlaubt auch eine Konfigura-
tion zur nicht vollstdndig verlustfreien Codierung, die zumindest fiir Musiksignale
eine ausreichende Audioqualitét bei den hier anvisierten Bitraten erméglicht, jedoch
in der Latenz mit mindestens 2,6 ms noch iiber der in dieser Arbeit angestrebten
Grenze liegt [KWO08].

Gegen iibliche Codierungsverfahren zur verlustbehafteten Audiodatenkompression
wie MP3 sprechen in dem hier skizzierten Anwendungsfall rein algorithmische Griin-
de. Hierbei verursachen die, zur Analyse geméf eines psychoakustischen Modells und
fiir die Codierung verwendeten, Filter und Blockbildungen fiir Transformationen ei-
ne unausweichliche Verzogerung, die mit mindestens 20 ms in ihrer Gréflenordnung
deutlich {iber der fiir Echtzeitanwendungen nétigen liegt.

Daher gibt es neben dem, in der mobilen Kommunikation verwendeten und im Stan-
dard G.728 aufgenommenen, Verfahren zur Sprachcodierung mit geringer Latenz
Low Delay Code Excited Linear Prediction (LD-CELP) [ITU92] auch diverse Ver-
fahren zur Audiocodierung mit gegeniiber MP3 deutlich verringerter Verzogerung.
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1.1 Stand der Technik: Audiocodierung mit geringer Latenz

Im Folgenden wird ein kleiner Uberblick iiber diese Verfahren gegeben und die je-
weilige Eignung fiir den vorliegenden Anwendungsfall diskutiert. Hierbei kann und
soll kein Anspruch auf Vollstéindigkeit erhoben werden. In [Kei06] (S. 7-12) lassen
sich zum Beispiel noch weitere zum Teil deutlich dltere Ansétze finden, die an dieser
Stelle daher nicht weiter aufgegriffen werden, zumal es sich zum Teil nur um erwei-
terte Sprachcodecs handelt.

Ein prominenter Vertreter zur Codierung von Vollband-Audiosignalen® ist der im
Bluetooth Standard [Blul2] aufgenommene, urspriinglich von Philips entwickelte,
Subband-Codec [dBGO95]. Dieser erlaubt eine nahezu freie Skalierung der Bitrate
und Latenz mit, fiir eine hohe Audioqualitdt im Standard empfohlenen, moderaten
Bitraten von ca. 190kbit/s bei einer Verzogerung im Bereich von 5ms. Da fiir die
Aufnahme in den Bluetooth Standard die geringe Komplexitit und freie Verfiighar-
keit im Vordergrund standen, ist bei einer Verringerung der Latenz auf Werte unter
2ms mit einer deutlich verminderten Audioqualitét zu rechnen (vgl. [HH09]).

Ein weiteres bekanntes Verfahren zur Audiocodierung fiir Echtzeitanwendungen ist
aus Arbeiten wie [ES00] und [SYHE02] hervorgegangen und wird von der Fraunho-
fer Gesellschaft unter dem Namen Ultra Low Delay Audio Codec (ULD) [KSWHO04]
vermarktet. Mit der Standardkonfiguration, die eine Latenz von 5,3 ms und Daten-
rate von 96 kbit/s vorsieht, erzielt der ULD-Codec fiir viele Signalklassen eine sehr
gute Audioqualitit (vgl. ITU09]). Bei Benutzung des optionalen Low Delay Psy-
choacoustic Module, das eine Verringerung der Latenz auf 1,3ms ermdglicht, fallt
die Audioqualitit, gemaB informeller Tests, trotz einer dann auf 192 kbit/s zu erhs-
henden Bitrate jedoch deutlich ab.

Ein lizenzfreier und quelloffener Audiocodec mit geringer Latenz ist der mittlerweile
im IETF Standard des so genannten Opus-Codecs [IET12] aufgegangene CELT-
Codec [VTMM10]. Dieser basiert auf einer Verarbeitung des Eingangssignales in
kurzen Blocken iiber eine initiale Transformation mittels der Modifizierten Diskreten
Cosinus Transformation (MDCT) und erméglicht eine minimale Latenz von 2,5 ms
bei einer im Prinzip frei einstellbaren Bitrate [VMTV13]. Auch der Opus-Codec er-
reicht fiir Latenzen im Bereich von 5ms und eine Bitrate von ca. 100 kbit/s eine fiir
die meisten Anwendungen ausreichende Audioqualitéit. Eine Reduktion der Latenz
fiithrt jedoch auch fiir dieses Verfahren zu einer deutlichen Verschlechterung in der
Audioqualitéit, die sich allerdings durch eine Anhebung der Bitrate in den Bereich
von 200 kbit/s kompensieren lésst.

Als weitere aus der Standardisierung hervorgegangene Codecs sind der mit der En-
hanced Low Delay-Konfiguration (AAC-ELD) erweiterte, bereits erwihnte, AAC-LD
Codec [SSTT08] sowie der von der ITU als G.722.2 standardisierte Enhanced Voice
Service (EVS) [FHM™15] zu nennen. Beide dieser Codecs zielen darauf ab, Echt-
zeitkommunikation mit erweiterter Audiobandbreite zu ermdoglichen. Die erreichte
Verzogerung ist jedoch in beiden Féllen mit iiber 7,5ms deutlich zu hoch und die
Audioqualitit liegt bei den iiblicherweise verwendeten Datenraten deutlich unter-

3 Als Vollband-Audiosignal werden in dieser Arbeit digitale Tonsignale bezeichnet, deren Abtast-
frequenz bei mindestens 44,1 kHz liegt, so dass der abgebildete Frequenzbereich die theoretisch
mogliche Bandbreite des menschlichen Horens vollsténdig abdeckt.
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halb der hier anvisierten.

Als rein kommerzielles Verfahren zur Audiocodierung in Echtzeitanwendungen, u.a.
bei Bluetooth Geriten, hat sich in den letzten Jahren der so genannte aptX® Live
Codec etabliert. Dieser ging aus Arbeiten wie [SS91] hervor, ist aber seitdem in Be-
zug auf die verbesserte Technologie und einen Vergleich zu anderen Verfahren wenig
dokumentiert. Er ermdglicht Latenzen im Bereich von 1,5 ms bei einer Bitrate von
ca. 150kbit/s und erreicht dabei, gemifl informeller Tests, eine Audioqualitit, die
die in dieser Arbeit zugrunde gelegten Qualitidtsanforderungen in den meisten Fallen
entsprechen sollte.

Weitere in der Literatur zu findende Ansétze sollen im Folgenden kurz Erwdhnung
finden, ohne aber im Detail diskutiert zu werden. Darunter sind zum einen Verfahren
wie [MLRR99], [MRLRO0] und [THS13] zu nennen, die viel versprechende Ansitze
beinhalten, im Rahmen der Veréffentlichung jedoch unzureichend dokumentiert und
evaluiert sind, so dass sich der Vergleich zu anderen Verfahren schwierig gestaltet.
Zum anderen gibt es in der Literatur weitere Ansitze wie [Mat08] oder [Kriil0], die
mehr von rein wissenschaftlichem Interesse sind, da sie sehr hohe Anforderungen
an die Rechenkapazitdt haben bzw. vermutlich keine ausreichende Audioqualitét
fiir den vorliegenden Anwendungsfall bereitstellen. Des Weiteren lassen sich Ver-
fahren identifizieren, die neuartige Ansétze z.B. auf Basis von 2D Lifting Wavelet
Transformation verfolgen [Luo05], aber zu hohe Latenzanforderungen haben oder
zur Zeit ihrer Entwicklung nicht fiir Vollband-Audio vorgesehen bzw. evaluiert wur-
den [CP8S].

Zu guter Letzt finden sich in der Literatur wissenschaftliche Arbeiten, die auf ei-
ner Zeitbereichsverarbeitung tiber eine Adaptive Differential Pulse Code Modulation
(ADPCM) basieren. Die Ansitze unterscheiden sich zwar in den initial getroffenen
Annahmen zur Robustheit gegeniiber Kanaliibertragungsfehlern und mitunter des
zuldssigen Rechenaufwandes, bilden aber dennoch zu groflen Teilen die Grundlage
fir die vorliegende Arbeit. Im Detail ist es zum einen der in [Kei06] beschriebene
Codec, der bei einer Abtastfrequenz von 44,1 kHz eine minimale Latenz von 0,9 ms
bei einer Datenrate von 176 kbit /s erlaubt, aber fiir viele der kritischen Signale keine
ausreichende Audioqualitét erreicht. Zum anderen stellt die Versffentlichung [Hol09]
wichtige Erweiterungen und Methoden fiir einen nicht fehlerrobusten Codec, der
vollsténdig latenzfrei arbeitet, zur Verfiigung, die es erméglichen, selbst fiir kritische
Signale in den meisten Féllen eine ausreichende Audioqualitét bereitzustellen.
Parallel zu den in der vorliegenden Arbeit durchgefiithrten Untersuchungen wurden
in [SHZ13a, SHZ14] die Ansétze aus [Hol09] um MaBnahmen erweitert, die zum
Erreichen einer gewissen Fehlerrobustheit fiihren. Diese haben prinzipbedingt aber
einen negativen Einfluss auf die Codierqualitit, so dass nur bei hoheren Bitraten
fiir kritische Signale eine ausreichende Audioqualitit erreicht wird und ansonsten
Einschnitte bei dieser zu erwarten sind.
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1.2 Ansatz ADPCM-basierter Subband-Codierung

Zusammenfassend ldsst sich festhalten, dass sich nach Kenntnis des Autors in der
Literatur kein Verfahren finden lésst, das die Eigenschaften einer

e Vollband-Audiocodierung bei einer Abtastrate von mindestens 44,1 kHz
e mit einer sehr hohen Audioqualitét, auch fiir kritische Signale,

e bei einer algorithmisch sichergestellten Fehlerrobustheit

e und, trotz verwendeter Filterbank, sehr geringer Latenz

e sowie einer Rechenbarkeit auf einem standard-DSP

auf sich vereint und somit die hier zu Grunde gelegten Anforderungen erfiillt.

1.2 Ansatz ADPCM-basierter
Subband-Codierung

GeméB den Erkenntnissen aus [Kei06] und [Hol09] sowie dem Erfolg der Verfahren
aus [dBGO95] und [SS91] wurde fiir die vorliegende Arbeit daher der Ansatz einer
Subband-ADPCM-Codierung gewéhlt. Dies erfolgt mit dem Ziel, die Defizite dieser
Verfahren beziiglich der Robustheit gegeniiber Ubertragungsfehlern bzw. der Latenz
oder Audioqualitit zu kompensieren, um die in dieser Arbeit zugrunde gelegten An-
forderungen zu erfiillen.

Abbildung 1.3 zeigt den Flussgraphen des Basisalgorithmus. Das Eingangssignal
z(n) wird im Encoder durch eine Analysefilterband (AFB) in M kritisch unter-
abgetastete Subband-Signale z;(m) zerlegt, die mittels einer adaptiven Pradikti-
on sowie Quantisierung des daraus ermittelten Priadiktionsfehlers (Blocke AdPQ);)
in Subband-Quantisierungsindizes §;(m) iiberfiihrt werden. Im Decoder werden die
mittels der Blocke AdPQ; " rekonstruierten Subband-Signale &;(m) iiber eine Syn-
thesefilterbank (SFB) zum Ausgangssignal des Codecs Z(n) rekonstruiert.

Da das Verarbeiten der Subband-Signale zu Quantisierungsindizes quasi ohne Ver-
zogerung erfolgen kann, liegt die Latenz dieses Ansatzes mafigeblich in der Grup-
penlaufzeit der Filterbank begriindet.

Der Vorteil dieses Verfahrens ist, dass die Verarbeitung des Eingangssignales direkt
im Zeitbereich erfolgt, so dass keine Verzogerung durch Blockbildung fiir etwaige
Transformationen in Kauf genommen werden muss. Zusétzlich entfallen die, in der
Transformationscodierung bei Bildung besonders kurzer Blocke, nétigen Mafinah-
men zur Kompensation der verminderten Frequenzauflésung (vgl. [VTMM10]). Des
Weiteren ermoglicht das Verfahren, im Gegensatz zu einer breitbandigen ADPCM,
durch die gewonnenen Freiheitsgrade eine freiere Skalierung von Groéfien wie der Bit-
rate und des Rechenaufwandes. Ein weiterer Aspekt, der fiir die Verwendung einer
Subband-ADPCM spricht, ist der bereits in [SS91] diskutierte so genannte Subband-
gewinn, der aus einer besser an die Eigenschaften der Subband-Signale angepassten
Verarbeitung und einer indirekten psychoakustischen Rauschformung resultiert.
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Trotz der genannten Vorteile einer Subband-Struktur ergeben sich bei der Entwick-
lung eines Codecs nach dem gewéhlten Ansatz auch vielseitige Herausforderungen.
So findet der Entwurf von Filterbéinken mit Gruppenlaufzeiten unter 1 ms und hin-
reichenden Frequenzgangs- und Rekonstruktionseigenschaften an den Grenzen der
Leistungsfahigkeit géngiger Entwurfsverfahren statt. Zusétzlich ist das Erreichen ei-
ner ausreichenden Audioqualitidt bei gleichzeitiger geringer Bitrate und Latenz eine
bislang nicht vollsténdig geléste Problemstellung.

Encoder Decoder

z1(m T1(m

1(m) AdPQ, b—»ql(m)—»AdPQf‘ 1(m)
z2(m Ta(m

xz(n) —| AFB SFB

M AdPQ b—» Gr(m) *»’A(TQ;}’M

Abbildung 1.3: Flussgraph der ADPCM-basierten Subband-Codierung.

1.3 Ziele, Beitriage und Aufbau der Arbeit

Aus den in den vorherigen Abschnitten genannten Aspekten ergibt sich fiir diese
Arbeit das Ziel der Entwicklung eines Audiocodecs

e mit einer sehr hohen Rekonstruktionsqualitét, trotz moglichst geringer Latenz,
e der aufgrund seiner Fehlerrobustheit in einem realen System operieren konnte

e und in einem sinnvollen Arbeitspunkt durch globale Optimierung seiner Para-
meter arbeitet

e sowie durch optionale Vor- und Nachverarbeitung zur Verbesserung der Au-
dioqualitdt erweitert werden kann.

Zum Erreichen dieser Ziele wurden die einzelnen Bausteine des Subband-ADPCM-
Codecs durch Mafinahmen zum Erreichen einer Fehlerrobustheit ergénzt, auf poten-
zielle Verbesserungsmoglichkeiten untersucht sowie das Gesamtsystem durch weitere
Funktionalitidten ergénzt. Des Weiteren wurde eine globale Optimierung der Parame-
ter der Subband-Codierung nach psychoakustischen Gesichtspunkten vorgenommen.
Die dabei geleisteten und veroffentlichten Beitrége werden im Folgenden im Rahmen
einer Beschreibung der iibergeordneten Gliederung dieser Arbeit unter Angabe eines
Verweises auf den jeweiligen Abschnitt explizit aufgelistet.

Im folgenden Kapitel 2 werden die untersuchten Verfahren zum Entwurf von Fil-
terbéanken mit geringer Latenz vorgestellt. Abschnitt 2.3 beinhaltet eine, auch in
[PKO12] veroffentlichte, Ubersicht iiber Verfahren fiir das Design von Filterbén-
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1.3 Ziele, Beitrédge und Autbau der Arbeit

ken mit geringer Latenz sowie den Vergleich von mit ihnen erzielten Filterbankent-
wiirfen iiber geeignete Bewertungsgrofen. Zusitzlich wird in Abschnitt 2.4 eine,
auch in [PO15b] présentierte, Erweiterung eines Entwurfsverfahrens fiir Filterbénke
mit geringerer Latenz vorgestellt, mit der es moglich ist, die Sperrdampfungen der
Subband-Filter deutlich zu erhohen.

Kapitel 3 beinhaltet in den Abschnitten 3.2 und 3.3 eine Beschreibung der zum Teil
auch in [PO11] prisentierten Methoden zur fehlerrobusten adaptiven Pridiktion
und Quantisierung. In Abschnitt 3.2.3 wird zudem eine Modifikation zur Pridiktor-
adaption auf das Pradiktionsfehlersignal prisentiert. Es werden auflerdem weitere
Mafinahmen zur Verbesserung der ADPCM-Codierung, zum Beispiel durch eine Er-
weiterung der Pradiktorstruktur um einen statischen Anteil, eingefiihrt.

In einem weiteren Abschnitt 3.3.3 des dritten Kapitels werden die, auch im Zuge von
[PO15a] vorgestellten, Modifikationen und Erweiterungen einer Methode zur dyna-
mischen Bit-Allokation beschrieben. Untersuchungen, die die Basis fiir mogliche wei-
terfithrende Untersuchungen zu alternativen Konzepten der adaptiven Quantisierung
bilden, die auch unter [PLO16] einzusehen sind, lassen sich in Abschnitt 3.3.4 finden.
Des Weiteren wurden in Abschnitt 3.4.1 Ergebnisse aufgenommen, die die Grundla-
ge fiir die Veroffentlichung [PWO15] bildeten, wobei mittels einer Erweiterung des
Subband-Codecs durch eine adaptive Vor- und Nachfilterung eine Verbesserung der
Audioqualitidt ohne zusétzlichen Signalisierungsaufwand erreicht werden konnte.

Das Kapitel 4 dient der Présentation der auch in den Veréffentlichungen [PO15a]
und [PWO15] genutzten Methoden und Algorithmen zur globalen Optimierung der
Audiocodec Parameter. Es werden die angewendeten Bewertungsgrofien eingefiihrt,
das gewihlte Vorgehen zur Optimierung bei dynamischer Bit-Allokation beschrieben
sowie Resultate dieser vorgestellt.

In Kapitel 5 werden die Ergebnisse einer Evaluierung der Leistungsfahigkeit des ent-
wickelten Verfahrens angegeben. Es werden Resultate von Messungen mit objektiven
Messgrofien dargestellt sowie Ergebnisse subjektiver Tests analysiert und diskutiert.
Zusétzlich erfolgt die Evaluation des Einflusses von Kanaliibertragungsfehlern auf
die Audioqualitit des Codierungsverfahrens.

Kapitel 6 liefert eine Zusammenfassung der wichtigsten Ergebnisse und Erkennt-
nisse der vorliegenden Arbeit und gibt einen Ausblick auf mogliche weiterfithrende
Untersuchungen und Ankniipfungspunkte.
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Kapitel

Filterbinke mit geringer

Latenz

In diesem Kapitel werden die im Rahmen der vorliegenden Arbeit untersuchten Ver-
fahren zum Entwurf von Filterbdnken mit geringer Latenz sowie die mit ihnen er-
zielten Filterbankentwiirfe vorgestellt. Abschnitt 2.1 gibt eine allgemeine Einleitung
in die Thematik der Filterbéinke in der Audiocodierung und beinhaltet die nétigen
Grundlagen und Begriffsdefinitionen fiir das Verstdndnis der folgenden Abschnitte.
In Abschnitt 2.2 werden die betrachteten Entwurfsverfahren kurz vorgestellt und
zusammengefasst sowie in Abschnitt 2.3 ein Vergleich verschiedener Filterbankent-
wiirfe iiber geeignete BewertungsgroBen durchgefiihrt.

Ziel ist es dabei, die Eignung fiir den vorliegenden Anwendungsfall zu ermitteln und
die Grenzen des jeweiligen Entwurfsverfahrens unter den in dieser Arbeit zugrunde
gelegten Rahmenbedingungen aufzuzeigen.

Des Weiteren wird mit der in 2.4 vorgestellten neuartigen globalen Optimierung der
Parameter eines der Entwurfsverfahren eine Methodik prasentiert, die eine weitere
Verbesserung der Entwurfsergebnisse eines der Verfahren ermaglicht.

2.1 Filterbénke in der Audiocodierung

Filterbanke spielen in der verlustbehafteten Audiocodierung seit jeher eine wichtige
Rolle. So basieren etablierte Verfahren wie MP3 auf der Zerlegung des Eingangs-
signales durch Filterbankstrukturen fiir die weitere signalangepasste Verarbeitung
der Subband-Signale mittels einer MDCT.

Eine Filterbank ist die Zusammenschaltung mehrerer Einzelfilter definierter Fre-
quenzcharakteristik und dient der Zerlegung des Eingangssignales in Teilsignale, die
jeweils nur die Energie bzw. Information eines bestimmten und sich zumeist nicht
itberlappenden Frequenzbereiches beinhalten. Die Zerlegung in dem so genannten
Analyseteil erfolgt dabei mit dem Ziel, eine weitere Verarbeitung oder Analyse der
erzeugten Signale durchzufithren. Soll nach der Verarbeitung der Teilsignale wieder-
um ein Gesamtsignal erzeugt werden, so kommt eine zur ersten Anordnung komple-
mentire Struktur zum Einsatz, die als Syntheseteil bezeichnet wird.

Abbildung 2.1 zeigt den Flussgraphen einer gleichférmigen kritisch unterabgetas-

IP 216.73.216.60, am 24.01.2026, 03:51:15. @ Urheberrechtiich geschitzter Inhalt.
tersagt, m mit, fir oder in Ki-Syster



https://doi.org/10.51202/9783186854100

2.1 Filterbanke in der Audiocodierung

teten M-Kanal Filterbank in Analyse/Synthese-Struktur. Das Eingangssignal z(n)
wird im Analyseteil durch die Analysefilter H;(z) in die Subband-Signale z;(n) zer-
legt. Diese werden mit dem Faktor M kritisch unterabgetastet, woraus die Subband-
Signale z;(m) resultieren. Im Syntheseteil der Filterbank werden die Subband-Signale
zunéchst um den Faktor M iiberabgetastet und danach mit den Synthesefiltern
Gi(z) gefiltert. Die Ausgangssignale der Synthesefilter werden zur Kompensation
der Unter- und Uberabtastung sowie Synthesefilterung mit dem Faktor M multipli-
ziert! und zum Rekonstruktionssignal #(n) aufaddiert.

] - z1(n) . x1(m) M D

L]
, .
L]
zp—1(n) xp—1(m
Analyseteil Syntheseteil

Abbildung 2.1: Flussgraph einer kritisch unterabgetasteten M-Kanal Filterbank.

Die Frequenzginge der Analyse- und sich daraus ergebenden Synthesefilter unter-
teilen das Spektrum des Eingangssignales im Idealfall, durch Gewichtung mit einem
konstanten Betrag der Ubertragungsfunktion von 1 im Durchlassbereich und 0 im
Sperrbereich, in M sich nicht iiberlappende Bénder. Sie entsprechen demnach denen
von idealen Tief-, Band- und Hochpéssen. Abbildung 2.2 beinhaltet Beispielbetrags-
frequenzgénge der Subband-Filter einer 4-Kanal (M = 4) Filterbank, die dieser
Vorgabe nitherungsweise entsprechen, jedoch eine endliche Steilheit beim Ubergang
zwischen Durchlass- und Sperrbereich aufweisen.

Die Frequenzgiinge realer Subband-Filter lassen sich grundsétzlich in drei Bereiche
unterteilen, die in der Reihenfolge des Tiefpasses in Abbildung 2.2 kurz eingefiihrt
werden sollen. Der bereits erwédhnte Durchlassbereich ist der Bereich mit einem im
Idealfall konstanten Betragsfrequenzgang von 1 bzw. 0dB. Der Beginn des Uber-
gangsbereiches wird in der Regel durch den Punkt definiert, an dem der Betrags-
frequenzgang um einen definierten Wert (hier z.B. -6 dB) abgefallen ist und ab dem
er weiter kontinuierlich fallt. Am Beginn des Sperrbereiches betriagt der Betragsfre-
quenzgang im Idealfall 0 bzw. -codB. Dieser beginnt im Falle einer Filterbank gemé8
Definition bei der Mittenfrequenz des benachbarten Filters [Kei06]. Die Sperrddmp-
fung beschreibt, wie stark die Amplitude in diesem Bereich abgesenkt wird.

'Die Multiplikation mit M wird in manchen Darstellungen auch weggelassen, da sie in der Syn-
thesefilterung mit den Filtern G;(z) beriicksichtigt werden kann.
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2 Filterbédnke mit geringer Latenz
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Abbildung 2.2: Beispielfrequenzgéinge der Subband-Filter einer 4-Kanal Filterbank.

Durch die Abweichung der Subband-Frequenzgénge von den Idealverldaufen entsteht
bei der kritischen Unterabtastung Aliasing. Die durch den Sperrbereich entstehen-
den Anteile werden dabei in der Regel relativ stark geddampft. Fiir eine perfekte
Rekonstruktion durch die gesamte Filterbank muss aber, besonders auch fiir den
Ubergangsbereich, durch die so genannte Aliasingkompensation ein Ausléschen der
Aliasingkomponenten bei der Synthesefilterung der Subbénder stattfinden.

Eine wichtige geforderte Eigenschaft einer Analyse/Synthesefilterbank ist damit die
perfekte? bzw. nahezu perfekte Rekonstruktion. Hierbei wird bewertet, wie sehr das
Rekonstruktionssignal #(n) und das Eingangssignal der Filterbank x(n) iiberein-
stimmen. In [NBS92] wurde dafiir die Grofie des SNR,. iiber

2
Signalenergie X a(n)
SNR, =101 - — | =101 n
©810 <Rekonstruktlonsfehlerenergle> ©810 Y(x(n) —Z(n+71))>2

(2.1)
eingefiihrt, die fiir definierte Signale wie Finheitsrampensignale und gleichverteil-
te Zufallssignale definierter Amplitude ausgewertet wird. Die zeitliche Verschiebung
7 des Rekonstruktionssignales in der Berechnung der Rekonstruktionsfehlerenergie
dient dabei der Kompensation der Gruppenlaufzeit der Filterbank.

Fiir den hier angestrebten Entwurf einer Filterbank fiir die Verwendung in einer
Audiocodierung mit geringer Latenz hat diese Gruppenlaufzeit der Filterbank eine
entscheidende Bedeutung, da sie die Gesamtverzogerung des Codierverfahrens maf-
geblich bestimmt. Grundsétzlich wére ein linearer Phasengang der Subband-Filter
wiinschenswert, um eventuelle Einfliisse auf die Subband-Signalverarbeitung auszu-

schlieflen. Fiir eine extrem geringe Gruppenlaufzeit sind jedoch Subband-Filter mit
einem nichtlinearen Phasenverlauf unausweichlich.

?Die jedoch nur in der mathematischen Formulierung der Filterbank vorliegt und mit der, in
realen Systemen bestehenden, begrenzten numerischen Genauigkeit nicht erreicht werden kann.
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2.2 M-Kanal Filterbankentwurfsverfahren

In der Literatur finden sich vielzéhlige Ansétze zur mathematischen Formulierung
von Filterbankstrukturen sowie der Optimierung ihrer Subband- bzw. Prototyp-
Filter. Grundsétzlich lassen sich die Verfahren durch mehrere strukturelle Eigen-
schaften voneinander unterscheiden. Zum einen sind sie dadurch voneinander abzu-
grenzen, ob die Formulierung eine Ableitung der Subband-Filter von einem gemein-
samen Prototypfilter durch Modulation vorsieht oder, zumindest in der Grundfor-
mulierung, jedes Filter fiir sich in seinen Koeffizienten einzeln optimiert wird. Zum
anderen ist ein entscheidendes Merkmal, ob die Struktur aus Filtern endlich langer
Impulsantworten (so genannten FIR-Filtern) oder unendlich langer Impulsantwor-
ten (so genannten IIR-Filtern) zusammengesetzt ist. Des Weiteren gibt es einerseits
Verfahren, die in ihrer mathematischen Formulierung eine perfekte Rekonstruktion
direkt vorsehen sowie diese fiir mit ihnen erstellte Entwiirfe im Rahmen der vor-
liegenden Rechengenauigkeit erfiillen und andererseits Ansatze, die diese nur nihe-
rungsweise erreichen kénnen.

Die Mehrheit der Verfahren sieht dabei eine gleichformige Aufteilung des Eingangs-
spektrums und eine kritische Unterabtastung vor. Fiir die Codierung ist die kritische
Unterabtastung obligatorisch, um die Gesamtzahl an zu verarbeitenden Signalwer-
ten im Vergleich zum Eingangssignal nicht zu erhohen. Zusétzlich sind viele Ver-
fahren als reine Zweibandstrukturen formuliert, so dass hohere Bandanzahlen nur
durch Kaskadierung mehrerer Filterstrukturen erreicht werden kénnen. Selbiges gilt
haufig auch fiir die generell aus psychoakustischen Gesichtspunkten wiinschenswerte
ungleichféormige spektrale Aufteilung des Eingangssignales zur angepassten Verar-
beitung in den Bandbreiten des menschlichen Horens. In beiden Fillen ergibt sich
der Nachteil, dass die Gesamtverzogerung bei einer Kaskadierung und vergleichbaren
Frequenz- und Rekonstruktionseigenschaften zumeist hoher ausféllt als bei Verfah-
ren, die einen direkten Entwurf mit mehr als zwei Bandern vorsehen. Daher werden
diese Anséitze im weiteren Verlauf nicht betrachtet.

2.2 M-Kanal Filterbankentwurfsverfahren

Im Folgenden werden die im Zuge dieser Arbeit untersuchten Filterbankentwurfs-
verfahren vorgestellt. Der Inhalt dieses Abschnittes ist dabei vergleichbar zu den
in [PKO12] veréffentlichten Ergebnissen, wobei dort zudem auch Untersuchungen
zum Einfluss verschiedener Filterbankentwiirfe auf eine frithe Version des Subband-
Codecs zu finden sind.

Voraussetzung fiir die Auswahl an Verfahren war die in der Literatur berichtete
Eignung fiir den Entwurf von Filterbankstrukturen mit geringer Latenz und die po-
tentielle Moglichkeit, auch mehr als zwei Kanéle ohne eine Kaskadierung zu erhal-
ten sowie eine erreichbare nahezu perfekte Rekonstruktion. Ziel ist es dabei, gemif3
der Erfahrungen mit den Verfahren [dBGO95], [SS91] und [Kei06], Filterbanke mit

Bandanzahlen zwischen vier und acht Subbiandern zu erstellen.
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2 Filterbédnke mit geringer Latenz

Da die im Folgenden vorgestellten Entwurfsverfahren zum Teil recht umfangreiche
mathematische Herleitungen haben und es im Rahmen dieser Arbeit somit nicht
moglich ist, diese vollstdndig wiederzugeben sowie um unnétige Wiederholungen zu
vermeiden, erfolgt die Beschreibung der Ansétze jeweils nur so weit, dass ein Ver-
standnis der Grundkonzepte, Eigenschaften und Entwurfsparameter moglich ist. Um
das Nachvollziehen der in Abschnitt 2.4 beschriebenen Methode zur globalen Opti-
mierung der Entwurfsparameter eines der Entwurfsalgorithmen etwas zu erleichtern,
wird das im néchsten Abschnitt 2.2.1 vorgestellte Verfahren dabei jedoch ein wenig
ausfithrlicher dargestellt. Fiir die genauen mathematischen Herleitungen und wei-
terfithrende Literatur wird an dieser Stelle in jedem der Fille auf die angegebenen
Referenzen verwiesen.

2.2.1 Entwurfsverfahren nach Nayebi

Nayebi et al. stellen in diversen Veréffentlichungen [NBS92, NBS94] einen nach Aus-
sage der Autoren zur damaligen Zeit neuartigen Ansatz fiir die Analyse und das
direkte Design einer grofien Klasse von allgemeinen Analyse-/Synthese-Systemen,
die auf M-Kanal Filterbanken basieren, vor.
Das Verfahren beruht auf einer Zeitbereichsbeschreibung der gesamten Filterbank
in einem System aus M Matrixgleichungen®

As;=b, i=1,2,... M. (2:2)

In diesem System enthalten die Matrizen A und S (aus der s; entstammt) die Koef-
fizienten der Analyse- und Synthesefilter in einer Anordnung, die bei ihrer Multipli-
kation einer verallgemeinerten Faltung fiir ein Multiband Analyse/Synthese-System
entspricht. Demzufolge enthélt die Matrix B (aus der b; entstammt) bei perfekter
Rekonstruktion der Filterbank zum groéfiten Teil Nullen bis auf eine, entsprechend
der gewiinschten Gruppenlaufzeit der Filterbank, verschobene und mit 1/M besetzte
Antidiagonalmatrix. Dies wird dadurch begriindet, dass diese Art einer Faltung der
Subband Analyse- und Synthesefilter in M verschobenen Dirac-Impulsen resultiert.
Der eigentliche Algorithmus zur Optimierung eines Filterbankentwurfes gemaf vor-
gegebener Parameter wie Bandanzahl M, Anzahl der Koeffizienten der Subband-
Filter N und Gruppenlaufzeit der Filterbank 7 ist in Abbildung 2.3 dargestellt.
Eingang der Optimierung sind die in der Matrix Ag zusammengefassten Koeffizien-
ten von Prototypentwiirfen fiir die Analysefilter, die fiir Entwiirfe mit geringer La-
tenz nach Moglichkeit nahezu minimalphasig sind. Mit der sich aus der gewiinschten
Gruppenlaufzeit ergebenden Matrix B lisst sich das Gleichungssystem in 2.2 z.B.
im Sinne eines Least Squares-Problems hinsichtlich der Matrix S bzw. Spg 16sen.

3In [NBS92] wird in einer allgemeinen Herleitung ein System aus R Matrixgleichungen beschrie-
ben, wobei R den Unter- und Uberabtastungsfaktoren der Filterbank entspricht. Da in dieser
Arbeit nur kritisch unterabgetastete Filterbinke betrachtet werden gilt R =M.
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2.2 M-Kanal Filterbankentwurfsverfahren

Prototypen aus
Equiripple Design
(~minimalphasig)

0

—

Bestimme Synthesefilter
S1s durch Losen eines
Least Squares-Problemes

Uberpriife
Kostenfunktion
E < Eyin?

Modifikation der
Analysefilter
Ajt1= Ak +0a,

Abbildung 2.3: Flussgraph der Filterbank-Optimierung nach Nayebi.

Die Kostenfunktion fiir die Optimierung in der original Notation von Nayebi et al.
lautet

J
E = we + Z Wje€; (2.3)

j=2
und ist die Summe gewichteter Einzelterme, die die Rekonstruktionsqualitit der
gesamten Filterbank (vorderer Teil) und die Frequenzcharakteristik der Subband-

Filter (hinterer Teil) erfassen.
Der Rekonstruktionsfehler €, kann iiber

M
a=>_lleil (2.4)
i=1
berechnet werden, wobei

e;, = ASLS1 — bz 1= 1./27 s ,]\/f (25)

der Fehler der Least Squares-Losung ist.
Die Summanden der Kostenfunktion zur Erfassung der Frequenzcharakteristiken der
Subband-Filter besteht aus verschiedenen Termen ¢;, wie z.B. fiir das Stoppband

e = / | Hyp(w0) 2w (2.6)
weEStoppband

oder die maximale Welligkeit im Durchlassbereich (Passband)
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2 Filterbédnke mit geringer Latenz

epp = max{|1l — [H,,(w)||} w € Passband. (2.7)

Hierbei bezeichnet H,,(w) jeweils die diskrete Fourier Transformierte der Impulsant-
wort h,,(n) des m-ten Analysefilters.

Die Optimierungsschleife basiert dann auf einer Auswertung der Kostenfunktion F
bzgl. des Erreichens bzw. Unterschreitens einer Grenze Ey,. fiir den Abbruch der Ite-
ration. Bei Nichterreichen des Abbruchkriteriums wird die Matrix Aj, des aktuellen
Zeitschrittes geméaf des verwendeten Algorithmus zur Minimierung der Kostenfunk-
tion um die Schrittweite d 4, modifiziert.

In der Originalversion des Nayebi-Algorithmus in [NBS92] wird die Berechnung der
Richtung und Weite eines Gradientenschrittes mit der Methode konjugierter Gradi-
enten vorgeschlagen. Die Formulierung des Optimierungsproblemes erlaubt grund-
sétzlich natiirlich aber auch andere Verfahren zur nichtlinearen Optimierung ohne
Nebenbedingung. In der in dieser Arbeit erfolgten Implementierung wurden daher die
in dem Softwarepaket Matlab verfiighbaren Routinen fminunc fiir eine unbeschrinkte
multivariate Optimierung verwendet, die fiir die vorliegende Problemstellung unter
Zuhilfenahme des Line Search-Algorithmus arbeiten.

Des Weiteren werden, wie urspriinglich von Nayebi et al. vorgeschlagen, fiir die Sub-
band-Filter Symmetriebedingungen eingefiihrt, die die Impulsantworten und damit
Ubertragungsfunktionen der oberen |M/2| Bénder aus den unteren |M/2] durch
Spiegelung mit hps—;11(n) = (—1)"h;(n) ableiten. Die Prototypfilter Ag bei Optimie-
rung von Filterbanken mit geringer Gruppenlaufzeit stammen aus einem Equiripple
Entwurf fir minimalphasige Filter oder werden als Naherung durch Verschiebung
der Impulsantwort eines Entwurfes fiir ein linearphasiges Filter generiert.

Mit der aus dieser Arbeit hervorgegangenen Implementierung konnte eine relativ
schnelle und sichere Konvergenz der Optimierung erzielt werden. Wie schon von
Nayebi et al. in [NBS92] angedeutet, hingt der Ausgang der Optimierung dabei je-
doch verhéltnisméBig stark von den eingestellten Gewichten der Kostenfunktion (vgl.
Gleichung 2.3) ab. Der einzige Hinweis, der allerdings in [NBS92] fiir die Auslegung
der Gewichtsfaktoren angegeben wird, ist

Dies bedeutet, dass der Rekonstruktionsfehler deutlich stérker gewichtet wird als
die Abweichungen der Subband-Frequenzgéinge. Unter Einhaltung dieser Bedingung
konvergiert das Verfahren zuverléssig und generiert Subband-Frequenzgénge mit an-
nehmbaren Verlaufen. Ein manuelles unabhéngiges Einstellen der einzelnen Gewichte
fithrt aber in den meisten Fillen zu deutlich besseren Sperrdampfungen bei vergleich-
barer Rekonstruktionsqualitét.

Zusitzlich zu dem Einfluss der Gewichtsfaktoren wurde eine Abhéngigkeit des Op-
timierungsergebnisses von den zur Initialisierung verwendeten Prototypfiltern beob-
achtet. Hierbei ist es fiir Entwiirfe mit geringer Gruppenlaufzeit besonders wichtig,
Prototypen zu verwenden, deren Schwerpunkte der Impulsantwort bereits in der
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Nahe, des im finalen Entwurf angestrebten und sich aus der eingestellten Latenz
ergebenden, liegen.

2.2.2 Entwurfsverfahren nach Keiler/Nguyen

In der Dissertation [Kei06] wird nach einer allgemeinen Einleitung zu méoglichen
Strukturen von Analyse-/Synthesefilterbéinken sowie Verzerrungsfunktionen gleich-
formiger Filterbdnke ein Verfahren zum Entwurf cosinus-modulierter Filterbanke
mit nahezu perfekter Rekonstruktion vorgestellt. Dieses wird anschliefend auf Basis
von Methoden aus [NH96] so modifiziert, dass der Entwurf von Filterbdnken mit
reduzierter und nahezu frei einstellbarer Latenzzeit ermoglicht wird.
Ausgangspunkt der Beschreibungen bilden die Ansétze zu cosinus-modulierten Fil-
terbinken aus [Vai93]. Hierbei wird auf Basis einer komplex modulierten Filterbank
mit 2M Béndern durch gewichtete Uberlagerung unter Zuhilfenahme des so genann-
ten Pseudo-QMF-Prinzips (PQMF) eine Aufteilung des Eingangsspektrums in M
Bénder erreicht. Keiler beschreibt darauf aufbauend die Abhéngigkeiten der Analyse-
und Synthesefilterkoeffizienten von einem gemeinsamen Tiefpass-Prototyp sowie des-
sen Polyphasenzerlegung fiir eine effiziente Durchfithrung der Filteroperationen von
cosinus-modulierten Filterbéanken in einer Polyphasenstruktur?.

Weitergehend wird der Entwurf eines linearphasigen Tiefpass-Prototypen iiber das
Entwurfsverfahren nach Creusere und Mitra [CM95] beschrieben. Dieses wird durch
eine Modifikation zur automatischen Anpassung des innerhalb des Optimierungs-
verfahrens einzustellenden Verhéltnisses der Gewichtsfaktoren von Durchlass- und
Sperrbereich erweitert. Mit dieser ist es moglich, eine leichte Verbesserung der Am-
plitudenverzerrungen der resultierenden Filterbank zu erreichen.

Der Entwurf von Filterbdnken mit besonders geringer Latenz wird {iber eine Um-
formulierung gemif [Ngu95, NH96] durch Einfiihrung einer Polyphasenrealisierung
mit Nutzung eines nicht-linearphasigen Synthese-Prototyps erreicht. Es wird eine
Methode zur numerischen Optimierung dieses Prototyps inklusive der benétigten
Kostenfunktion und Methode zur Berechnung der partiellen Ableitungen geméf der
Quadratic Constrained Least Squares-Methode (QCLS) beschrieben. In dieser wird
die Energie im Sperrbereich des Prototyps minimiert und iiber die Einfithrung der
namensgebenden quadratischen Nebenbedingung die perfekte Rekonstruktion néhe-
rungsweise sichergestellt.

Abbildung 2.4 fasst den gesamten Ablauf zum Entwurf einer Filterbank in einem
Flussgraphen zusammen. Am Eingang der Optimierung sind die Parameter der Fil-
terbank gemédfl den Einschréankungen bei der Formulierung des Verfahrens einzu-
stellen, wonach die Lénge des Prototypfilters N auf ein Vielfaches des Doppelten

4In dieser Arbeit wird der Aspekt einer Polyphasenrealisierung nur indirekt bei der Bewertung der
Entwurfsverfahren aufgegriffen und es erfolgt keine Implementierung in Polyphasenstruktur, da
fiir die Evaluation der Filterbankeigenschaften eine Realisierung in der Struktur nach Abb. 2.1
ausreichend ist.
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2M der Bandanzahl M beschrinkt wird. Der dabei auch anzugebende Parameter s
bestimmt die Gruppenlaufzeit der Filterbank, die sich daraus iiber

N
T(s) =2M(s+1)—1 mit s:OA,...,ﬁfl (2.9)

berechnet.

Eingangsparameter

N, M
[Creusere & Mitra Entwurf]
l pi(n)

[Zeitverschiebung von pl(n)j

[pa, ()
[Numerische Optimierung}

nach der QCLS-Methode

Trom
Cosinus-Modulation

Optimierte Filterbank

Abbildung 2.4: Flussgraph der Filterbank-Optimierung nach Keiler/Nguyen.

Geméf der Eingangsparameter wird nun zunéchst ein linearphasiges Prototypfilter
pi(n) iiber das Optimierungsverfahren nach Creusere und Mitra entworfen. Dieses
basiert auf dem Parks-McClellan-Algorithmus zum , Equiripple-Filterentwurf* (sie-
he [Kei06] S. 77 ff.). Hiermit wird in einem iterativen Verfahren, iiber eine Varia-
tion der Durchlassfrequenz, der Frequenzgang eines Prototypfilters fiir eine cosinus-
modulierte Filterbank optimiert. Die dabei ausgewertete Kostenfunktion erfasst die
auftretenden Amplitudenverzerrungen bei Uberlagerung zweier modulierter Proto-
typfilter geméfl des Pseudo-QMF-Prinzips.

Der aus dieser Optimierung hervorgehende linearphasige Prototyp wird gemé&f des
eingestellten Verzogerungsparameters s in seiner Impulsantwort zeitlich verschoben,
wobei die Kausalitét des Filters durch entsprechendes Abschneiden der Impulsant-
wort sichergestellt wird. Die verschobene Impulsantwort pa, (n) ist dann Startpunkt
der eigentlichen numerischen Optimierung. Diese erfolgt mittels der bereits beschrie-
benen QCLS-Methode als gradientenbasierte Optimierung mit einer Nebenbedin-
gung, die die ndherungsweise perfekte Rekonstruktion sicherstellt.

Mit dem optimierten Prototyp popt.(n) lassen sich dann iiber entsprechende Modu-
lationsgleichungen die Impulsantworten der Analyse- und Synthesefilter berechnen.
Fiir die Anwendung in einer Polyphasenstruktur kann alternativ eine Umrechnung
in die Polyphasenkoeffizienten erfolgen.

Die Algorithmen von Keiler wurden im Rahmen der Studienarbeit [Kral2] sowie der
Untersuchungen zu [PKO12] implementiert und analysiert. Hierbei lag der Fokus auf
dem Entwurf von Filterbinken mit besonders geringer Latenz sowie dem Ausloten
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der Grenzen des Verfahrens. Es wurden Entwiirfe mit unterschiedlichen Bandanzah-
len und Verzogerungen generiert sowie diverse ,,Parameter Sweeps“ durchgefiihrt.
Grundsétzlich zeichnet sich das Optimierungsverfahren durch seinen moderaten Be-
rechnungsaufwand und die guten Konvergenzeigenschaften aus. Es lieBen sich fiir
verschiedenste gerade Bandanzahlen Entwiirfe mit Verzogerungen unter einer Milli-
sekunde erzielen, die zumeist gute Frequenzverlaufe und Rekonstruktionseigenschaf-
ten aufwiesen. Prinzipiell erlaubt die Formulierung auch ungerade Bandanzahlen,
jedoch wurden hierfiir keine vergleichbar guten Ergebnisse erreicht. Bei besonders
geringen Latenzen traten zusétzlich verstirkt Welligkeiten im Durchlassbereich der
Tief- und Hochpésse auf, wie die Ergebnisse in Abschnitt 2.3 zeigen werden.

2.2.3 Entwurfsverfahren nach Schuller

Eine Alternative zu den Verfahren von Nayebi und Keiler/Nguyen sind die in der
Dissertation [Sch97] und verschiedenen Veréffentlichungen wie [SS96] und [SS95] von
Schuller vorgestellten Beschreibungsformen und Algorithmen zum Entwurf von zeit-
varianten® Filterbiinken mit niedriger Verzégerung und perfekter Rekonstruktion.
Bei der Entwicklung der Methoden wurde dabei das Ziel verfolgt, Filterbanke mit
einer von der Filterlange unabhéngigen Verzogerung trotz langer Impulsantworten
zu entwerfen. Dies dient z.B. dem Verringern von Vorechos bei der Anwendung in der
Codierung nach dem MPEG AAC Standard. Der Fokus liegt damit auf Filterbénken
mit im Vergleich zum vorliegenden Anwendungsfall deutlich hoheren Bandanzahlen
und Verzogerungen. Trotzdem lassen sich mit dem Entwurfsverfahren durch dessen
freie Formulierung auch Entwiirfe mit niedriger Bandanzahl und besonders geringer
Verzogerung erstellen.

Das Verfahren basiert auf einer Beschreibung einer cosinus-modulierten M-Kanal
Filterbank iiber eine spezielle Formulierung in Polyphasenstruktur, die das nahezu
freie Einstellen der Systemverzogerung erméglicht. Abbildung 2.5 zeigt den grund-
sitzlichen Aufbau der dabei zur Anwendung kommenden Filterbankstruktur. Am
Eingang der Filterbank findet im Analyseteil durch Verzogerung und Unterabtas-
tung eine Zerlegung des Eingangssignales in seine Polyphasenkomponenten statt. Die
Verarbeitung zu den Subband-Signalen erfolgt iiber die Analyse-Polyphasen-Matrix
P,(z). In der Synthesefilterbank werden zunichst mittels der Polyphasen-Matrix
P,(z) aus den Subband-Signalen wieder die Polyphasenkomponenten gebildet. Die-
se kénnen dann durch Uberabtastung und erneute Verarbeitung in einer Struktur
aus Verzogerungsgliedern sowie eine Summation zum Berechnen des Rekonstruk-
tionssignales Z(n) genutzt werden.

5 Neben einer Entwurfsmethode fiir Filterbéinke mit geringer Verzégerung besteht ein wesent-
licher Beitrag der Arbeiten zu [Sch97] in der Realisierung von Filterbéinken mit zeitvarianter
Teilbandzahl. Da der Aspekt der Zeitvarianz in dieser Arbeit nicht zur Anwendung kommt,
wird dieser im Folgenden nicht weiter betrachtet.
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T

Abbildung 2.5: Flussgraph der M-Kanal Filterbank in Polyphasenstruktur fiir den
Entwurf nach Schuller (gemé&8 [Sch97]).

Schuller zeigt in [Sch97], wie sich die Analyse- und Synthese-Polyphasen-Matrizen
in das Produkt aus mehreren Teilmatrizen zerlegen lassen, die als Transformations-,
Verschiebungs- und Filtermatrizen bezeichnet werden. Die Filtermatrizen kénnen
durch weitere Zerlegung in das Produkt aus so genannten Minimal- und Mazimal-
Verzdgerungs-Matrizen iiberfithrt werden, wobei iiber letztere ein Einstellen der
Verzogerung moglich wird. Damit ergibt sich unter Einhaltung gewisser Nebenbe-
dingungen eine von der Filterlinge unabhéngige und damit nahezu frei einstellbare
Verzogerung der gesamten Filterbank, die im Minimum M — 1 betragen kann.

Der eigentliche Entwurf von Filterbédnken mit der gewiinschten, zunéchst auf gerade
Zahlen beschréinkten, Bandanzahl und Filterlénge wird durch eine numerische Opti-
mierung mittels einer an die Problemstellung angepassten Version der Methode der
konjugierten Gradienten durchgefithrt. Abbildung 2.6 fasst das dafiir von Schuller
vorgeschlagene Vorgehen in einem Flussgraphen grob zusammen. Der dabei einge-
fithrte Vektor @ enthélt die Koeffizienten, aus denen die Filtermatrizen der Analyse-
und Synthesefilterbank resultieren.

In einem ersten Schritt wird eine Initialisierung des Koeffizientenvektors mit Zu-
fallszahlen durchgefiihrt. Aus diesem werden die Polyphasen-Matrizen und damit
die Frequenzginge der Subband-Filter ermittelt. Uber eine Kostenfunktion, die die
gewichteten Abweichungen von einem vorgegebenen Wunschfrequenzgang erfasst,
wird dann fiir eine Approximation eines so genannten Newton-Schrittes ein Satz von
Richtungsvektoren berechnet, der geméfl der Methode konjugierter Gradienten eine
unabhéangige Minimierung in moglichst wenigen Schritten ermoglichen soll. Die Opti-
mierung als Gradientenabstieg innerhalb eines Iterationsschrittes erfolgt also, indem
fiir jeden der Richtungsvektoren, deren Anzahl der an Koeffizienten des Vektors
entspricht, eine eindimensionale Minimierung durchgefiihrt wird. Die Kostenfunk-
tion wird dabei auch dazu genutzt, eine Skalierung der Schrittweite durchzufiihren,
falls ihr initialer Wert nicht zu einer Verringerung der Kosten gefithrt hat. Dieses
Vorgehen wird in einer Vielzahl von Iterationen solange wiederholt, bis eine vorge-
gebene Schwelle fiir die Verénderung Az des Koeffizientenvektors im Vergleich zur
vorherigen Iteration unterschritten wird.
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Abbildung 2.6: Flussgraph der Filterbank-Optimierung nach Schuller.

Das Optimierungsverfahren von Schuller wurde ebenfalls im Rahmen von [Kral2]
und den Untersuchungen zu [PKO12] implementiert und evaluiert. Hierbei lag der
Fokus, wie auch schon fiir die zuvor vorgestellten Entwurfsverfahren, auf der Opti-
mierung von Filterbanken mit besonders geringer Verzogerung. Grundsétzlich lieBen
sich mit dem Verfahren Entwiirfe mit weniger als einer Millisekunde Gesamtverzoge-
rung und annehmbaren Frequenzverliufen generieren. Diese zeigten die, gemifl der
Formulierung, zu erwartenden sehr guten Rekonstruktionseigenschaften.
Problematisch stellte sich die, in der vorliegenden Implementierung, langsame ,, Kon-
vergenz” des Verfahrens heraus. Hierbei werden zwar schon nach wenigen Iteratio-
nen erkennbare Frequenzverldufe der Subband-Filter erreicht. Fiir das Erstellen von
Entwiirfen mit glatten Verlaufen im Durchlassbereich und ausreichend hohen Sperr-
ddmpfungen mussten jedoch Berechnungsdauern von mehreren Stunden auf einem
herkémmlichen Desktop-PC und ohne Parallelisierung in Kauf genommen werden.
Dabei wurde eine zusitzliche starke Abhéingigkeit des Optimierungsergebnisses von
dem, fiir die Kostenfunktion zu definierenden, Wunschfrequenzgang und dem ver-
wendeten Startvektor festgestellt. Aufgrund dieser Einschrinkung waren gréfier an-
gelegte Parametersweeps nicht moglich. Zusétzlich zeigte das Verfahren eine leichte
Tendenz zu Welligkeiten im Durchlassbereich des Tief- und Hochpasses fiir Entwiir-
fe mit besonders geringer Latenz, die jedoch deutlich geringer ausfallen wie fiir das
Entwurfsverfahren nach Keiler/Nguyen.

2.3 Vergleich verschiedener Filterbankentwiirfe

Mit den, in den vorherigen Abschnitten vorgestellten, Entwurfsverfahren wurden im
Rahmen von [PO11], [Kral2] und [PKO12] verschiedene Filterbankkonfigurationen
optimiert und in ihren Eigenschaften analysiert. Ziel war es dabei, innerhalb der
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Einschrankungen des jeweiligen Verfahrens, Filterbédnke mit vier bis acht Bandern
und einer Verzogerung von weniger als einer Millisekunde zu erhalten. Im Folgenden
werden die im Rahmen von [PKO12] jeweils als am erfolgversprechendsten ausge-
wahlten Entwiirfe dargestellt und miteinander verglichen.

Abbildung 2.7 zeigt die Frequenzginge der Analysefilter verschiedener Entwurfser-
gebnisse. Zur besseren Ubersicht wurden jeweils nicht alle Béinder dargestellt, da sie
vergleichbare Verldufe aufweisen und sich z.B. fiir das Nayebi-Verfahren durch ein-
gefiihrte Symmetriebedingungen aus den dargestellten Frequenzverldufen ergeben.
Teilabbildung (a) beinhaltet die Frequenzgéinge einer mit dem Nayebi-Verfahren op-
timierten 5-Kanal Filterbank mit 55 Filterkoeffizienten pro Band und 24 Samples
Gesamtverzogerung. In Teilabbildung (b) sind die Frequenzgéinge einer mit dem
Keiler-Verfahren erstellten 6-Kanal Filterbank mit 96 Filterkoeffizienten pro Band
und 35 Samples Gesamtverzogerung dargestellt. Die Teilabbildung (c) enthilt die
Frequenzgénge einer mit dem Schuller-Verfahren generierten 4-Kanal Filterbank mit
80 Filterkoeffizienten pro Band und 39 Samples Gesamtverzogerung. Die jeweiligen
Synthesefilter weisen vergleichbare Verlaufe auf und werden daher nicht gesondert
dargestellt.

Die Ergebnisse veranschaulichen die bereits in den vorherigen Abschnitten ange-
deutete Tendenz der Verfahren nach Keiler/Nguyen und Schuller zu Welligkeiten im
Durchlassbereich der Tiefpésse® fiir Entwiirfe mit besonders geringer Latenz. Bei den
Ergebnissen nach Keiler/Nguyen betrigt die Uberhshung im Maximum zwar meh-
rere dB, stellt aber bei entsprechender Auslegung der Subband-Signalverarbeitung
kein groferes Problem dar. Dafiir ergibt sich eine iiber den gesamten Sperrbereich
betrachtet relativ hohe Dampfung. Beim Nayebi-Entwurf fillt diese besonders fiir
den ersten Sperrbereich des ersten Bandpasses etwas geringer aus. Die Frequenzver-
ldufe der mit dem Verfahren nach Schuller optimierten Filterbank weisen eine relativ
konstante, jedoch nicht ganz so hoch ausfallende Dampfung im Sperrbereich und nur
eine leichte Uberhohung im Durchlassbereich des Tiefpasses auf.

Zum Vergleich der mit den verschiedenen Verfahren entworfenen Filterbédnke wurden
neben einer visuellen Inspektion der Frequenzgéinge in Anlehnung an [Kei06] auch
Messwerte ermittelt, die die Frequenz- und Rekonstruktionseigenschaften erfassen.
Eine wichtige Kenngrofle ist dabei die minimale Ddmpfung der Filter im Sperrbe-
reich, also das Maximum des Betragsfrequenzgangs in Dezibel. Dieses lésst sich iiber

R (W
Hgin. = max {rggf {2010g (|Hie )D}} (2.10)
in einer Formel festhalten. Die als Sperrbereich wg; mit i = 0,..., M — 1 definierten

Abschnitte des Frequenzgangs sind hierbei iiber

3
M Swso <, (2.11)

5Tm Hochpass ergibt sich eine vergleichbare Absenkung des Amplitudenverlaufes und in den Syn-
thesefiltern ein entsprechend zu den Analysefiltern inverses Verhalten.
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(a) Nayebi 5-Kanal Filterbank mit N = 55 und 7 = 24.

0 — TP
BP1
2 20 BP2
g
L% -40
o "
i A {‘n
T
0 0,25 05 0,75 1

Frequenz w/m

(b) Keiler/Nguyen 6-Kanal Filterbank N = 96 und 7 = 35.
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(¢) Schuller 4-Kanal Filterbank N = 80 und 7 = 39.

Abbildung 2.7: Vergleich der Analysefilter-Betragsfrequenzgéinge von Filterbénken
mit geringer Latenz, die mit verschiedenen Entwurfsverfahren optimiert wurden.

(2 — 1) (204 3)m
< ) = - < ;< .
0<wg; < i und o = wg; <, (2.12)
und (20 — 3)
I —3)m
< g < 2.1
O_WS,M 1> oM ( 3)
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beschreibbar und damit jeweils die Mittenfrequenzen der benachbarten Bénder.
Die mittlere Dampfung im Sperrbereich wird als Gesamtmittelwert aus einzelnen
Mittelwerten iiber

| M
Hgmi. = 20log <M > Hi,S,mtl,) (2.14)
=0

in Dezibel dargestellt. Dabei ergeben sich die Mittelwerte der einzelnen Filter mit

1 7 ,.
Ho s, = —=5+ / ‘H()(@Jw)‘ dw, (2.15)
T =331 3
M
(2i-1)x
1 2M ) 1 s ,
Hi«,S,mtlA - W / ‘Hi(ejw)) dw + m / ‘Hj(ejw)‘ dw (216)
2M 0 T = oM (2i43)7
M
und
(2M—=3)7
1 P .
HM—],S‘mtl. = M 37 / ‘HM_1 (ejw)‘ dw (217)
2M 0

aus einer Integration iiber den entsprechenden Frequenzbereich und einer Normie-
rung auf dessen Breite. Fiir die Synthesefilter G;(z) gelten die Berechnungsformeln
2.14 und 2.10 mit den entsprechenden Bandgrenzen dquivalent.

Eine weitere wichtige Messgrofie erfasst die Aliasingverzerrungen der Filterbank. Zu
deren Berechnung wird durch Uberlagerung modulierter Teilfilter mittels?

M—1|M—-1 (o2 2
. — (eJ (pd (W=7
Falias. max. = max 20log ; ; Gi(eiw)H;(e?@ah) (2.18)

iiberpriift, wie sehr die moglicherweise nicht perfekte Aliasingkompensation im Ma-
ximum iiber den gesamten Frequenzbereich vom Idealwert 0 bzw. —oo abweicht.
Zuletzt lassen sich die Amplitudenverzerrungen als Abweichung der Gesamtiibertra-
gungsfunktion vom Idealwert 1 iiber

)} (219)

" Abweichend von der in [Kei06] verwendeten Notation wird hier der fiir Amplitudengrofen iibliche
Vorfaktor 20 verwendet.

M—-1

> Hi(e)Gy(e?)

FAmpl,,max. = Ogl'j}z(w {20 log (1 —
- i=0

ermitteln und ebenfalls in Dezibel ausdriicken.
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2.3 Vergleich verschiedener Filterbankentwiirfe

Zusammen mit dem bereits in Abschnitt 2.1 definierten SNR,. lésst sich so ein relativ
vollstandiges Bild der Eigenschaften eines Filterbankentwurfes erstellen. Tabelle 2.1
fasst alle in dieser Arbeit verwendeten Eigenschaften noch einmal in einer Ubersicht
zusammen.

Tabelle 2.1: Beschreibung der Messgrofien zur Beurteilung der Filterbankentwiirfe.

Eigenschaft
Bewertungsgrofie | Erlduterung
M Anzahl an Teilbdndern der Filterbank
N Anzahl der Subband-Filterkoeffizienten
T Gruppenlaufzeit der Filterbank in Samples
Hg . Mittlere Sperrddmpfung der Analysefilter in dB
Hg min. Minimale Sperrdémpfung der Analysefilter in dB
Gsm. Mittlere Sperrddampfung der Synthesefilter in dB
G 3 min. Minimale Sperrddmpfung der Synthesefilter in dB
FAtias. max. Maximale Aliasingverzerrung der Filterbank in dB
Fampl. max. Maximale Amplitudenverzerrung der Filterbank in dB
SNR.. Gesamtrekonstruktionsfehler der Filterbank in dB

Tabelle 2.2 beinhaltet die Ergebnisse der Messgrofien fiir die in 2.7 dargestellten
Filterbdanke. Die bei den Entwiirfen nach Keiler/Nguyen und Schuller bewusst zu-
gelassene hohere Filterlidnge begriindet sich dabei durch die Moglichkeit einer Im-
plementierung als effiziente Polyphasenstruktur. Die Ergebnisse verdeutlichen den
iiber ihre Formulierung als Verfahren mit n&dherungsweise perfekter bzw. perfekter
Rekonstruktion bestehenden Unterschied zum Verfahren nach Nayebi und sind im
Endeffekt lediglich durch die ,Double-Precision-Rechengenauigkeit begrenzt. Des
Weiteren wird die bereits aus den Frequenzgéngen ersichtliche etwas hohere Sperr-
dédmpfung des Entwurfes nach Keiler/Nguyen deutlich. Die Ergebnisse der Aliasing-
und Amplitudenverzerrungen spiegeln sich insgesamt auch im SNR,. wider.

Um den Einfluss verschiedener Filterbankentwiirfe auf die Subband-ADPCM-Co-
dierung abzuschétzen, wurden im Zuge der Untersuchungen zu [PKO12] zusétzlich
Evaluierungen der resultierenden Audioqualitat in einer frithen Version des Codecs
gemacht. Die unter anderem auch in ihren Tendenzen durch einen Horversuch besté-
tigten Ergebnisse lieflen folgende Schliisse zu. Zum einen kann davon ausgegangen
werden, dass die Rekonstruktionsqualitidt des Nayebi-Entwurfes trotz des schlech-
teren Abschneidens bei den Messwerten ausreichend hoch ist und Einfliisse auf die
Audioqualitdt, die durch die nicht verlustfreie Codierung der Subband-Signale ent-
stehen, iiberwiegen. Zum anderen deutet sich an, dass fiir gewisse Signalklassen
eine weitere Verbesserung des Codierverfahrens durch Filterbankentwiirfe mit ei-
ner erhohten Sperrddmpfung erzielt werden konnen. In Abwiagung der Latenz und
Flachheit des Durchlassbereiches sowie unter Inkaufnahme des unter Umstédnden
erh6hten Rechenaufwandes fiel die Entscheidung zugunsten des Nayebi 5-Band Ent-
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2 Filterbédnke mit geringer Latenz

wurfes aus. Auf Basis der gewonnenen Erkenntnisse wurde zusitzlich {iber die im
ndchsten Abschnitt 2.4 présentierte Methode zur globalen Optimierung von Ent-
wurfsparametern eine Verbesserung der Sperrddmpfung erreicht, die deren Differenz
zum Keiler/Nguyen-Entwurf kompensiert. Auf einen Versuch der globalen Optimie-
rung fiir das Keiler/Nguyen-Verfahren oder das Schuller-Verfahren wurde mangels
notiger Freiheitsgrade bzw. aufgrund des hohen Berechnungsaufwandes verzichtet.

Tabelle 2.2: Vergleich der Eigenschaften verschiedener Filterbankentwiirfe iiber ge-
eignete Bewertungsgrofien.

Entwurfsverfahren
Eigenschalft/

Bewertungsgrofie Nayebi Keiler/Nguyen Schuller
M 5 6 4
N 55 96 80

T 24 35 39
Hg 1. -51,4 -60,1 -52,2
HS,min. '33,2 -4075 -35,6
Gsmi. -52,8 -60,1 -52,0
G'S,min. -33,2 -40,3 -35,3
N -107,1 -274,3 -296,3
Fampl. max. -117,2 -274,7 -301,0
SNR, 119,9 279,0 303,6

2.4 Globale Optimierung von
Entwurfsparametern

Wie bereits in Abschnitt 2.2.1 erlautert, bedarf das Entwurfsverfahren nach Naye-
bi et al. der manuellen Einstellung diverser Gewichtsfaktoren der Kostenfunktion.
Diese Parameter bestimmen den Anteil des Rekonstruktionsfehlers sowie der sum-
mierten Abweichungen der Subband-Frequenzgénge von den Verldaufen idealer Filter
zum Gesamtkostenwert. Mit einem manuellen Einstellen der Parameter konnen, wie
im vorherigen Abschnitt gezeigt, in der Regel gute Ergebnisse erzielt werden. Der
Einfluss der Parameter auf das Endergebnis hat sich jedoch als wenig intuitiv her-
ausgestellt und damit ist die manuelle Anpassung der Gewichtsfaktoren fiir hohere
Bandanzahlen sehr aufwindig. Zusétzlich ldsst sich ohne Weiteres keine Aussage
treffen, ob durch eine andere Gewichtung bessere Ergebnisse erzielt werden konn-
ten.

Daher wurde in den Untersuchungen, die zu [PO15b] gefiihrt haben, evaluiert, ob es
mittels Techniken der globalen Optimierung méglich ist, den Prozess des manuellen
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2.4 Globale Optimierung von Entwurfsparametern

Einstellens von Gewichtsfaktoren durch einen vollkommen automatisierten Prozess
zu ersetzen. Abbildung 2.8 zeigt einen Flussgraphen der dafiir eingefiihrten globalen
Optimierung der Nayebi-Parameter.

Eingangs-
Parameter
Initialisierung des
”””” Nayebi-Algorithmus

Durchfithrung Nayebi
Optimierung(en), Eval.

globale Kostenfunktion

Uberpriif.
Abbruch-
beding.

Verdnderung Nayebi
Gewichtsparameter
bzw. Grenzfrequenzen

Abbildung 2.8: Flussgraph der globalen Optimierung der Nayebi-Parameter.

Eingangsparameter der Optimierung sind demnach nur noch die Bandanzahl, die zur
Verfiigung stehende Anzahl an Filterkoeffizienten, die gewiinschte Gruppenlaufzeit
der Filterbank sowie optionale zu verwendende Symmetriebedingungen. Hiermit er-
folgt die Initialisierung des Nayebi-Algorithmus durch den Entwurf der Prototypfilter
und damit das Erstellen der Matrizen A, sowie B. In der Iterationsschleife werden
nun fiir jede Iteration verschiedene Kombinationen der Gewichtsparameter, je nach
Algorithmus fiir die globale Optimierung, eine oder mehrere Nayebi-Optimierung(en)
durchgefiihrt und die globale Kostenfunktion

1 J
Eglobal = 7SNR, [dB] + Jz:;éj (220)
evaluiert. Diese erfasst im ersten Summanden den Rekonstruktionsfehler der Fil-
terbank iiber das Reziproke des SNR, in dB fiir ein Einheitsrampensignal in einer
nichtlinearen Form. Die anderen Summanden bilden, dhnlich wie auch schon die
Kostenfunktion des Nayebi-Algorithmus, die Abweichungen der Subband-Filter von
den Idealverldufen ab. Die Summanden sind damit in der gleichen GréBenordnung,
so dass es keiner weiteren Gewichtung bedarf.
Fiir das Losen des eigentlichen Optimierungsproblemes wurden im Rahmen dieser
Arbeit verschiedene Verfahren zum Minimieren globaler Kostenfunktionen evaluiert.
Da jede Iteration der Optimierungsschleife mindestens einen Aufruf der Kostenfunk-
tion und damit Durchfiihrung einer Nayebi-Optimierung bedeutet, die selbst mehr
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2 Filterbédnke mit geringer Latenz

als eine Minute dauern kann und aufgrund des guten Konvergenzverhaltens wurden
die besten Ergebnisse mit einem Pattern-Search-Ansatz [HJ61] erzielt. Bei diesem
Verfahren zur direkten Suche im Parameterraum unstetiger und nicht differenzier-
barer Kostenfunktionen wird dieser gemif des namensgebenden Musters (engl. Pat-
tern) systematisch abgesucht, wobei der Suchradius im Laufe der Iterationen ver-
kleinert wird. Je nach Variante des Algorithmus wird dabei zusétzlich eine zum Teil
zufillige Variation der Suchrichtungen vorgenommen oder die Suche innerhalb einer
Iteration abgebrochen, sobald eine Minimierung der Kostenfunktion erfolgt ist. Das
Vorgehen nach dem Pattern-Search-Algorithmus ermoglicht somit eine vergleichs-
weise robuste Konvergenz und erlaubte dadurch fiir die vorliegende Problemstellung
ein besseres Abwigen zwischen der Qualitit des Optimierungsergebnisses und der
Laufzeit der Optimierung.

Eine mogliche Erweiterung des globalen Optimierungsverfahrens betrifft die Gren-
zen bei der Integration der Frequenzverlaufsfehler (Gleichung 2.6 und 2.7), also den
Zuweisungen fiir w € Passband und w € Stoppband. In [NBS92] werden hierfiir
keine naheren Angaben gemacht. Im Zuge der Entwicklung des globalen Optimie-
rungsverfahrens hat es sich jedoch als vorteilhaft erwiesen, in ihnen einen weiteren
Freiheitsgrad der Kostenfunktion zu nutzen. Demnach wurde eine kaskadierte Opti-
mierung der Gewichtsparameter und Bandgrenzen eingefithrt. Hiermit ist gemeint,
dass in einem ersten Schritt die Gewichte der Nayebi-Kostenfunktion (Gleichung
2.3) global optimiert werden, wihrend die Bandgrenzen aus Gleichung 2.6 und 2.7
festgehalten bleiben. In einem zweiten Schritt werden dann mit den ermittelten Ge-
wichten die Bandgrenzen optimiert.

Wie im Flussgraphen in Abbildung 2.8 durch die gestrichelte Linie angedeutet, er-
laubt das Verfahren zur globalen Optimierung auch einen Einbezug der Initialisie-
rung des Nayebi-Algorithmus. Dies bezieht sich auf den Entwurf der, fiir den Start
des Verfahrens notigen, Prototypfilter, da sich, wie bereits in Unterabschnitt 2.2.2
angedeutet, deren Verlaufe als fiir den Ausgang der Optimierung mitentscheidend
herausgestellt haben.

Abbildung 2.9 beinhaltet einen Vergleich der Ergebnisse verschiedener Nayebi-Opti-
mierungen fiir die bereits in Abschnitt 2.3 betrachtete Filterbank mit fiinf Bandern,
55 Filterkoeffizienten pro Band und einer Gesamtlatenz von 24 Samples. Teilabbil-
dung (a) zeigt Ergebnisse, die unter Einhaltung der von Nayebi et al. in [NBS92] an-
gegebenen Bedingungen fiir die Einstellung der Gewichtsfaktoren erzielt wurden. In
Teilabbildung (b) sind Frequenzverldufe eines Entwurfes dargestellt, bei dem durch
manuelle Optimierung der Nayebi-Gewichtsparameter der Versuch einer Erhchung
der Sperrddmpfung vorgenommen wurde. In (c) sind Ergebnisse einer globalen Opti-
mierung dieser Gewichtsparameter enthalten. Die Teilabbildung (d) verdeutlicht den
Gewinn an Sperrdampfung von bis zu 10dB, der durch die vorgestellte kaskadier-
te Optimierung ohne einen signifikanten Verlust an Rekonstruktionsqualitit erzielt
wurde.

Weitere durchgefiihrte Optimierungsdurchlédufe mit anderen Versionen der globalen
Kostenfunktion ergaben Entwiirfe mit hoherer Sperrddmpfung zulasten von Wel-
ligkeiten im Durchlassbereich und einem Verlust an Rekonstruktionsqualitét oder
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2.4 Globale Optimierung von Entwurfsparametern

dessen Verbesserung mit vergleichbaren Frequenzgéngen zu Abbildung 2.9 (c). Das
Verfahren zur globalen Optimierung wurde zudem auch dazu genutzt, Filterbédnke
mit anderen Bandanzahlen zu optimieren. Im Rahmen der Grenzen des Nayebi-
Entwurfsverfahrens war es dabei moglich, vergleichbare Ergebnisse zu erzielen.

...... TP ceeee TP
0 , BP1 0 : BP1
BP2 BP2
220 2 20
—~ —~
[ (]
< =i
z =
2 40 2 40
: 2
-60 & -60
05 0,25 0,5 0,75 1 0 0,25 0,5 0,75 1
Frequenz w/m Frequenz w/m
(a) Nicht optimierte Parameter. (b) Manuell optimierte Parameter.
Q feerermrornns O fresmmeeeeees
2 -2 g -20
—~ —~
[ ()
< <
Z Z
2 40 : 2 40
5 5
-60 -60
05 0,25 0,5 0,75 1 0 0,25 0,5 0,75 1
Frequenz w/m Frequenz w/m
(c) Global optimierte Parameter.  (d) Global kaskadiert optimierte Parameter.

Abbildung 2.9: Vergleich der Betragsfrequenzgénge von Filterbankentwiirfen nach
dem Nayebi-Entwurfsverfahren fiir verschiedene Arten der Gewichtsparameteropti-
mierung.
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Kapitel

Fehlerrobuste
ADPCM-Codierung

Dieses Kapitel enthalt mit der Algorithmik zur fehlerrobusten ADPCM-Codierung
der Subband-Signale (Blocke AdPQ); in Abbildung 1.3) den zweiten grofien Baustein
des zu entwickelnden Verfahrens zur fehlerrobusten Audiocodierung mit geringer
Latenz. Hierbei werden, aufbauend auf bereits erprobten Verfahren zur adaptiven
Pradiktion und Quantisierung, Mafinahmen zur Verbesserung der Audioqualitéit so-
wie zum Erreichen einer Robustheit gegeniiber Kanaliibertragungsfehlern vorgestellt
und analysiert.

Ziel der folgenden Darstellungen ist es, das dabei gewéahlte Vorgehen zu motivieren
und die Eignung der entwickelten Methoden fiir den vorliegenden Anwendungsfall
zu demonstrieren. Dazu werden nach einer allgemeinen Einleitung in die Grund-
lagen zur ADPCM die Algorithmen zur fehlerrobusten adaptiven Pradiktion und
Quantisierung dargestellt. Des Weiteren erfolgt die Beschreibung einer Methode
zur dynamischen Bit-Allokation und Erweiterung der Pridiktionsstruktur um einen
statischen Anteil. Ausblickshaft werden zudem Untersuchungen zu einem Konzept
zur Vektorquantisierung présentiert, das in Kombination mit einer fehlerrobusten
Breitband-ADPCM eine Verbesserung der Audioqualitidt bei Breitband-Codierung
erlaubt und in weiterfithrenden Untersuchungen auf eine Subband-Codierung ange-
wendet werden kénnte.

Zusatzlich wird eine alternative MafBinahme zur Verbesserung der Audioqualitét
durch adaptive Vor- und Nachfilterung vorgestellt, die einen vielversprechenden An-
satz darstellt und deren Eignung demonstriert wird. Sie ist aber aufgrund ihres
frithen Stadiums der Entwicklung und der geringen Praxisrelevanz nicht in die final
evaluierte Codec-Version eingeflossen.

3.1 Grundlagen zur ADPCM

Das Grundprinzip der ADPCM basiert auf der Eigenschaft natiirlicher Audiosignale
zumindest abschnittsweise stationér zu sein. Dies macht es moglich, iiber spezielle
Filterstrukturen im Rahmen einer so genannten linearen Prddiktion, auf Basis der
Vergangenheit eines Signales, eine Vorhersage {iber dessen Verlauf fiir zukiinftige
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3.1 Grundlagen zur ADPCM

Zeitschritte zu machen. Da dies auf gleiche Weise sowie auf Basis der gleichen Sig-
nale im Encoder und Decoder erfolgen kann, ist es somit nur nétig, den Fehler der
Pradiktion zwischen diesen zu iibertragen. Aufgrund dessen geringerer Signalampli-
tude kann der Pridiktionsfehler einer adaptiven Quantisierung unterzogen werden,
die mit einer geringeren Wortbreite im Vergleich zum Eingangssignal erfolgt. Dies
resultiert in einer Reduktion der zu iibertragenden Datenrate.

Abbildung 3.1 zeigt den Flussgraphen einer Signaliibertragungsstrecke!, die auf ei-
nem ADPCM-basierten Encoder und Decoder basiert. Am Eingang des Encoders
wird von dem zu codierenden Signal®> xz(n) die Priidiktion p(n) subtrahiert. Der
resultierende Pridiktionsfehler e(n) wird im Block Q,(+) einer adaptiven skalaren
Quantisierung unterzogen, was einer Abbildung des Prédiktionsfehlersignales auf ei-
ne Folge von Quantisierungsindizes §(n) bedeutet, die an den Decoder iibertragen
werden.

Um auf dem Kanal nur die Quantisierungsindizes §(n) iibertragen und auf zusétz-
liche Informationen wie Pradiktionsfilterkoeffizienten oder Normalisierungsfaktoren
verzichten zu konnen, erfolgen jegliche Anpassungen riickwirtsadaptiv. Demnach
beinhaltet der Encoder auch einen Decoderteil, so dass alle Adaptionen und Berech-
nungen® auf Basis des rekonstruierten Pridiktionsfehlers é(n) und des rekonstruier-
ten Signales #(n) erfolgen, die auch im Decoder vorliegen. Im Fall des Pradiktors
wird dieses Vorgehen als Rickwdrtspradiktion bezeichnet.

Encoder Kanal Decoder

p(n)

Abbildung 3.1: Flussgraph eines ADPCM-basierten Encoders und Decoders.

Abbildung 3.2 zeigt einen detaillierteren Flussgraph des ADPCM-Encoders mit der
adaptiven Quantisierung durch Prédiktionsfehlernormalisierung mittels einer Hiill-
kurvenschétzung. Die Blocke des adaptiven Quantisierungsoperators Q,(+) und der
Abbildung auf den entsprechenden Reprisentativwert und anschliefender Denorma-

!Die Darstellung erfolgt hier fiir einen allgemeinen Zeitindex n, auch wenn im Subband-Codec
die ADPCM-Codierung der unterabgetasteten Subband-Signale mit dem Zeitindex m erfolgt.
2Das Eingangssignal wird dabei als mit 16 oder 24 Bit ausreichend fein quantisiert fiir die Ver-
nachlissigung von initialen Quantisierungseinfliissen angenommen.

3Cestrichelte Linien in Flussgraphen signalisieren im Folgenden stets Signale, die eine steuernde
Funktion haben oder Berechnungsgrundlage fiir, in Funktionsblocken verwendete, Adaptions-
algorithmen sind.
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3 Fehlerrobuste ADPCM-Codierung der Subband-Signale

lisierung iiber @, !(-) sind dabei durch den Block zur Berechnung des Normalisie-

rungsfaktors v(n) tiber eine Hiillkurvenschétzung sowie den skalaren Quantisierungs-
operator Q(-) und die Abbildung auf den entsprechenden Repriisentativwert Q~*(-)
ersetzt. Die adaptive Quantisierung besteht also in der skalaren Quantisierung des
normalisierten Pridiktionsfehlers ey, (n), also der Abbildung auf eine begrenzte
Anzahl an Reprisentativwerten éyom(n).

x(n)
_.G

e(n)

€norm (1)

Skalare Quantisierung Q(+) I

Hiillkurven- 1 L & (n)
v(n) schiitzung '

p(n) @
Pradiktor Z(n)

Abbildung 3.2: Detailierter Flussgraph des ADPCM-Encoders mit adaptiver Quan-
tisierung durch Pridiktionsfehlernormalisierung iiber eine Hiillkurvenschétzung.

3.1.1 Lineare Priadiktion

Ein wesentlicher Teil des Codiergewinnes bzw. der Audioqualitdt der ADPCM héngt
von der Giite der Pradiktion ab. Gelingt es mit dem Pradiktionssignal das Eingangs-
signal bis auf einen geringen Restfehler ,vorherzusagen“, kann die adaptive Quan-
tisierung des Pridiktionsfehlers mit einer deutlich verringerten Auflésung erfolgen,
ohne dass bei der Rekonstruktion im Decoder eine signifikante Abweichung zum ur-
spriinglichen Signal entsteht.
Quantitativ ldsst sich die Giite der Pradiktion in der Grofle des so genannten Pr-
diktionsgewinnes iiber

Ca*(n)

GP - 262(77/) (31)

n
als Verhéltnis der Energien von Eingangssignal und Pradiktionsfehler berechnen.
Um die zeitliche Verdnderung des Pradiktionsgewinnes bei wechselnden Signaleigen-
schaften besser erfassen zu konnen, wird dieser hiufig auch in nicht iiberlappenden
kurzen Blocken berechnet und aufgetragen.
Die einfachste Form der Realisierung eines linearen Pridiktors ist die in Direkt-

4Dies ist fiir ausreichend stationire Signale, mit Unterschieden der Amplituden von Eingangssignal
und Pridiktionsfehler im Bereich mehrerer Zehnerpotenzen, der Fall.
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3.1 Grundlagen zur ADPCM

struktur. Abbildung 3.3 zeigt den Flussgraphen® eines Vorwirtspridiktionsfilters®

in Direktstruktur (a) und das dazu komplementére Filter, welches als Synthesefilter
bezeichnet wird (b). Hierbei ist das Pradiktionsfilter P(z) lediglich ein FIR-Filter
mit vorgeschalteter Einheitsverzogerung. Die Subtraktion des, {iber dieses Filter be-
rechneten, Signales vom Eingangssignal ergibt den Prédiktionsfehler. Dies entspricht
der Filterung des Eingangssignales z(n) mit dem so genannten Prddiktionsfehlerfil-
ter F(z). Der sich daraus ergebende Pradiktionsfehler e(n) wird im Synthesefilter
S(z), das aus einer Riickkopplung mittels des Prédiktionsfilters P(z) besteht, derart
verarbeitet, dass eine Rekonstruktion des Eingangssignales resultiert.

) x(n)

e(n) e(n) P
jL

U

p(n) z

(b)

Abbildung 3.3: (a) Vorwirtspriadiktionsfehlerfilter mit Pradiktionsfilter in Direkt-
struktur (b) dazu komplementéres Synthesefilter.

Die Berechnung der Pridiktion erfolgt also als gewichtete Summation vergangener
Signalwerte iiber

=
=
3
2
I
(7=
K
5=y
3
|
=

(3.2)
i=1

was der Modellierung des Signales als Autoregressiver Prozess entspricht. Die Anzahl
p der Koeflizienten des Pradiktionsfilters und damit dessen Ordnung gleicht dabei
der verwendeten Modellordnung. Fiir stationdre Signale kann schon mit wenigen
Koeffizienten eine gute Priadiktion erfolgen, so dass sich ein hoher Pridiktionsge-
winn und ein ,rauschartiger” Préadiktionsfehler ergibt. Durch die Filterung mit dem
Pradiktionsfehlerfilter erfolgt also eine Dekorrelation des Eingangssignales, was der
Entfernung redundanter Signalanteile entspricht.

Wihrend F(z) ein FIR-Filter beschreibt, ergibt sich fiir das Synthesefilter eine IIR-
Struktur. Da die Ubertragungsfunktionen F(z) und S(z) exakt invers zueinander
sein miissen, ist es notig, bei der Bestimmung der Prédiktionsfilterkoeffizienten si-
cherzustellen, dass F'(z) ein stabil invertierbares Filter ergibt, was der Eigenschaft
eines Minimalphasensystemes gleichkommt.

5Die Darstellung erfolgt auch hier fiir ein allgemeines Eingangssignal z(n) mit dem Zeitindex n,
auch wenn bei der Verwendung in der ADPCM das Eingangssignal Z(n) ist.

6Als Vorwirtspridiktion wird ein Vorgehen bezeichnet, bei dem die Pridiktion direkt aus dem
Eingangssignal des Encoders berechnet wird.
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3 Fehlerrobuste ADPCM-Codierung der Subband-Signale

3.1.2 Das Lattice-Filter

Die Berechnung des Pridiktionsfehlersignales und die Adaption des Préadiktors ist
grundsétzlich mit der in Abbildung 3.3 dargestellten Struktur moglich. Dennoch hat
es sich, gerade wegen der bereits erwahnten Notwendigkeit zum Sicherstellen der
Stabilitdt des Synthesefilters, in der Praxis als effizienter erwiesen, dieses auf Basis
einer so genannten Kreuzgliedstruktur (engl. Lattice-Ladder Structure 7 [Wer07] (S.
68 ff.)) durchzufiithren. Abbildung 3.4 zeigt den allgemeinen Aufbau eines solchen
Lattice-Filters der Ordnung p.

fow) o) B

Abbildung 3.4: Lattice-Pradiktionsfilter der Ordnung p.

Das wiederum allgemein als z(n) bezeichnete Eingangssignal wird dabei in zwei
parallelen Zweigen verarbeitet. Diese sind iiber die p namensgebenden sich kreu-
zenden Aste miteinander verbunden, in denen die Multiplikation mit den Lattice-
Koeffizienten k,, erfolgt. Der gesamte Aufbau besteht demnach aus p gleich aufge-
bauten Stufen. Der untere Zweig enthélt dabei pro Stufe jeweils eine Einheitsverzo-
gerung. Am Ausgang jeder Stufe ergibt sich der so genannte Vorwdirts- und Riick-
wdrtspradiktionsfehler f,,(n) und b, (n) (engl.: forward, backward) fir m =1,...,p.
Die Namensgebung des Vorwiarts- und Riickwértszweiges folgt aus den zueinander
zeitlich inversen Impulsantworten der beiden sich ergebenden Pradiktionsfehlerfilter.
Allgemein lésst sich damit fiir jede Stufe mit dem Stufenindex m der Vorwirts- und
Riickwirtspradiktionsfehler iiber die Berechnungsvorschrift

fmn) = foo1(n) — kpby_1(n —1) (3.3)
bn(n) = bp_1(n—1) — knfm-1(n) (3.4)

mit den zunéchst als konstant angenommenen Lattice-Koeffizienten k,, ableiten, wo-
bei fo(n) = bo(n) = z(n) gilt. Die Koeffizienten a; und k,, von Lattice- und Direkt-
struktur lassen sich dabei iiber entsprechende Rekursionsformeln jeweils auseinander
berechnen. Die Pradiktion bestimmt sich in der Lattice-Struktur iiber

p(n) = i Embm-1(n —1). (3.5)

m=1

"Im Folgenden wird der Einfachheit halber nur noch der Begriff Lattice-Filter verwendet.
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3.2 Fehlerrobuste adaptive Pradiktion

Damit ist es moglich, das Pradiktionsfilter P(z) aus Abbildung 3.3 durch ein Filter
in Lattice-Struktur zu ersetzen.

Ein wesentlicher Vorteil der Berechnung und Adaption des Pradiktors in einer Lattice-
Struktur resultiert aus der Tatsache, dass sich zeigen lisst, dass {iber die einfache
Bedingung |k,,| < 1 fir m = 1,...,p die Stabilitit des Synthesefilters sichergestellt
ist [Mak77]. Des Weiteren stehen diverse Algorithmen zu Lattice-Priadiktoradaption
zur Verfiigung, die direkt oder indirekt eine Adaption der Lattice-Filterkoeffizienten
auf Basis des Eingangssignales erméglichen und sich fiir den vorliegenden Anwen-
dungsfall der fehlerrobusten Pradiktion adaptieren lassen.

3.2 Fehlerrobuste adaptive Pradiktion

In den bisherigen Darstellungen zur linearen Préadiktion wurden die Direktstruktur-
bzw. Lattice-Koeffizienten als zeitlich konstant angenommen. Um auf wechselnde
spektrale Inhalte des zu priadizierenden Signales reagieren zu kénnen und damit je-
weils den maximal moéglichen Priadiktionsgewinn zu erzielen, ist es jedoch notwendig,
die Koeffizienten des Pradiktors zeitlich zu adaptieren. Dabei gilt es auf Verdnde-
rungen schnell reagieren und dennoch eine hohe Giite der Pradiktion fiir stationére
Signale gewéhrleisten zu konnen sowie den Aufwand fiir die Neuberechnung der Ko-
effizienten in Grenzen zu halten. Zusétzlich ist es, aufgrund der moglichen Einkopp-
lung durch Fehler in dem zur Adaption genutzten Signal, wichtig sicherzustellen,
dass deren Auswirkungen iiber der Zeit aus den Algorithmen zur Pradiktoradaption
ausgekoppelt werden.

Daher werden im Folgenden Algorithmen zur Lattice-Pradiktoradaption kurz vorge-
stellt, diese in ihrer Eignung fiir den vorliegenden Anwendungsfall und ihrem Berech-
nungsaufwand verglichen und eine Methode zur fehlerrobusten Riickwértspradiktion
aufgegriffen und diskutiert. Mit der Adaption auf das Fehlersignal wird ein weiteres
Verfahren zur Priadiktoradaption préisentiert, das fiir den vorliegenden Anwendungs-
fall geeignet ist und eine algorithmisch sichergestellte Fehlerrobustheit erméglicht.

3.2.1 Algorithmen zur Lattice-Pridiktoradaption

Der GAL-Algorithmus

Ein unter anderem bereits in [Hol09] erfolgreich erprobter Algorithmus ist die direkte
gradientenbasierte Anpassung der Lattice-Koeffizienten auf Basis der Energien des
Vorwirts- und Riickwértspradiktionsfehlers der einzelnen Lattice-Stufen. Bei der
Formulierung im so genannten Gradient Adaptive Lattice-Algorithmus (GAL) wird
demnach iiber die Ableitung der Summe der Fehlerenergien einer Lattice-Stufe nach
dem jeweiligen Lattice-Koeffizient die Richtung des Gradientenschrittes berechnet.
Hierdurch ergibt sich fiir die m-te Stufe der Lattice-Koeffizient des néchsten Zeit-
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schrittes zu

(1) - bpi(n = 1) + bpu(n) - frnr (), (3.6)

Fn(n 1) = ko) oy + 02

wobei sich eine Normalisierung der Grundschrittweite i in Gleichung 3.6 mit

om(n) = (1= oy, (n = 1) + il fr,_1(n) + b5,y (n — 1)), 3.7)

als vorteilhaft erwiesen hat. Diese entspricht einer Entkopplung der GAL-Schrittweite
der Lattice-Stufen von den geschiitzten Energien o2, (n) ihrer Eingangssignale f,,,_1(n)
und b,,—1(n—1). Zum Vermeiden einer Division durch Null bei fehlendem Eingangs-
signal wird zusétzlich eine kleine Konstante o2, eingefiihrt. Des Weiteren wird eine
Begrenzung der Koeflizienten zum Einhalten der Bedingung |ky,| < 1 vorgenommen.
Grundsétzlich konvergiert der GAL-Algorithmus fiir stationére Signale bis auf einen
geringen Restfehler zur optimalen Losung und liefert dadurch einen sehr hohen Pré-
diktionsgewinn. Er lidsst sich aulerdem mit einfachen Mitteln, wie in Abschnitt 3.2.2
gezeigt wird, hinsichtlich der Robustheit gegeniiber Kanaliibertragungsfehlern modi-
fizieren. Jedoch wird sich im Laufe dieses Kapitels zeigen, dass trotz dieser Mafinah-
men die bitexakte Synchronisierung zwischen Encoder und Decoder nicht sicherge-
stellt ist und dass der GAL-Algorithmus in einem hohen Berechnungsaufwand resul-
tiert. Daher wurden im Rahmen dieser Arbeit alternative Methoden und Strukturen

zur Pradiktoradaption untersucht.

Der Burg-Algorithmus

Eine alternative Methode zur Adaption der Lattice-Koeffizienten ist der so genannte
Burg-Algorithmus® [Bur75], der die optimalen Lattice-Koeffizienten im Sinne der Mi-
nimierung der Fehlerenergien des Vorwéarts- und Riickwértszweiges fiir einen Block
des Eingangssignales der Lénge L sukzessive berechnet. Die Moglichkeit zu diesem
Vorgehen resultiert aus der Entkopplung der Lattice-Stufen untereinander, so dass
mit den Ergebnissen vorheriger Stufen der optimale Koeffizient einer darauf folgen-
den Stufe berechnet werden kann.

Mit der Initialisierung fo(n) = bo(n) = x(n) fir n =0,..., L — 1 berechnen sich die
Koeffizienten fiir die Stufen m =1, ..., p demnach iiber

2 'S [t ()b r (0 — 1)
km o n=m , (38)

S L e )

wobei die Signale von Vorwiérts- und Riickwértsfehler mit jedem berechneten Koef-

8Detaillierte Herleitungen und weitere Diskussionen sind unter [Kei06] (S. 140 ff.) und den dort
angegebenen Referenzen zu finden und werden zum Vermeiden unnotiger Wiederholungen an
dieser Stelle nicht niher betrachtet.
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fizienten der Stufe m geméaf3

fm(n) = fonci(n) — kpbp_1(n—1)  fir n=m+1,...,L—1 (3.9)
by(n) =by_1(n —1) — kpfm-1(n) fixr n=m,...,L—1 (3.10)

aktualisiert werden. Die Begrenzung des Laufindexes n auf Werte ab m bzw. m + 1
erfolgt, da Werte auflerhalb des betrachteten Blockes zu Null angenommen werden.
Zum Vermeiden der Nulldivision wird vorab zudem der Nennerterm auf das Vorlie-
gen eines Nullwertes tiberpriift und in diesem Fall der entsprechende Koeffizient auf
Null gesetzt. Die im GAL-Algorithmus nétige Uberpriifung der Koeffizienten kann,
wie sich zeigen lisst, entfallen, da die Bedingung |k,,| < 1 durch die Formulierung
des Burg-Algorithmus stets erfiillt ist.

Die Berechnung der Lattice-Koeffizienten nach dem Burg-Algorithmus kann, wie in
[Kei06] (S. 162 ff.) dargestellt, auf mehrere Abtasttakte der ADPCM verteilt erfol-
gen. Entgegen dem Vorgehen bei den Berechnungen nach dem GAL-Algorithmus
wird dabei jedoch nicht fiir jeden Abtasttakt des Eingangssignales und damit Ad-
aptionsschritt der ADPCM ein vollsténdiger Satz an Lattice-Koeffizienten berech-
net, der fiir die Berechnung der Priadiktion und Aktualisierung der Lattice-Zusténde
genutzt werden kann. Dies macht es notig, die Lattice-Koeffizienten abschnittswei-
se konstant zu halten. Zudem ist es genau genommen, wie in [Kei06] (S. 149 ff.)
diskutiert, erforderlich, beim Ubergang zwischen zwei Koeffizientensétzen eine Ak-
tualisierung der Lattice-Zustdnde durchzufithren. Die Verluste bei nicht erfolgender
Aktualisierung sind fiir natiirliche Audiosignale jedoch zu vernachldssigen. In der
Praxis lassen sich zudem Algorithmen zum Erzeugen stetiger Koeffizientenverlaufe
zwischen aufeinanderfolgenden Blocken finden.

Eine in der Literatur haufig diskutierte Eigenschaft des Burg-Algorithmus ist die
Tendenz zu so genanntem Line Splitting unter ungiinstigen SNRs und Phasenlagen
des Eingangssignalblockes sowie eines im Vergleich zur Blocklédnge hohen Prédiktor-
grades (vgl. [Alel6] (S. 519 ff.)). Hierbei treten in dem geschitzten Spektrum des
Eingangssignales fiir sinusartige Anteile anstelle einer Spitze zwei dicht benachbarte
Maxima auf. Im Kontext der Audiocodierung und in der Anwendung fiir die Pri-
diktoradaption innerhalb der ADPCM konnte dieser Effekt zwar beobachtet, jedoch
kein signifikanter Einfluss auf das Codierergebnis festgestellt werden.

Die Levinson-Durbin Rekursion

Eine weitere blockbasierte Methode zur Berechnung der Pradiktionskoeffizienten ist
die so genannte Levinson-Durbin Rekursion [Lev47, Dur60]. Diese dient der Lisung
des als Yule- Walker-Gleichungen bezeichneten Gleichungssystems

P
Z(LLT“(k —i) =rg(k) firk=1,...,p, (3.11)
i=1

das sich aus den partiellen Ableitungen zur Minimierung der Pradiktionsfehlerenergie
eines linearen Pridiktors geméf Gleichung 3.2 nach den Direktstruktur-Koeffizienten
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ergibt. Hierbei ist
1 L1

Teu(k) = 7 > u(n)u(n — k) (3.12)
n=k

die Autokorrelationsfolge (AKF) des, auflerhalb des betrachteten Blockes zu Null
angenommenen, Eingangssignales u(n) des Algorithmus.
Der rekursive Algorithmus nach Levinson und Durbin zur Losung dieses Gleichungs-
systems beinhaltet auch die Berechnung der Lattice-Koeffizienten. Zur Initialisierung
wird der Eingangssignalblock der Lange L zunéchst zum Vermeiden von Randeffek-
ten mit einem geeigneten Fenster w(n) zum gefensterten Signal

u(n) =wn)- -z(n) firn=0,...,L—1 (3.13)
verarbeitet. Hiermit wird geméf Gleichung 3.12 fiir £ = 0,...,p die AKF bestimmt.
Die eigentliche Koeffizientenberechnung?® erfolgt dann mit oy = r,,(0) fiir m =
1,...,p iiber

-1
Tez(m) — TTLZ agmfl)rw(m —1)
km - =1 ’ (314)
Om—1
wobei mit jeder Iteration aﬁ;") =k, gesetzt und jeweils fir i = 1,...,m — 1 {iber
aﬁ"") = az(-m_l) — kmaﬁ,rf__il) (3.15)
und
Om = (1—k2)om (3.16)

ein Satz an Direktstruktur-Koeffizienten des Préadiktors m-ter Ordnung und die Leis-
tung des aus ihm resultierenden Pradiktionsfehlers bestimmt wird. Dies erfolgt unter
Ausnutzung der Unabhéngigkeit einer Lattice-Stufe von den vor ihr befindlichen,
woraus resultiert, dass eine Erhohung des Pradiktorgrades nicht die Neuberechnung
der Lattice-Koeffizienten notwendig macht.

Genau wie beim Burg-Algorithmus sind bei der Verwendung der Levinson-Durbin
Rekursion in der ADPCM im Normalfall die Koeffizienten fiir eine Blocklidnge kon-
stant zu halten. Die Berechnung lésst sich dabei auf vergleichbare Weise inklusive
der Bestimmung der AKF auf mehrere Takte der ADPCM-Codierung verteilen. Die
Aktualisierung der Lattice-Zustdnde kann ebenso in der Praxis entfallen und es las-
sen sich wiederum Methoden zum Erzeugen stetiger Koeffizientenverldufe ermitteln.
In der Literatur finden sich Hinweise, dass es bei der Spektralschitzung mit der
Levinson-Durbin Rekursion zu einer numerischen Instabilitdt kommen kann und
es werden eine Metrik zum Erfassen und Mafnahmen zum Umgang mit dieser
[PKVA95] vorgestellt. Im Kontext der Priadiktoradaption sowie bei der, im iiber-
nichsten Abschnitt 3.2.3 prisentierten, Adaption auf das Fehlersignal wurde dieser
Effekt jedoch bislang nicht beobachtet bzw. detektiert.

9Der hochgestellte Index (m) der a; bezeichnet hierbei keine Potenzen, sondern markiert, dass es
sich um die Koeffizienten eines Pridiktors m-ter Ordnung handelt.
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Aufwandsvergleich der Verfahren

Zur Bewertung und Analyse der drei vorgestellten Verfahren zur Pradiktoradapti-
on in Bezug auf den Berechnungsaufwand im vorliegenden Anwendungsfall wurde
dieser, anhand von deren Basisformulierungen, abgeschétzt. Tabelle 3.1 enthélt dem-
nach Ergebnisse der bei der Berechnung notigen Operationen. Hierbei wurden fiir
eine praxisnahe Blocklange L = 96 und die Pradiktorordnung von p = 32 die An-
zahlen an Additionen, Multiplikation und Divisionen ermittelt. Potenzierungen mit
dem Exponent zwei, z.B. zur Berechnung der Fehlerenergien, werden hierbei nicht
einzeln aufgefiihrt, sondern als Multiplikation des jeweiligen Wertes mit sich selbst
gerechnet. Um den Vergleich mit den blockbasierten Verfahren zu erméglichen, wur-
de fiir den GAL-Algorithmus der Aufwand zum Berechnen der Koeffizienten von
p Abtasttakten gegeniibergestellt. Natiirlich ist dieser Vergleich nur bedingt fair,
da der GAL-Algorithmus hierbei fiir jeden Abtasttakt alle Koeffizienten berech-
net. Dennoch reflektiert das hier gewé#hlte Vorgehen die, bei der Anwendung fiir
die gradientenbasierte Pradiktoradaption bei gleicher Préadiktorordnung, benotigten
Berechnungsressourcen.

Tabelle 3.1: Vergleich des Berechnungsaufwandes der Lattice-Koeffizienten-
adaptionsalgorithmen fiir eine Blockliange von L = 96 und Prédiktorordnung von
p=32.

‘ Verfahren H Add. ‘ Mult. ‘ Div. ‘
Burg-Algorithmus 10144 | 12720 | 32
Levinson-Durbin R. || 3728 | 3792 65
GAL-Algorithmus 5120 | 7168 | 1024

Der GAL-Algorithmus sticht demnach aufgrund der erhéhten Zahl an bendtigten Di-
visionen hervor. Diese kann bei den zum Teil verwendeten hohen Prédiktorordnung-
en (vgl. [Hol09]) die Berechnungsressourcen einiger Anwendungen iibersteigen. Die
Zahl der notigen Divisionen kann im Fall der Levinson-Durbin Rekursion sogar auf
einen zum Burg-Algorithmus vergleichbaren Wert reduziert werden, wenn die Divisi-
on in der Berechnung der AKF durch eine Multiplikation mit einem vorberechneten
Wert ersetzt wird. Damit ldsst sich die Pradiktoradaption mit der Levinson-Durbin
Rekursion am effizientesten durchfithren. Gegebenenfalls lassen sich dariiber hinaus
weitere geringe Reduktionen durch zusétzliche Vorberechnungen im Rahmen sys-
temspezifischer Implementierungen erzielen.

In [Kei06] (S. 155/156) erfolgt zusétzlich ein Vergleich der Priadiktionsgewinne von
block- und gradientenbasierter Pradiktoradaption. Hierbei ergeben sich fiir natiirli-
che Audiosignale kaum signifikante Unterschiede, die den erhohten Rechenaufwand
des GAL-Algorithmus rechtfertigen wiirden. Da mit den im Folgenden présentierten
Modifikationen zusétzlich eine weitreichende Abhéngigkeit von der Parametrisierung
und diversen Riickkopplungseinfliissen entsteht, findet der Nachweis einer Eignung
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der Verfahren zur blockbasierten Pradiktoradaption in dieser Arbeit erst im Rahmen
der finalen Evaluation im Gesamtsystem statt.

3.2.2 Fehlerrobuste Riickwirtspriadiktion

Das Vorgehen zur riickwartsadaptiven Riickwiéirtspridiktion in der ADPCM-Struktur
nach Abbildung 3.1 hat den bereits erwéhnten Vorteil, dass keine Zusatzinformatio-
nen zwischen Encoder und Decoder iibertragen werden miissen. Allerdings bringt
es das Problem mit sich, dass bei Storungen auf dem Kanal durch eine fehlerhafte
Rekonstruktion des normalisierten Prédiktionsfehlersignales ein Fehler in den Adap-
tionsroutinen des Decoders entsteht. Dieser Fehler verlédsst das System ohne weitere
Mafinahmen allerdings nicht wieder und kann zu einer vollstdndigen Divergenz zwi-
schen Encoder und Decoder fithren. Der Einfluss des iiber das Rekonstruktionssignal
Z(n) zuriick gekoppelten Fehlers wiegt dabei doppelt, da es gleichzeitig Eingangs-
signal des Prédiktors ist und zu dessen Adaption genutzt wird.

Im Fall der Lattice-Koeffizientenadaption iiber den GAL-Algorithmus hat es sich
daher als wirksam erwiesen, die in die Riickkopplung einflieBenden Signalpfade des
Lattice-Filters mit so genannten Leakage!®-Faktoren «, 3 < 1 zu versehen (vgl.
[Die83, PO11, SHZ13a]). Hierdurch soll erreicht werden, dass ein eingekoppelter
Fehler durch fortwiihrende Multiplikation mit einem Faktor kleiner Eins bei der
Riickkopplung iiber der Zeit aus dem Decoder entweicht. Abbildung 3.5 zeigt den
Flussgraphen des, um die Leakage-Faktoren erweiterten, Lattice-Filters inklusive der
Signalabzweige fiir die Berechnung des GAL-Algorithmus geméf [SHZ13a).

foln) / ,P\ DI =) / q\\ fn)

—ky

7k‘1

} e 1 }
[)\U/ bi(n) bp,l(T)E}o‘ /xu/' by(n)

Abbildung 3.5: Lattice-Filter mit Leakage-Faktoren a und § (geméfl [SHZ13a]).

Hierbei werden die Signale des unteren Riickwértsprédiktionsfehlerzweiges nach der
Einheitsverzogerung mit o multipliziert. Zusétzlich werden die so gewichteten Sig-
nale bei der Verwendung in den einzelnen GAL-Stufen mit einem weiteren Faktor

OEnglisch fiir das Entweichen, der Schwund oder das Auslaufen.
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gewichtet, so dass sich eine modifizierte Version des GAL-Algorithmus zur Berech-
nung der Lattice-Koeffizienten tiber

ka(n + 1) = kp(n) + W (fn(n) - @Bbp_1 (1 — 1)+ byu(n) - Frns(n)
- (3.17)

ergibt. Da die Pradiktionsberechnung auch auf Basis des Riickwéartspradiktionsfeh-
lers by, (n) erfolgt, wird diese dementsprechend zu

zp: kmaby,_1(n —1). (3.18)

modifiziert.

Abbildung 3.6 zeigt die Verlidufe der Differenzen der ersten fiinf Lattice-Koeffizienten
bei Codierung eines Sinussignales der Amplitude -3 dB mit einer Frequenz von 1kHz
und einem Breitband 3 Bit ADPCM-Codec, der iiber einen mit Leakage-Faktoren
modifizierten GAL-Algorithmus adaptiert wird. Die Einkopplung eines Fehlers er-
folgte durch Invertieren des Most Significant Bit (MSB), also des héchstwertigsten
Bits eines iibertragenen Quantisierungsindexes nach ca. einer Sekunde vor der De-
codierung im Decoder.

Es ist zu erkennen, wie durch die eingefiihrte Abweichung im rekonstruierten Pra-
diktionsfehler des Decoders und damit auch in seinem Rekonstruktionssignal eine
Differenz zu den Lattice-Koeffizienten des Encoders entsteht. Diese wird durch die
verwendeten Leakage-Faktoren jedoch stetig kleiner und konvergiert nach kurzer
Zeit wieder gegen Null. Fiir die Differenz zwischen den Rekonstruktionssignalen von
Encoder und Decoder ergibt sich ein dhnliches Verhalten, wobei jedoch eine Oszilla-
tion um den Nullwert stattfindet. Trotz des weiterhin anliegenden Eingangssignales
bleiben die Differenzen der Signale von Encoder und Decoder bei diesen geringen
Amplituden solange kein erneuter Fehler in das System einkoppelt.

_ ‘kl Enc ) kl DLC )‘
5 10t
c \7 (£ (1) — i pec. ()
‘&tq:i: f— ‘kS Enc. (”) kS Dec. (”)‘
A 1076 ‘k4 Enc ) k4 De(, )‘
i
..8 ‘kS Enc. (n) kﬁ Dec. (n)‘
0
£ 1071
)7}
m
1016 ! Wt i ol
0 0,5 1 15 2 2,5 3 35 4 4,5

Zeit/ Abtastwerte 108

Abbildung 3.6: Betrag der Differenz der Lattice-Koeffizientenverlaufe zwischen En-
coder und Decoder einer Breitband-ADPCM bei Adaption mit dem fehlerrobusten
GAL-Algorithmus und einem Bitfehler im MSB nach ca. 1 Sekunde.
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Mit dem Einfithren der Leakage-Faktoren lésst sich somit zwar nur eine langsame,
aber dennoch sichere Stabilisierung des Decoders nach auftretenden Ubertragungs-
fehlern erreichen. So werden in [SHZ13a] Fehlerwerte fiir die Differenz der Rekon-
struktionssignale zwischen Encoder und Decoder bei sinusartiger Anregung von 10~*
nach 1,2s und 107'2 nach weiteren 6,5s angegeben. Allerdings hat die Modifikation
des GAL-Algorithmus iiber die Leakage-Faktoren einen negativen Einfluss auf den
Pradiktionsgewinn, was sich besonders fiir geringe Bitraten in einer verschlechterten
Audioqualitét duflert (Vgl. [SHZ13a]). Zusétzlich bleibt ohne weitere Mafinahmen
unter Umsténden ein Restfehler im GAL-Algorithmus. Dieser kann sich unter un-
giinstigen Bedingungen auch ohne das Auftreten weiterer Ubertragungsfehler iiber
der Zeit akkumulieren und damit einen negativen Einfluss auf die Audioqualitét
haben, ohne jedoch zu einer Divergenz von Encoder und Decoder zu fithren. Im
Einzelfall ist daher abzuwigen, ob dies zu akzeptieren ist oder durch Mafinahmen
wie z.B. das koordinierte Zuriicksetzen von Koeffizienten und Speichern des Lattice-
Filters in der GAL-Adaption eine bitexakte Synchronisation!' erzwungen werden
muss. Diese hat jedoch in der Regel einen weiteren negativen Einfluss auf die Au-
dioqualitét oder macht eine zusétzliche Signalisierung notwendig.

Neben dem bereits diskutierten hohen Rechenaufwand des GAL-Algorithmus fiihr-
ten die zuvor genannten Griinde zu Untersuchungen moglicher Alternativen fiir eine
fehlerrobuste Pradiktoradaption innerhalb dieser Arbeit.

3.2.3 Blockbasierte Adaption auf das Fehlersignal

Die Adaption der Pridiktorstruktur mit dem, um Leakage-Faktoren erweiterten,
GAL-Algorithmus erlaubt es, die Divergenz zwischen Encoder und Decoder zu ver-
meiden und das Vorgehen ist prinzipiell auch auf die Algorithmen zur blockbasierten
Pradiktoradaption iibertragbar. Es wére jedoch dariiber hinaus wiinschenswert, die
Synchronisierung der Pridiktoradaption von Encoder und Decoder nach Ubertra-
gungsfehlern algorithmisch zu garantieren.

Daher wurde im Rahmen dieser Arbeit eine Alternative zur riickwértsadaptiven
Pradiktion auf Basis des Rekonstruktionssignales untersucht, die die Synchronitét
inhérent sicherstellt. Hierbei wird von einer Heuristik Gebrauch gemacht, die die
Eigenschaften des Prédiktionsfehlersignales realer ADPCM-Systeme bei Codierung
natiirlicher Audiosignale betrifft. Abbildung 3.7 zeigt einen Vergleich des Eingangs-
und Pradiktionsfehlersignales einer Breitband-ADPCM-Codierung fiir das SQAM-
Signal 54 Male Speech (German). Es ist eine deutliche Ahnlichkeit der Wellenformen
bis auf eine Skalierung der Amplituden zu erkennen und Experimente zeigen, dass
sich das Pradiktionsfehlersignal trotz der zusétzlich erfolgenden adaptiven Quanti-
sierung fiir die Pradiktoradaption nutzen lasst.

Demzufolge kann eine Modifikation der Priadiktoradaption vorgenommen werden, die
die Riickkopplung des Rekonstruktionssignales iiber den Adaptionsalgorithmus ver-
meidet. Abbildung 3.8 zeigt einen Flussgraphen der dementsprechend modifizierten

"Die im Folgenden auch als ,,Algorithmische Stabilitit“ bezeichnet wird.
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3.2 Fehlerrobuste adaptive Pradiktion

ADPCM mit Adaption auf das Fehlersignal. Hierbei wird anstelle des Rekonstruk-
tionssignales Z(n) der denormalisierte Priadiktionsfehler é(n) als Eingangssignal der
blockbasierten Pradiktoradaption verwendet.

Hierbei erfolgt sowohl die Steuerung der adaptiven Quantisierung, als auch die Be-
rechnung der Lattice-Koeffizienten mit dem Burg-Algorithmus oder der Levinson-
Durbin Rekursion auf Basis des denormalisierten Prédiktionsfehlersignales é(n). Da
sich die fehlerrobuste adaptive Quantisierung mittels Hiillkurvenschitzung, wie in
Abschnitt 3.3 gezeigt, so realisieren lésst, dass die bitexakte Gleichheit der Norma-
lisierungssignale in Encoder und Decoder nach auftretenden Ubertragungsfehlern
sichergestellt ist, ist die Ubereinstimmung der Grundlage zur Pridiktoradaption so-
mit gewahrleistet.

Amplitude

1072

Amplitude

0 1 2 3 4 5 6 7 8 9
Zeit / Abtastwerte .10°

Abbildung 3.7: Vergleich des Eingangs- (oben) und Priidiktionsfehlersignales (unten)
einer Breitband-ADPCM-Codierung des SQAM-Signales 54 Male Speech (German).

Sobald ein zur Koeffizientenberechnung genutzter Block des denormalisierten Pri-
diktionsfehlersignales é(n) vollsténdig richtig rekonstruiert wurde, liegen damit auch
wieder zum Encoder identische Lattice-Koeffizienten vor. Der iiber das Rekonstruk-
tionssignal #(n) zuriick gekoppelte Fehler entweicht dadurch automatisch aus dem
Pridiktionsfilter des Decoders. Dies ist bedingt durch die Tatsache, dass mit der Ad-
aption auf das Fehlersignal die einzige Riickkopplung des Systems in der Berechnung
der Pridiktion iiber Gleichung 3.5 besteht und diese durch die Eigenschaft |k,,| < 1
der Lattice-Koeffizienten ein natiirliches Entweichen des Fehlers beinhaltet. Somit
kann auch auf die zusétzliche Dampfung mittels eines Leakage-Faktors verzichtet
werden und eine Akkumulation des Restfehlers wird verhindert.

Ein vergleichbares Vorgehen wurde in [SHZ13a] fir die Adaption mit dem GAL-
Algorithmus gewéhlt, fithrt dort jedoch zu einer deutlich verminderten Audioqua-
litat. Dies liegt vermutlich an der mit 3 Bit unzureichenden Auflosung des quanti-
sierten Pridiktionsfehlersignales bei Breitband-Codierung. Mit dem in dieser Arbeit
erfolgenden Einsatz in einem Subband-Codec und den dabei verwendeten hoheren
Auflsungen unterer Bénder ldsst sich jedoch mit der blockbasierten Adaption auf
das Fehlersignal eine fiir den vorliegenden Anwendungsfall ausreichende Audioqua-
litét erzielen, wie Kapitel 5 zeigen wird.
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Encoder Kanal Decoder

z(n)  e(n) (n) é(n)
@ @ / ——Eglm '

p(n)

Abbildung 3.8: Adaption auf das Fehlersignal in der ADPCM.

3.2.4 Einfiithrung eines statischen Pradiktors

Eine weitere im Rahmen dieser Arbeit zur Anwendung kommende Heuristik betrifft
die Ergénzung der adaptiven Priadiktion um einen statischen Anteil. Dies hat sich im
Zuge der Untersuchungen zu [PO11] als vorteilhaft erwiesen, da es sich positiv auf
den Gesamtprédiktionsgewinn auswirkt und es zum Teil ein schnelleres Synchronisie-
ren von Encoder und Decoder nach Kanaliibertragungsfehlern erlaubt. Abbildung
3.9 zeigt einen um einen statischen Anteil erweiterten Pridiktor im Encoder der
fehlerrobusten ADPCM.

s [

Abbildung 3.9: Um statischen Anteil ergénzter Pradiktor im Encoder der ADPCM.

Adapt. Prad.

]
b e e . J

Eingangssignal des adaptiven Pradiktors ist hierbei der Fehler der statischen Pré-
diktion. Diese wird iiber die Filterung mit einem statischen Direktstruktur-Filter
vierter Ordnung ermittelt. In verschiedenen Experimenten hat sich u.a. die Op-
timierung der Filterkoeffizienten auf die Verteilungsdichte von Rosa Rauschen als
zweckdienlich erwiesen. Abbildung 3.10 zeigt beispielhaft die Pradiktionsfehlerfilter-
iibertragungsfunktion eines solchen Filters.

Im Fall der Subband-Codierung kommt der statische Prédiktor nur im Tiefpassan-
teil zur Anwendung. Die Koeffizienten sind optional zusétzlich Teil der globalen
Parameteroptimierung (vgl. Kapitel 4).
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Abbildung 3.10: Betragsverlauf der Prédiktionsfehleriibertragungsfunktion eines auf
Rosa Rauschen optimierten statischen Pradiktors.

3.3 Fehlerrobuste adaptive Optimalquantisierung

Mit der adaptiven Prédiktion und der Berechnung des Prédiktionsfehlers in der
ADPCM erfolgt noch keine Reduktion der Datenrate. Diese kommt, wie bereits
erwihnt, erst dadurch zustande, dass der Pridiktionsfehler einer adaptiven Quanti-
sierung unterzogen wird. Diese kann aufgrund dessen geringerer Dynamik mit einer,
im Verhéltnis zum Eingangssignal, deutlich verminderten Auflésung geschehen.
Eine Quantisierung bezeichnet den Prozess des Abbildens eines zunéchst als, im
Rahmen der zur Verfiigung stehenden Rechengenauigkeit, kontinuierlich angenom-
menen Eingangssignalwertes auf einen begrenzten Vorrat an Codewdrtern und die
damit verbundenen Représentativwerte. Damit einher geht ein unweigerlich entste-
hender Fehler, der dem Signal unwiderruflich anhaftet.

In diesem Abschnitt wird nach einer kurzen Einfiihrung in die Grundlagen zur Quan-
tisierung in Unterabschnitt 3.3.1 die, in dieser Arbeit verwendete, Methode zum
Entwurf der Quantisierer Codebiicher vorgestellt und diskutiert. Daran anschlie-
Bend wird in Unterabschnitt 3.3.2 eine Algorithmik zur adaptiven Normalisierung
des Priadiktionsfehlersignales dargestellt und diese um Mafinahmen zum Erreichen
einer Robustheit gegeniiber Kanaliibertragungsfehlern ergéanzt. Der vorletzte Unter-
abschnitt 3.3.3 beinhaltet eine Erweiterung des Subband-Codecs um eine dynami-
sche Bit-Allokation. Der, in der Uberschrift dieses Abschnittes, verwendete Begriff
der Optimalquantisierung reflektiert das vorliegende Bestreben durch die genann-
ten Mafinahmen eine nahezu optimale Anpassung an die Signaleigenschaften bei der
Quantisierung der Subband-Pridiktionsfehlersignale zu erreichen.

Grundsétzlich besteht die Moglichkeit, die Quantisierung eines Signales nicht nur
flir einzelne Signalwerte durchzufithren, was als skalare Quantisierung bezeichnet
wird. So konnen auch mehrere zeitlich aufeinanderfolgende Signalwerte zusammen-
gefasst und einer so genannten Vektorquantisierung unterzogen werden. Da sich die-
ses Vorgehen im Grunde mit der Sample-basierten Verarbeitung und Adaption in
der ADPCM widerspricht, wird im Folgenden zunéchst nur die skalare Quantisierung
betrachtet. In Abschnitt 3.3.4 wird aber dennoch die Integration eines Vektorquan-
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tisierungsverfahrens in einen fehlerrobusten Breitband-ADPCM-Codec vorgestellt
und Ergebnisse einer Evaluation des Einflusses auf die Audioqualitéit und das Ver-
halten bei Ubertragungsfehlern prisentiert.

Abbildung 3.11 zeigt exemplarisch die Kennlinie eines symmetrischen gleichférmigen
skalaren 3 Bit Quantisierers. Der Bereich zwischen dem Maximal- und Minimalwert
dmax = 1 und dpy, = —1 des Eingangssignales wird in K¢ Segmente der Breite Ay un-
terteilt. Zwischen den Segmenten liegen die K¢—1 Entscheidungsschwellen dj,. Jeder
Wert, der zwischen dj, und dj._; liegt, wird auf das Codewort C}, abgebildet (durch
Pfeile angedeutet). Dieses entspricht einem Représentativwert dy, — (dy — dg—1)/2.
Bei der Abbildung auf den so ermittelten Repriasentativwert wird unausweichlich
ein Fehler gemacht. Dieser erreicht sein Maximum Aj/2 am Ubergang zwischen
zwel Représentativwerten, verringert sich jedoch in der Mitte zwischen den Ent-
scheidungsschwellen sogar zu Null.

Die Amplitudendichteverteilung des Quantisierungsfehlers und damit dessen Leis-
tung ist somit direkt von der Verteilungsdichte des Eingangssignales abhéngig. Das
Verhéltnis zwischen Signal- und Fehlerenergie, das so genannte Signal to Noise Ratio
(SNR), verringert sich dabei fiir kleiner werdende Signalamplituden. Da natiirliche
Audiosignale, wie z.B. Sprache, und auch der zu quantisierende Pridiktionsfehler
der ADPCM eine normalverteilte Amplitudendichte und somit verhdltnisméBig mehr
Signalwerte bei kleinen Amplituden aufweisen, stellt die gleichférmige Quantisierung
nicht das Optimum hinsichtlich des erreichbaren maximalen SNRs fiir eine gegebene
Signalfolge dar.

Weitere Aspekte, die bei der Auslegung eines Quantisierers und der damit einher-
gehenden Festlegung von Entscheidungsschwellen Berticksichtigung finden miissen,
sind zum einen die Grenzen dy,;, und dp.x, die nicht zwingend bei —1 und 1 lie-
gen miissen und ab denen eine Ubersteuerung des Quantisierers stattfindet. Zum
anderen ist die Entscheidung zwischen einem symmetrischen oder unsymmetrischen
Quantisierer zu treffen. Letzterer kann aus der symmetrischen Kennlinie (Abbildung
3.11) durch deren Verschiebung um +A;/2 jeweils in z- und y-Richtung abgeleitet
werden und enthélt damit auch ein Codewort, das auf den Représentativwert 0
abbildet. Durch die Wahl eines unsymmetrischen Quantisierers kann das so genann-
te Ruhegerdusch minimiert und das Einleiten von ,Nullen® in die nachgeschalteten
ADPCM-Strukturen ohne zusétzliche Signalisierung ermdoglicht werden.

Es hat sich zudem, wie schon in den Grundlagen zur ADPCM dargestellt, als vorteil-
haft erwiesen, das Eingangssignal des Quantisierers vorab adaptiv zu normalisieren,
um dessen Varianz weitestgehend konstant zu halten und damit den Quantisierer
vollstéandig aussteuern zu konnen. Die dadurch zum Teil auftretenden Uber- bzw.
Untersteuerungen des Quantisierers bei instationdren Signalanteilen werden dabei
zugunsten der besseren mittleren Aussteuerung bewusst in Kauf genommen. Zusam-
men mit einer globalen Optimierung der, fiir die Signalnormalisierung verwendeten,
Parameter (vgl. Kapitel 4) kann so ein sinnvoller Arbeitspunkt sowie eine an die
Signalstatistik angepasste Lage der Entscheidungsschwellen gefunden werden.
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Abbildung 3.11: Kennlinie eines symmetrischen gleichférmigen Quantisierers (Repré-
sentativwerte: schwarze Linien, Entscheidungsschwellen: gepunktete graue Linien).

3.3.1 Erzeugung der Quantisierungskennlinien

Auch wenn mit der adaptiven Normalisierung des Eingangssignales eine gleichmé8i-
ge Aussteuerung des Quantisierers erreicht werden kann, ist es weiterhin von Vorteil
die Lage der Entscheidungsschwellen und damit die Breite der Quantisierungsinter-
valle ungleichférmig zu gestalten. Dies erfolgt dabei zumeist mit dem Ziel, fiir einen
gewissen Amplitudenbereich des Eingangssignales das SNR konstant zu halten und
einen Gewinn im SNR fiir kleine Signalamplituden zu erreichen.

Generell wire es erstrebenswert, die Quantisiererkennlinie direkt aus der Verteilungs-
dichte des Préadiktionsfehlersignales fiir eine gegebene Signalfolge zu optimieren. Dies
kann z.B. iiber den so genannten Lloyds Algorithmus [L1082] erfolgen, der iterativ den
mittleren quadratischen Fehler eines Quantisierers gegebener Wortbreite bei einer
vorgegebenen Amplitudenverteilungsdichte iiber die ndherungsweise Losung eines
nichtlinearen Gleichungssystems minimiert. Bei Benutzung des Lloyds Algorithmus
in einer ,Open Loop“-Optimierung wiirden allerdings nicht die, durch Riickkopp-
lung des Rekonstruktionssignales innerhalb der ADPCM entstehenden, Einfliisse
der Quantisierung erfasst und bei der Optimierung beriicksichtigt. Zusétzlich ist
der Lloyds Algorithmus verhéltnisméfig rechenaufwindig, was eine Verwendung in-
nerhalb der Parameteroptimierung des Codecs erschwert.

Eine andere Moglichkeit zum Erzeugen der Quantisierungskennlinien ist die in [Hol09]
durchgefiihrte direkte Optimierung der Codebucheintriage des Quantisierers im Rah-
men der globalen Parameteroptimierung. Dieses Vorgehen ist bei den in [Hol09] mit
3-4 Bit Wortbreite recht kleinen Quantisierungstabellen, die zudem symmetrisch ge-
halten wurden, unproblematisch, fithrt im Endeffekt jedoch auch nur auf eine zu er-
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wartende nichtlineare Kennlinie. Zusétzlich werden fiir den hier vorliegenden Anwen-
dungsfall einer Subband-Codierung durch die ungleichméfiige Verteilung der ,Bits
pro Band“ deutlich groBlere Codebiicher benétigt, was den Parameterraum signifi-
kant vergroBern wiirde.

Daher hat es sich im Rahmen dieser Arbeit als zweckdienlich erwiesen, den Code-
buchentwurf iiber eine parametrierbare nichtlineare Kennlinie, die zusétzlich linear
skaliert wird, zu realisieren.

Eine in der Sprachkommunikation zur Anwendung kommende und von der ITU im
Standard G.711 [ITU93] festgehaltene Berechnungsvorschrift ist die so genannte A-
Law Kennlinie [GG10]. Diese iiber

L sgn(a) - fol fir 0 < [a] <
m sgn(x |I ur S XS Z
y = (3.19)
1+ In(Alx|) 1
—_ . fiir — <1
T+ In(A) sgn(z) fir 1< |z <

definierte!? Kennlinie setzt sich aus einem linearen Ast (oberer Teil) und einen nicht-
linearen Ast (unterer Teil) zusammen und wird iiber den einzigen namensgebenden
Parameter A > 1 parametrisiert. Abbildung 3.12 zeigt den Kennlinienverlauf fiir
verschiedene Werte des A-Parameters.

In Abbildung 3.13 sind die entsprechenden SNR-Verldufe bei Quantisierung nach
dem A-Law bei einer 12 Bit Quantisierung dargestellt. Es ist deutlich zu erkennen,
wie sich iiber die Einstellung des A-Parameters die Abwiagung zwischen der Grofle
des Bereiches konstanten SNRs sowie dem Gewinn im SNR fiir kleine Signalampli-
tuden und dem maximal erzielbaren SNR fiir grofie Signalamplituden treffen lasst.
Zusammen mit der in Kapitel 4 vorgestellten globalen Parameteroptimierung lassen
sich damit {iber das Einstellen von jeweils nur zwei Parametern nahezu optimale
Quantisiererkennlinien fiir die Subbénder erzeugen.

In der Praxis kann die Quantisierung nach dem A-Law auch iiber eine als Compandie-
rung bezeichnete Verzerrung des Einganssignales mittels der A-Kennlinie und einer
anschlieBenden gleichférmigen Quantisierung realisiert werden. In der vorliegenden
Arbeit werden jedoch die Codebiicher direkt iiber eine dquidistante Abtastung der
A-Law Kennlinie fiir den jeweiligen A-Parameter erzeugt.

3.3.2 Riickwirtsadaptive Pradiktionsfehlernormalisierung

Die adaptive Normalisierung des Pradiktionsfehlers kann auf verschiedene Weisen
realisiert werden. Zum einen kann durch so genanntes Block Companding (vgl.
[SHZ13b]), bei dem fiir einen Block definierter Linge der Maximalwert bestimmt
und der gesamte Block mit diesem normalisiert wird, sogar ein vollstandiges Vermei-
den von Ubersteuerungen erreicht werden. Da in dem vorliegenden Anwendungsfall

12Wobei sgn(z) die Signumfunktion ist.
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Abbildung 3.13: SNR-Verlaufe in Abhéngigkeit der Signalamplitude fiir verschiedene
Werte des A-Law Parameters bei Quantisierung mit 12 Bit.

jedoch keine zusétzliche Latenz durch Blockbildung sowie eine weitere Erh6hung der
Datenrate fiir die Ubertragung des Normalisierungsfaktors akzeptiert werden kann,
scheidet diese Moglichkeit aus.

Als Alternative haben sich in der Vergangenheit unter anderem auch die in [Kei06]
und [Hol09] verwendeten Methoden als zielfiihrend erwiesen, bei denen riickwértsad-
aptiv die Einhiillende des Eingangssignales geschitzt und dieses damit normalisiert
wird. Hierbei erfolgt in beiden Fiillen die Schétzung der Einhiillenden des Préadikti-
onsfehlers iiber die Verarbeitung mit einem rekursiven Filter erster Ordnung, dessen
Zeitkonstanten adaptiv geschaltet werden.

In [Kei06] wird bei der Préadiktionsfehlernormalisierung der Fokus auf das Vermei-
den ungewollter Ubersteuerungen des Quantisierers gelegt und es wird durch zu-
sitzliche Erweiterungen des Verfahrens versucht, deren Auftreten weitestgehend zu
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unterbinden. Im Gegensatz hierzu konnte in [Hol09] gezeigt werden, dass auch oh-
ne diese MaBnahmen und trotz in Kauf genommener kurzzeitiger Ubersteuerungen
des Quantisierers eine sehr gute Audioqualitéit erreicht werden kann. Hierbei spielt
auch die Beriicksichtigung der Maximalamplituden des normalisierten Signales in der
Auslegung des Quantisierers eine wichtige Rolle. Daher wird dieses Verfahren inklu-
sive seiner Notation in der vorliegenden Arbeit weitestgehend iibernommen und um
Mafinahmen erweitert, die eine Robustheit gegeniiber Kanaliibertragungsfehlern er-
moglichen.

Abbildung 3.142 zeigt im rechten Teil einen Flussgraphen des Quantisierers mit
riickwartsadaptiver Normalisierung.

z(n) __ e(n) G(n) €norm (1) 4(n)
poos- ()
' Enorm (1)
Lo 1éln)

p(n) @

T

& €(n)

Abbildung 3.14: Aufbau des adaptiven Quantisierers mit riickwéartsadaptiver Nor-
malisierung (rechts) zur Verwendung in der ADPCM (links).

Das Prédiktionsfehlersignal e(n) wird demnach am Eingang des adaptiven Quanti-
sierers mit dem Inversen des Normalisierungssignales v(n) multipliziert, woraus das
Signal des normalisierten Pridiktionsfehlers ey, (n) resultiert. Dieses wird durch
den Block Q(+) einer skalaren Quantisierung unterzogen, was die Abbildung auf eine
Folge von Quantisierungsindizes §(n) bedeutet. Zur riickwértsadaptiven Berechnung
des Normalisierungssignales wird aus dem rekonstruierten normalisierten Pradikti-
onsfehler €,o,m(n) und v(n) der rekonstruierte Priadiktionsfehler é(n) berechnet, der
die Grundlage fiir die Hiillkurvenschiatzung des néchsten Zeitschrittes ist. Durch
dieses Vorgehen bei der Hiillkurvenschétzung ist sichergestellt, dass bei fehlerfreier
Ubertragung zwischen Encoder und Decoder exakt das gleiche Normalisierungssignal
berechnet und damit das Préadiktionsfehlersignal rekonstruiert wird.

Die Basisformulierung der Berechnung des Normalisierungssignales v(n) erfolgt als
Schétzung der Momentanleistung des denormalisierten rekonstruierten Pradiktions-
fehlersignales é(n) mit einer exponentiell gewichteten Mittelwertbildung iiber

v (n) = A(n) - &En—1)+ (1 = A\(n)) - v*(n - 1), (3.20)

13Die folgenden Darstellungen enthalten wiederum einen allgemeinen Signalindex n.
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wobei die Gewichtung iiber

(3.21)

Am) = {AAT fir 62(n — 1) > v*(n — 1)
ART sonst.

zeitlich adaptiert wird. Die Indizes AT und RT stehen dabei fiir die aus der Dynamik-
kompression bekannten Zeitkonstanten fiir den Ansprech- und Riicklauf-Fall (engl.:
Attack-Time, Release-Time). Um ein ungewolltes ,,Wegdriften“ bei Signalliicken mit
Nullwerten und eine dabei sonst auftretende Division durch Null zu vermeiden, wird
das Signal v(n) nach unten zudem auf vy, begrenzt.

Abbildung 3.15 zeigt ein Beispiel der riickwartsadaptiven Einhiillendenschétzung fiir
das SQAM-Signal [EBUSS| 27 Castanets st thythm (linker Kanal, ab Sekunde 0,559)
fir Aar= 0,8 und Agr= 0,1. Hierbei wurde das Signal direkt als Eingangssignal der
Einhiillendenschétzung verwendet und die Wellenform wird zudem als Betragsver-
lauf dargestellt.

0,8
— Betrag des Eingangsignales
Geschétzte Einhiillende
0,6
=]
Z 04 f r
< »
0,2 Il /
|
7 WA
0 N
0 20 40 60 80 100 120 140 160 180 200

Zeit/ Abtastwerte
Abbildung 3.15: Einhiillendenschétzung am Beispiel des SQAM-Signales Castanets.

Es ist deutlich zu erkennen, wie der Verlauf des Normalisierungssignales auf stei-
gende Signalpegel reagiert und bei fallenden Amplituden langsam gegen Null bzw.
Umin Strebt und damit die Einhiillende des Eingangssignales ndherungsweise nach-
gebildet wird. Allerdings kommt es bei sehr starken Anstiegen der Signalamplitude
zur Unterschatzung, so dass der Pegel des Eingangssignales den der Einhiillenden
deutlich iibersteigt. Dieses findet zwar jeweils nur fiir wenige Samples statt, fiihrt
aber zu einer Amplitude des normalisierten Signales, die deutlich groier als Eins ist.
Zusitzlich konnen die auftretenden Maximal- und Minimalamplituden, wie bereits
erwihnt, in der Auslegung des Quantisierers durch Skalierung seiner Kennlinie be-
riicksichtigt werden, so dass der Anteil und das Ausmaf an wirklicher Ubersteuerung
des Quantisierers gering bleibt. Die Uberschiitzung, die zu einer nicht vollstéindigen
Aussteuerung des Quantisierers fiithrt, ist weniger kritisch und wird in Abwagung
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einer besseren Schétzung fiir stationére Signale in Kauf genommen.
Zur effizienteren Berechnung wird in [Hol09] vorgeschlagen, durch Einsetzen von
é(n) = v(n) - €norm(n) in Gleichung 3.20 eine Umformung zu

v?(n) = (1= A(n) +A(n)é2,,,.(n—1)) v*(n — 1) (3.22)

r2(n)

vorzunchmen, wobei sich damit die Bedingung

fiir &2 -1 1
)\(n):{)\AT e Eorm(n = 1) > (3.23)

ArT sonst.

ergibt. Damit 1dsst sich dann ry(n) iiber eine Lookup-Tabelle in Abhéngigkeit von
€norm(n — 1) (und damit §(n — 1)) berechnen und der gesamte Quantisierer wie in
Abbildung 3.16 dargestellt realisieren.

e(n)

Abbildung 3.16: Modifizierter adaptiver Quantisierer geméafi [Hol09].

Zum Erreichen einer Robustheit gegeniiber Fehlern bei der Ubertragung der zur
Adaption genutzten Quantisierungsindizes §(n) iiber einen realen Kanal ist es not-
wendig, die Rekursion in der Berechnung nach Gleichung 3.20 aufzubrechen. Dies
lasst sich z.B. durch Einfiithren eines zuséitzlichen Leakage-Faktors (< 1 im Expo-
nenten der Riickkopplung von v(n) erreichen (vgl. auch [SHZ14]). Die modifizierte
Gleichung zur Berechnung der Einhiillenden lautet demnach

v2(n) = A(n) - &(n — 1)+ (1 = A(n)) - v*(n — 1), (3.24)

wobei A(n) wiederum nach Gleichung 3.21 adaptiert wird.

Abbildung 3.17 zeigt simulierte Verldufe der Normalisierungssignale v(n) sowie de-
ren Differenz fiir einen Encoder und Decoder geméfl der ADPCM nach Abbildung
3.1. Hierbei wurde die Pradiktion abgeschaltet und eine Quantisierung mit einem
symmetrischen 4 Bit Quantisierer, dessen Maximal- und Minimalamplituden an die
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des normalisierten Signales angepasst wurden, durchgefiihrt. Eingangssignal der ad-
aptiven Quantisierung ist ein Sinussignal der Frequenz 1kHz mit einer Maximalam-
plitude von -3 dB. Die Zeitkonstanten wurden wiederum zu Axr= 0,8 und Agr= 0,1
gewéhlt. In den Verldufen der Einhiillenden ist zu sehen, dass der Pegel des Si-
nussignales, wie fiir stationére Signale zu erwarten, bis auf kleine Schwankungen
verhaltnisméBig gut geschétzt wird.

Einhiillende im Encoder 1
- - - Einhiillende im Decoder =
B — Differenz der Einhiillenden | | 5 g s
z AR AR AR CAAARAAR R R TIPY Ty PAARA AN =1
b= (ARRALARARAMARAARAR (AERERLUARARARARARAARANAALRLARRRARRARARARARY 2
= TR AT R 06
0.7 ! U
< 1071 B
N | =
< -4
R ! 04 %
o107 =
f=] ] —
= | a
< 10710 0,2 2:5
ol
107180
|
0= 0
0 200 400 600 800 1000 1200 1400

Zeit / Abtastwerte

Abbildung 3.17: Simulierte Verldufe der Normalisierungssignale von Encoder und
Decoder bei eingekoppeltem Fehler sowie deren Differenz.

Zum Demonstrieren des Einflusses von Ubertragungsfehlern wurde der Austausch ei-
nes Amplitudenwertes im Maximum der quantisierten Wellenform durch den kleinst
moglichen positiven Repréisentativwert des Quantisierers nach ca. 500 Samples vor-
genommen. Durch die Abweichung in der Amplitude des Rekonstruktionssignales
im Decoder weichen die Einhiillenden von Encoder und Decoder ab dem Zeitpunkt
des fehlerhaften Rekonstruktionswertes voneinander ab. Die Differenz fillt jedoch
kontinuierlich exponentiell iiber der Zeit ab und konvergiert, sofern kein erneuter
Fehler auftritt, garantiert gegen Null.

Auch fiir die fehlerrobuste Version der adaptiven Quantisierung ldsst sich eine Um-
formulierung fiir eine Nutzung von Lookup-Tabellen durchfithren. Demnach miissen
zum Erreichen der Fehlerrobustheit keine signifikanten Einbulen in Bezug auf den
Rechenaufwand in Kauf genommen werden.

Der Einfluss von Ubertragungsfehlern im quantisierten Pridiktionsfehler auf die
Hiillkurvenschatzung und damit die Pradiktoradaption und Rekonstruktion des de-
codierten Signales ldsst sich dariiber hinaus weiter verringern, indem eine so ge-
nannte Pradiktionsfehlernormalisierungsfaktoriibertragung in die Codecstrukturen
eingefiithrt wird. Hierzu wird encoderseitig in definierten zeitlichen Abstéinden eine
quantisierte Version des Normalisierungsfaktors berechnet und zur weiteren Adap-
tion verwendet sowie diese auch zum Decoder iibertragen und dort anstelle des aus
dem Pridiktionsfehler berechneten Wertes in die ADPCM-Struktur eingeleitet. Dies
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fithrt dazu, dass die Differenz der Hiillkurven zwischen Encoder und Decoder ab
dem Zeitpunkt dieses Einleitens schlagartig auf Null absinkt, was auch das Ein-
schwingen der Préadiktoradaption beschleunigt und die Auswirkungen des Fehlers
auf das Rekonstruktionssignal begrenzt. Das Erkennen von Fehlern in den iibertra-
genen Hiillkurvenwerten kann dabei iiber einen geeigneten Fehlerschutz sowie eine
zusitzliche Detektions-Algorithmik realisiert werden [SHZ14].

3.3.3 Einfiihrung einer dynamischen Bit-Allokation

Die riickwértsadaptive Normalisierung des Pridiktionsfehlersignales im Zuge der
adaptiven Quantisierung erlaubt es zwar, eine sehr gute mittlere Aussteuerung der
Subband-Quantisierer zu erreichen, dennoch ist es fiir ein verbessertes Codierer-
gebnis von Vorteil, zusétzlich eine so genannte dynamische Bit-Allokation (dBA)
einzufithren. Hierbei wird den Quantisierern der Blocke zur adaptiven Pradiktion
und Quantisierung AdPQ); auf Basis eines Allokationsalgorithmus dynamisch der
Anteil an einer im Vorfeld festgelegten Gesamtbitzahl zugewiesen. Dies erfolgt mit
dem Ziel, eine Art indirekte adaptive Rauschformung zu erreichen.

Abbildung 3.18 zeigt einen Flussgraphen der Subband-ADPCM, der um eine dy-
namische Bit-Allokation erweitert wurde. In einem hier mit ,ALLOK. & ZUW.“
(Allokation und Zuweisung) bezeichneten Block werden dabei auf Basis von Infor-
mationen, die aus den Subband-Signalen gewonnen werden, die Allokationssignale
ermittelt, mit denen die Subband-Quantisierer gesteuert werden. Das Umschalten
zwischen verschiedenen Allokationsergebnissen geschieht dabei nicht im Takt der
Subband-Signale, sondern die ermittelte Allokation wird jeweils fiir eine auf den
Takt des Eingangssignales bezogene Blockgrofie J konstant gehalten, um den Auf-
wand fiir die Signalisierung gering zu halten.

Encoder Decoder
21 (m) ) 1(m)
L AdPQy [ di(m) — L AdPQTt
za(m) [ Do ; a(m)
AdPQy [ G2(m) — Do [T AdRQz"
z(n) —| AFB | MUX —| ik SFB — &(n)

BN 7
2a(m) A4PQy Pq dne(m) — | AyPQ; ) Faa ()

Abbildung 3.18: Flussgraph der ADPCM-basierten Subband-Codierung mit Erwei-
terung um eine dynamische Bit-Allokation.

Die Nutzung einer dynamischen Bit-Allokation macht es nétig, mit dem Block ,MUX*
eine Art Multiplezer einzufiigen, der aus den Subband-Quantisierungsindizes und der
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Signalisierung der Allokation einen seriellen Datenstrom mit entsprechender Struk-
tur erzeugt. Die Ubertragung der Daten erfolgt damit in Rahmenstruktur, wobei die
Rahmenkdopfe die Allokation fiir den folgenden Block sowie notige Synchronisations-
informationen beinhalten. Im Decoder erfolgt die Verteilung der Daten durch einen
entsprechenden Demultiplezer (De-MUX) und die Steuerung der Blocke AdPQ;!
fiir die Abbildung der Quantisierungsindizes auf die entsprechenden Rekonstruk-
tionswerte und deren Nutzung zur Decodierung und Adaption.

In der Literatur lassen sich Methoden zur Bit-Allokation auf Basis einfacher Metri-
ken finden, die in Bezug auf das Allokationsergebnis vergleichbare Ergebnisse wie
deutlich komplexere Methoden liefern [MLRR99]. Diese wurden im Zuge der Unter-
suchungen zu [PO15a] adaptiert, analysiert und modifiziert. Abbildung 3.19'* ver-
deutlicht das dabei beim Verteilen der Bits auf die Subband-Quantisierer erfolgende
Vorgehen.

j=i+1

fiir Band i

3 [ Suche Band i L | Reduziere Pegel | | Prii
T{ mit max. Pegel }“{ Brzablops }“: um X; dB

it Zuordnung
2 Vorgabe

Bits verteilt

Abbildung 3.19: Flussgraph der Berechnungen zur dynamischen Bit-Allokation.

Hierbei arbeitet der Kern der Routine nach einer Art , Abstimmungsverfahren®. Am
Eingang des Algorithmus wird eine Schitzung des Pegels s;(n) der Subband-Signale
bzw. Subband-Prédiktionsfehlersignale durchgefiihrt. Hierbei wurde zum Vermeiden
von unnotigen Umschaltvorgéngen, &hnlich wie bei der adaptiven Hiillkurvenschiét-
zung, eine adaptive Zeitkonstante «(n) eingefithrt. Die Pegelschitzung erfolgt in
[PO15a] zudem nicht direkt auf dem Pradiktionsfehlersignal, sondern auf Basis ei-
ner zusitzlichen Filterung der iiber v(n) geschétzten Einhiillenden des i-ten Bandes.
Dies hat im Rahmen verschiedenster Experimente mit natiirlichen und synthetischen
Signalen deutlich konsistentere Allokationsergebnisse ergeben. Optional kann die Pe-
gelschatzung aber auch direkt iiber eine Filterung der Subband-Signale erfolgen,
sofern daraus eine ausreichende Glattung resultiert. In jedem Fall ergibt sich eine
Formulierung geméf

si(n) = (1 —a(n)) - si(n — 1) + a(n) - v;(n), (3.25)
wobei die zeitliche Adaption iiber

(3.26)

a(n) = ayr falls v;(n) > s;(n—1)
N arr sonst

14 Gestrichelt umrandete Blocke verdeutlichen dabei die im Vergleich zu [MLRR99] erfolgten Mo-
difikationen bzw. Ergiinzungen. Diese betreffen im Wesentlich die im Folgenden beschriebene
verinderte Schiitzung der Subbandpegel, die Initialisierung der Subband-Bitzéihler sowie die
Zuordnung des Allokationsergebnisses auf eine Bitkombination aus einer vorgegebenen Menge.
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realisiert wird.

Wie im zweiten Block in Abbildung 3.19 dargestellt, erfolgt vor dem Eintritt in die
Iterationsschleife zundchst eine Initialisierung der Subband-Bitzé&hler. Diese erfolgt
entweder rein statisch oder zum Teil in Abhéngigkeit der geschitzten Subband-
Pegel und kann Teil der in Kapitel 4 prasentierten Parameteroptimierung sein. In
der eigentlichen Routine zur Verteilung einzelner Bits auf die Subbénder wird nun
nach dem Band mit dem maximalen Pegel gesucht und dessen Bitzédhler um Eins
erh6ht sowie eine Reduktion des Subband-Pegels des betroffenen Bandes um einen
definierten Pegel X; vorgenommen. Falls noch weitere Bits zu verteilen sind, beginnt
eine neue Iteration solange bis alle Bits verteilt wurden.

Die Reduktion X; des Pegels des i-ten Bandes wird in [MLRR99] statisch mit 6 dB
angegeben. In den Untersuchungen zu [PO15a] wurde jedoch fiir die modifizierte
Schatzung des Subband-Pegels festgestellt, dass eine optimierte sowie vom Itera-
tionsindex j abhéngige Verminderung des Subband-Pegels bessere Ergebnisse liefern
kann. Die Erhchung des Reduktionsfaktors mit steigender Iterationszahl hilft hierbei
im Falle von sehr groflien Pegelunterschieden der Subband-Signale ein ungewolltes
Abschalten der Bénder mit geringem Pegel zu verhindern. Die Reduzierung X; des
Pegels in der j-ten Iteration lésst sich demnach iiber

1
Xi ¢7 7H7j =20- IOg <7,> 3.27
( P ) 10 qf) K (2/))“] ( )
mit
6>1,p>05 k>0 (3.28)

parametrisieren und damit einer globalen Optimierung (vgl. Kapitel 4) zugéinglich
machen. Hierbei kann iiber ein Einstellen von k= 0 und ¢= 2 auch die 6 dB Reduk-
tion aus [MLRR99] erreicht werden. Eine derart freie Formulierung ist zwar nicht
zwingend notig, erlaubt es jedoch weitere Freiheitsgrade bei der Optimierung der
dBA auszunutzen und damit eine bessere Anpassung an unterschiedliche Signalklas-
sen und ihre Eigenschaften zu erreichen.

Abbildung 3.20 zeigt exemplarisch die zeitlichen Verlaufe der Allokationsergebnisse
fiir Ausschnitte verschiedener SQAM-Signale wie Kastagnetten, Triangel und Spra-
che zusammen mit deren auf die Abtastfrequenz der Subbandsignale unterabgetaste-
ten Wellenformen des Eingangssignales des Subband-Codecs. Die dBA ist hierbei so
eingestellt, dass eine zeitweise Abschaltung der oberen Bénder zugelassen wird. Es
ist deutlich zu sehen, wie sich die Allokationsverlaufe fiir verschiedene Signalklassen
unterscheiden und wie die dynamische Bit-Allokation auf wechselnde Signaleigen-
schaften iiber eine verénderte Bitzuweisung reagiert.

Eine weitere Modifikation der dBA betrifft die optionale Begrenzung der Menge
moglicher Bit-Allokationen. Sie basiert auf der Beobachtung, dass nicht alle theo-
retisch moglichen Bit-Allokationskombinationen fiir natiirliche Audiosignale mit der
vorgestellten Methodik auftreten. Demnach ermoglicht die Begrenzung auf eine defi-
nierte Anzahl an erlaubten Allokationskombinationen unnétigen Signalisierungsauf-
wand zu vermeiden, ohne das Codierergebnis wesentlich zu beeinflussen. Abbildung
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Abbildung 3.20: Beispiel der Subband-Allokationsverlaufe fiir Ausschnitte von
SQAM-Signalen verschiedener Signalklassen (Bénder absteigend mit aufsteigender
Bandzahl sortiert) im Vergleich zur Wellenform des Eingangssignales.

3.19 enthélt daher zusétzlich einen nachgeschalteten Block zur Zuweisung des Allo-
kationsergebnisses zu dem Ahnlichsten aus einer vorgegebenen Menge an erlaubten
Bitkombination. Dieses Vorgehen reflektiert implizit auch die hohere Bedeutung ei-
ner Ubereinstimmung der Bit-Zahlen unterer Bénder.

Die Suche nach einer moglichst einfachen Algorithmik zum Abbilden eines Alloka-
tionsergebnisses auf das erlaubte Bitmuster fiihrte zu einer Formulierung iiber die
Darstellung des Bit-Allokationsvektors b als Dezimalzahl D, .. tiber

M
Datoc.(b) = >~ b(i) - 1049 (3.29)
=1

und die Suche innerhalb der ebenfalls umgerechneten Kandidatenmenge nach demje-
nigen mit dem geringsten Betrag der Differenz zum urspriinglichen Allokationsergeb-
nis.

Das Generieren der Menge am héaufigsten genutzter Bitmuster kann dabei Teil der
in Kapitel 4 vorgestellten Optimierung der Codecparameter sein. Hierbei werden fiir
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einen gegebenen Parametervektor und das bei der Optimierung zu codierende Testset
die Allokationssignale der Subbander ermittelt und hieraus die Haufigkeitsverteilung
der Allokationsmuster erstellt. Die mit der Einfithrung der dBA bendétigten Codebii-
cher eines Subbandes mit verschiedenen Wortbreiten werden dabei aus einem, geméf8
dem Vorgehen in Abschnitt 3.3.1 erzeugten, Basiscodebuch durch Unterabtastung
abgeleitet.

Mit der Beschréinkung der Menge moglicher Allokationsmuster ldsst sich, wie in
[PO15a] gezeigt, die Datenrate fiir die Signalisierung der Bit-Allokation um bis zu
ca. 75 % reduzieren ohne signifikante Einbufien bei der Audioqualitit hinnehmen zu
miissen. Je nach Einstellung der, bei der Ubertragung verwendeten, Rahmenlinge
kann diese Reduktion damit eine relevante Gréflenordnung erreichen. Da das Erzeu-
gen der Menge erlaubter Bit-Allokationen Teil der globalen Parameteroptimierung
ist, ldsst sich fiir eine vorgegebene Rahmengrofie und Datenrate zur Signalisierung
sowie ein gegebenes Testset somit ein optimaler Satz vorgegebener Allokationsmus-
ter bestimmen.

Tabelle 3.2 enthélt die Ergebnisse einer Evaluation der Verbesserungen der Audio-
qualitét einer fritheren Version des Subband-Codecs mit dem PEAQ-Verfahren (vgl.
Abschnitt 4.1) bei Einfithrung einer dynamischen Bit-Allokation und einer globalen
Parameteroptimierung (vgl. Kapitel 4) aus [PO15al.

In den evaluierten Fillen enthélt der Codec folgende Konfigurationen:

e Fall 1: Keine Bit-Allokation, statische Bit-Verteilung {6,5,3,3,3}, manuell op-
timierte Parameter

e Fall 2: Bit-Allokation, manuell optimierte Parameter, keine Begrenzung der
Menge erlaubter Allokationen

e Fall 3: Bit-Allokation, global optimierte Parameter, Begrenzung der Menge
erlaubter Allokationen.

Die Ergebnisse verdeutlichen, dass durch Einfiihren einer dynamischen Bit-Allokation
eine deutliche Verbesserung der PEAQ-ODG Werte fiir kritische Signale und damit
deren Audioqualitit erreicht werden kann. Zusétzlich lassen sich weitere Gewinne
durch die globale Optimierung der Parameter erzielen. Die dabei eingefiihrte Be-
grenzung der Menge erlaubter Allokationen resultiert bei keinem der Signale in einer
signifikanten Verschlechterung des Ergebnisses.

Natiirlich resultiert ein Grofiteil des Gewinnes in der Audioqualitéit aus der Tatsache,
dass bei Nutzung der dynamischen Bit-Allokation den unteren Béndern zeitweise ei-
ne hohere Zahl an Bits zugeordnet wird. Da im Fall der statischen Bit-Verteilung eine
dauerhafte Abschaltung eines Bandes nicht in Frage kommt, um den Anspruch eines
Vollband-Audiocodecs gerecht zu werden, erfolgte in der prasentierten Evaluation
die Auswahl einer statischen Bit-Verteilung, die eine ausreichende Rekonstruktions-
qualitét in den oberen Béndern sicherstellt.
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Tabelle 3.2: Ergebnisse einer Evaluation der objektiven Audioqualitit verschiedener
Signalklassen fiir unterschiedliche Codecversionen (aus [PO15al).

PEAQ-ODG
Signalname Fall 1 | Fall 2 | Fall 3
Gesang/S. Vega -0,66 | -0,69 | -0,46
Sprache ménnl. Eng. || -0,79 | -0,74 | -0,56
Sprache weibl. Eng. -0,76 | -0,63 | -0,50
Trompete -1,16 | -0,61 | -0,43
Orchester -0,65 | -0,71 | -0,54
Big Band -0,42 | -0,45 | -0,40
Cembalo -0,46 | -0,40 | -0,32
Kastagnetten -2,08 | -1,90 | -0,93
Stimmpfeife -0,86 | -0,47 | -0,44
Dudelsack -0,64 | -0,51 | -0,46
Glockenspiel -3,25 | -1,91 | -0,82
Gezupfte Saiten -0,49 | -0,49 | -0,51
Mittelwert -1,02 | -0,79 | -0,53

3.3.4 Vektorquantisierung

Die adaptive skalare Quantisierung der Subband-Prédiktionsfehlersignale mit nicht-
linearen Quantisiererkennlinien und einer dynamischen Zuweisung von Quantisierer-
auflosungen auf die Subbénder ermoglicht bereits eine sehr gute Audioqualitdt der
Subband-ADPCM. Dennoch ist es denkbar, durch Einsatz von so genannter Vek-
torquantisierung zusétzliche Gewinne in der Rekonstruktionsqualitiat der ADPCM
zu erzielen und damit auch die Audioqualitit des Codierungsverfahrens weiter zu
erhchen.

Abbildung 3.21 zeigt einen Vergleich der segmentellen SNRs von gleichfoérmiger und
nach dem A-Law kompandierter Quantisierung mit dem einer Sphdrisch Logarith-
mischen Quantisierung (SLQ) (vegl. Matschkal [Mat08]) fiir das normalisierte SQAM-
Signal 39 und eine resultierende Codewortlinge von R = 8 Bits/Sample sowie einem
A-Parameter von A = 2229,7 und einer Dimensionalitit der SLQ von D= 6. Es ist
zu erkennen, dass vergleichbar zur nichtlinearen Quantisierung nach dem A-Law das
SNR iiber einen weiten Aussteuerungsbereich konstant ist und dabei in der Grofien-
ordnung des Maximums der gleichférmigen Quantisierung liegt.

Die SLQ basiert auf einer Darstellung eines Eingangssignalvektors  der Lange D
in sphiirischen Koordinaten und der Suche nach einer Quantisierungszelle auf einer
D-dimensionalen Sphére. Die damit vorliegenden D-1 Winkel und der Radius wer-
den dabei getrennt quantisiert, wobei die Quantisierung des Radius zusétzlich gem#&fl
des A-Laws nichtlinear erfolgt. Abbildung 3.22 zeigt die Verteilung der Quantisie-
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Abbildung 3.21: Vergleich segmenteller SNRs verschiedener Quantisierungsverfahren
mit einer resultierenden Codewortlinge R = 8 Bits/Sample fiir einen Teil (Min.
01:02-01:23) des normalisierten SQAM-Signales 39.

rungszellen und entsprechenden Rekonstruktionsvektoren auf der Oberfléche einer
dreidimensionalen Sphire (a) sowie die logarithmische Quantisierung des Radius
zum Erhalten ndherungsweise gleicher Kantenldngen (b) fir D= 3 und eine resul-
tierende Codewortlinge von R= 4 Bits/Sample.

(b)

Abbildung 3.22: (a) Verteilung der Quantisierungszellen und Rekonstruktionsvek-
toren (e) auf der Oberfliche einer dreidimensionalen Sphére (b) Logarithmische
Quantisierung des Radius r fiir ndherungsweise gleiche Kantenlingen A (beide ge-
méf [MH10]).

Wiihrend das Grundkonzept der SLQ intuitiv und verhéltnisméBig einfach ist, ba-
sieren die Herleitungen zur optimalen Verteilung der Quantisierungszellen und die
Algorithmen zur Indexsuche auf einer umfangreichen mathematischen Formulierung.
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3.3 Fehlerrobuste adaptive Optimalquantisierung

An dieser Stelle wird daher nur das Grundkonzept erlautert und die nétige Termino-
logie sowie die Parameter eingefiihrt, um das gewéhlte Vorgehen zu motivieren und
zu beschreiben. Fiir weitere Details und Formeln sei auf [Mat08] verwiesen.

In [Mat08] und [MH10] finden die Untersuchungen zur SLQ bereits im Kontext der
Audiocodierung mit geringer Latenz statt und es wird eine Algorithmik zur Anwen-
dung in Kombination mit ADPCM présentiert. Allerdings liegt der Fokus hierbei auf
einem Nachweis der grundsitzlichen Eignung des Verfahrens und es wird auf aufwén-
digere Mafinahmen zur Verbesserung der Audioqualitat verzichtet. Daher verstehen
die Autoren von [MH10] die Untersuchungen mehr als eine Art Machbarkeitsstudie.
Zusatzlich erfolgt die Evaluation des Codierergebnisses lediglich mit Hilfe von ob-
jektiven Messungen durch z.B. das segmentelle SNR.

Ziel der Arbeiten zu [Lam15], die unter anderem auch in [PLO16] resultierten, war
es demnach, in einem ersten Schritt, unabhéngig vom Aufwand bei der Berechnung,
den Einfluss auf die Audioqualitét einer ADPCM bei Nutzung einer Vektorquantisie-
rung abzuschitzen. Dazu wurde ermittelt, welche Gewinne in der PEAQ-ODG durch
Kombination von SLQ und Breitband-ADPCM mit statischer Rauschformung, die
dem Stand der Technik entspricht, erreicht werden kénnen.

Als Referenz wurde dazu das in [SHZ13a, SHZ14] dokumentierte und evaluierte Ver-
fahren zur fehlerrobusten Breitband-ADPCM mit einer statischen Rauschformung
durch Riickkopplung des Codierfehlers exppom(n)=2(n)-z(n) verwendet. In diesem
Codec erfolgt die Pradiktoradaption nach dem fehlerrobusten GAL-Algorithmus und
die adaptive Quantisierung durch eine Version der fehlerrobusten Hiillkurvenschét-
zung (vgl. Abschnitt 3.2 und 3.3).

Vektorquantisierung und Breitband-ADPCM

Auf den ersten Blick scheint eine Kombination von Vektorquantisierung und breit-
bandiger ADPCM mit ihrer adaptiven Verarbeitung im Takt des Eingangssignales
unmoglich. Dies liegt vor allem daran, dass die Aktualisierung des Pradiktors auf
Basis des Rekonstruktionssignales #(n) erfolgt und dieses aus dem quantisierten
Préadiktionsfehler berechnet wird, der im Falle der Vektorquantisierung in der Regel
jedoch erst vorliegt, wenn ein ganzer Block bzw. Vektor an Signalwerten quantisiert
wurde. Auf die SLQ bezogen bedeutet dies, dass die Entscheidung fiir eine Quanti-
sierungszelle vom Radius abhéngt, der aber erst mit dem Vorliegen aller Signalwerte
berechnet werden kann.

Um dieses Problem zu 16sen, hat Matschkal einen Algorithmus vorgeschlagen, der ite-
rativ den quantisierten Radius ermittelt und eine sukzessive Indexsuche beinhaltet,
so dass schon vorab Rekonstruktionswerte fiir die Adaption der ADPCM verwen-
det werden konnen. Algorithmus 1 fasst das dabei durchzufithrende Vorgehen zur
Bestimmung des SLQ-Indexes im Encoder zusammen. Der Eingangssignalvektor @
wird hier aus dem normalisierten Priadiktionsfehler e, o, (n) gebildet, da die adaptive
Signalnormalisierung auch in der SLQ-ADPCM zum Einsatz kommt.

Am Anfang des Algorithmus wird in einem initialen Schritt eine Schitzung des
Radius r durchgefiihrt. Hierzu wird der Zustand der ADPCM aus dem vorherigen
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Algorithmus 1 : SLQ-ADPCM-Encoder
Schétze r durch Verarbeitung des Vektors & ohne Quantisierung
Fiir alle 7 in [r+ A, r — A] {
Quantisiere Radius 7 — 7
Verarbeite durch SLQ-ADPCM — &
Berechne euklidische Distanz d?(z,£)
}
Suche nach 7 mit dem geringsten d*(x,%)
Berechne SLQ-Index Ngpq aus N, und N, und iibertrage diesen

Zeitschritt verwendet und die Codierung fiir den aktuellen Block der Lénge D bei
ausgeschalteter Quantisierung durchgefiihrt. Das Ergebnis dieser Schétzung wird fiir
die Suche nach einem optimalen Radius innerhalb eines vorgegebenen Suchbereiches
benutzt. Innerhalb der Iteration iiber den Suchbereich wird der Radius quantisiert,
mit ihm, durch Verarbeitung in der SLQ-ADPCM, iiber die sukzessive Winkelquanti-
sierung der quantisierte Signalvektor & bestimmt und jeweils der euklidische Abstand
zum Originalvektor ermittelt. Der Block mit dem geringsten Abstand wird dann fi-
nal benutzt, um den Radiusindex NV, sowie den Winkelindex N, zu berechnen und
den daraus resultierenden SLQ-Index Ngpq fiir das Ubertragen an den Decoder zu
erstellen.

Natiirlich fithrt das wiederholte Berechnen der SLQ-ADPCM zu einem linear mit
der Iterationszahl n'® steigenden Rechenaufwand, erlaubt aber zugleich eine vonein-
ander unabhéngige starke Parallelisierung. Aufgrund der Eigenschaft der Breitband-
ADPCM das Signal nicht zu verzogern, resultiert die einzige Latenz der SLQ-ADPCM
aus dem Zusammenfassen von D Signalwerten zum blockweisen Verarbeiten. In ei-
nem echten System mit einer sequenziellen Ubertragung der Daten des SLQ-Indexes
und einer begrenzten Rechenkapazitdt ist aber mit einer zusétzlichen Verzogerung
von D-2D Abtasttakten zu rechnen. Mit der iiblichen maximalen Dimensionalitét
von D=12 liegt die Latenz der SLQ-ADPCM jedoch immer noch deutlich unter 1 ms.
Die Integration der SLQ in die Breitband-ADPCM fiihrt zu zusétzlichen Parame-
tern. Diese und die Parameter der adaptiven Quantisierung und Pradiktion wurden
im Rahmen der Untersuchungen zu [PLO16] mit dem Optimierungsansatz geméif
dem Vorgehen in Kapitel 4 optimiert.

Die optimierten Parameter sind demnach (mit den Leakage Faktoren «=0,98, 5=0,91
des GAL-Algorithmus):

e D nund A der SLQ-ADPCM,
® AT, ART, Umin und (<1 der adaptiven Hiillkurvenschétzung,
e fund o2, des GAL-Algorithmus,

sowie ein konstanter Faktor, der zur Skalierung des normalisierten Priadiktionsfeh-
lersignales am Eingang der SLQ genutzt wird, um den Kompromiss zwischen Uber-

5Wobei 10 < n < 100 iiblich ist.
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und Untersteuerung zu finden.

Fiir den Vergleich mit den Ergebnissen aus [SHZ14] wurden die dort ausgewihlten
Signale des SQAM-Testsets in der angegebenen Konfiguration verwendet und mit
dem PEAQ-Algorithmus (vgl. Abschnitt 4.1) evaluiert. Abbildung 3.23 beinhaltet
eine Auflistung der erzielten Ergebnisse fiir 3 Bits/Sample.
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Abbildung 3.23: Vergleich der SLQ-ADPCM zu den Ergebnissen aus [SHZ14].

Es ist zu erkennen, dass fiir viele der kritischen Signale wie Triangel, Kastagnetten
und Trompete Verbesserungen in der ODG von bis zu einem Punkt erreicht wer-
den. Im Mittel liegt die Verbesserung trotz minimaler Verschlechterung fiir einzelne
Signale bei 0,2 in der ODG. Zusétzlich wurde fiir die synthetischen Signale 1-7 des
SQAM-Testsets eine wesentliche Verbesserung mit zum Teil mehr als einem Punkt
erzielt. Ein weiterer Vorteil der Breitband-SLQ-ADPCM ist, dass sie rationale An-
zahlen in der Bitrate erlaubt. In der Abbildung 3.23 sind demnach auch Ergebnisse
fiir 3,25 Bits/Sample aufgenommen. Diese verdeutlichen, dass mit nur einer geringen
Erhohung der Bitrate die Audioqualitiat der SLQ-ADPCM in Bereiche fillt, die fiir
die hier anvisierten Anwendungsfiille ausreichend erscheint.

Verbessertes Fehlerverhalten

Ein bekanntes Problem von Vektorquantisierungsverfahren im Allgemeinen ist, dass
durch auftretende Einzelbitfehler bei der Ubertragung der Quantisierungsindizes je-
weils immer ein gesamter Block an Signalwerten gestort wird. Daher resultieren
Ubertragungsfehler ohne weitere MaBnahmen auch bei der SLQ-ADPCM in starken
Storungen des Ausgangssignales, auch wenn der Codec zu keiner Zeit vollstandig de-
stabilisiert wird und der eingekoppelte Fehler nach Stérungen wieder abklingt. Zur
Verbesserung des Fehlerverhaltens ohne aufwandigere Kanalcodierung wurde daher
ein einfaches, aber wirkungsvolles Vorgehen gewihlt. Hierbei erfolgt die Reduktion
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der Lange der SLQ-Indizes auf D-R-1 und das Anhéngen eines Paritdtsbits. Bei
hierdurch erkannten Einzelbitfehlern werden nun Nullen in den Decoder anstelle des
schadhaften Blockes eingeleitet.

Abbildung 3.24 zeigt den Vergleich der Audioqualitiit bei einer Fehlerrate von 10~*
zwischen SLQ-ADPCM und den Ergebnissen aus [SHZ14]. Fiir die SLQ-ADPCM
wurden hierzu die Ergebnisse von 1000 Realisierungen eines zufélligen Bitfehler-
musters gemittelt. Die Balken zwischen den Einzelergebnissen verdeutlichen eine
Verbesserung oder Verschlechterung der SLQ-ADPCM gegeniiber der Referenz. Mit
der eingefiithrten Modifikation kann die SLQ-ADPCM demnach als mindestens eben-
biirtig zu den Ergebnissen aus [SHZ14] betrachtet werden. Natiirlich ldsst sich das
Fehlerverhalten, z.B. durch aktive Mafinahmen wie die in [SHZ14] vorgestellte Nor-
malisierungsfaktoriibertragung, weiter verbessern.

Mit den vorgestellten Untersuchungen konnte gezeigt werden, dass sich durch Er-
setzen der skalaren Quantisierung durch Vektorquantisierung in einer Breitband-
ADPCM deutliche Verbesserungen in der Audioqualitéit erreichen lassen, ohne die
Verzogerung auf einen kritischen Wert zu vergrofiern. Demnach wére es erstrebens-
wert, in einem weiteren Schritt, diese Gewinne auch auf den Subband-Codec zu
iibertragen. Hierbei kann die Anwendung der Vektorquantisierung auf zwei ver-
schiedene Weisen erfolgen. Zum einen kann der Eingangsvektor der SLQ aus den
Subband-Signalen eines Abtasttaktes gebildet werden. Zum anderen ist es denk-
bar, in jedem Band aufeinanderfolgende Signalwerte zu einem Vektor zusammen zu
fassen und einzeln in der SLQ zu verarbeiten. Im ersten Fall ergibt sich der Vor-
teil, dass die Radiusberechnung direkt erfolgen kann, so dass die Algorithmik zu
dessen Schétzung und damit ein wesentlicher Teil des Rechenaufwandes entfallen
kann. Problematisch bei der Anwendung in der vorliegenden 5-Kanal Struktur ist
jedoch, dass aufgrund der damit vorliegenden geringen Dimensionalitdt die Gewin-
ne der SLQ-Quantisierung nicht so hoch ausfallen. Bei sequenzieller Verarbeitung
der Subband-Signale mit der SLQ-ADPCM ergibt sich aufgrund der Blockbildung
der unterabgetasteten Subband-Signale eine zusétzliche Latenz der Verarbeitung
von mindestens M - D Samples, die fiir die hier anvisierten Anwendungsfiille unter
Umsténden zu hoch ist. Leider konnten beide hier diskutierten Félle der Subband-
SLQ-ADPCM in Bezug auf ihren Einfluss auf die Audioqualitit nicht abschlieBend
untersucht werden, da zumindest fiir letzteren Fall der Aufwand fiir die Optimierung
der Codec-Parameter den Rahmen der Untersuchungen zu [PLO16] sprengte.

3.4 Maflnahme zur Verbesserung der
Subband-Codierung

Die in Abschnitt 3.3.3 beschriebene dynamische Bit-Allokation ldsst sich mit ver-
haltnisméBig wenig Aufwand fiir die Berechnung und verringertem Signalisierungs-
aufwand in den Subband-Codec integrieren und darin optimieren. Es sind jedoch
auch weitaus aufwandigere Mafinahmen zur Erhohung der Audioqualitéit oder wei-
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Abbildung 3.24: Vergleich der SLQ-ADPCM zu den Ergebnissen aus [SHZ14] fiir
eine Fehlerrate von 1074

teren Reduktion der Datenrate denkbar, deren Praxisrelevanz fiir den vorliegenden
Anwendungsfall nach derzeitigem Stand jedoch nur begrenzt vorhanden ist.
Dennoch wurde im Rahmen der vorliegenden Arbeit eine aussichtsreiche Methoden
zur Verbesserung der fehlerrobusten ADPCM-Codierung untersucht und in Bezug
auf ihren Einfluss auf das Codierergebnis evaluiert. Hierbei war es von Interesse,
ob sich ein Verfahren zur psychoakustischen Rauschformung auf den Subband-Fall
anwenden lidsst und damit eine Alternative zur dynamischen Bit-Allokation ist, die
ohne zusétzlichen Signalisierungsaufwand auskommt,.

3.4.1 Teilbandbasierte Vor- und Nachfilterung

Eine Moglichkeit, die wahrgenommene Audioqualitdt des Subband-Codecs zu ver-
bessern, besteht darin, das Nutzsignal vor und nach der Codierung zusétzlich zu
filtern. Die Grundidee der adaptiven Vor- und Nachfilterung, welche auf Arbeiten
wie [SYHEO2] zuriickgeht, ist es, das Ausgangssignal eines verlustbehafteten Au-
diocodecs derart zu filtern, dass die Leistungsdichte des, als spektral gleichverteilt
angenommenen, Codierfehlers in Richtung oder unterhalb der Maskierungsschwelle
verschoben und dadurch dessen Horbarkeit deutlich reduziert wird. Dies bedeutet,
dass die Ubertragungsfunktion des Nachfilters annihernd der Maskierungsschwelle
entspricht und das Vorfilter hierzu exakt invers sein sollte, um den Frequenzinhalt
des Nutzsignales nicht zu dndern.

Die Vor- und Nachfilterung mit exakt invertierbaren minimalphasigen Filtern kann
so realisiert werden, dass sie keine zusétzliche Verzgerungen verursacht. In [SYHE02]
wird jedoch zur Adaption der Filterkoeffizienten ein blockbasiertes psychoakustisches
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Modell benutzt, so dass eine unvermeidliche Verzogerung von 4-6 ms resultiert.
Aus diesem Grund prisentiert Holters in [Hol09] verschiedene Ansétze zur Ergén-
zung des bereits erwédhnten ADPCM-basierten Breitband-Codecs um eine verzoge-
rungsfreie adaptive Vor- und Nachfilterung. Am erfolgreichsten und praxisrelevan-
testen ist dabei die teilbandbasierte Vor- und Nachfilterung. Dieser Ansatz wurde
auch bereits in [Kei06] fiir die Anwendung in einem Subband-Codec beschrieben,
dort jedoch nicht final in den Codec integriert und demnach auch nicht darin eva-
luiert. Das Verfahren basiert auf einer groben Schitzung der Maskierungsschwelle
und einer Rauschformung durch eine Subband-Dynamikkompression und erlaubt ei-
ne zum Teil deutliche Verbesserung der Audioqualitédt fiir kritische Signale. Da die
Ergebnisse aus [Hol09] sehr vielversprechend sind, wurde der Ansatz fiir die Nutzung
in der in dieser Arbeit betrachteten Subband-Codierung modifiziert und optimiert.
Abbildung 3.25 zeigt einen Flussgraphen des um die adaptive Vorfilterung erweiter-
ten Subband-Codecs. Der Basiscodec (graue Boxen) wurde dabei um die funktiona-
len Blocke der Vorfilterkaskade und der Gain-Schétzung erweitert, die im Folgenden
beschrieben werden. Das Nachfilter im Decoder hat die gleiche Struktur, enth&lt
aber die Filter der Nachfilterkaskade in umgekehrter Reihenfolge, um die perfekte
Inversion der Ubertragungsfunktion zu gewihrleisten. Anstelle eines blockbasierten
psychoakustischen Modells werden die bendtigten und hier als Gain bezeichneten
Verstérkungen oder Pegelreduktionen der aus K Béndern bestehenden Vorfilterkas-
kade direkt aus den rekonstruierten Subband-Signalen Z;(m) geschétzt. Dies hat den
erwahnten zusitzlichen Vorteil, dass im Gegenteil zur dynamischen Bit-Allokation
keine Seiteninformationen in Form von Filterkoeffizienten oder Gain-Werten iiber-
tragen werden miissen.

Encoder Decoder
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z2(m) i Zo(m)
\ ——> AdPQ Ga(m) —{ AdPQ5 ' ¢ /
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Abbildung 3.25: Flussgraph der ADPCM-basierten Subband-Codierung mit Erwei-
terung um eine adaptive Vor- und Nachfilterung.

An dieser Stelle wird die Struktur und Formulierung der von Holters abgeleite-
ten Vor- und Nachfilterung nur kurz zusammengefasst, um die zur Verwendung im
Subband-Codec erfolgten Modifikationen und das Vorgehen bei der Evaluation dar-
stellen zu konnen. Fiir die Herleitungen der benutzten Shelving-Filter aus zeitkon-
tinuierlichen Prototypen und weitere Diskussionen iiber die Adaption der Filterko-
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effizienten sei auf [Hol09] und die dort angegebenen Referenzen sowie auf [PWO15]
verwiesen.
Abbildung 3.26 verdeutlicht den detaillierten Aufbau der Vorfilterkaskade und Gain-
Schétzung.
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Abbildung 3.26: Flussgraph der Leistungsschitzung zur Subband-Codierung mit ad-
aptiver Vorfilterung im Encoder (angelehnt an [Hol09]).

Der erste funktionale Block ist dabei das eigentliche Vorfilter, das aus einer Kaskade
von K so genannten Shelving-Filtern besteht. Der Frequenzgang des k-ten Filters
mit dem gewiinschten und zunéchst als statisch angenommenen Gain gg(n) wird
dabei aus einem ,,Prototyp* erster Ordnung geméf

F[k (2) . Gk,/gk—O— 1+ (Gk‘w/gk — 1) cz71
sprot.\<) = e Gy _
et (1)

(3.30)

gewonnen. Der Koeffizient Gy wurde beim Ableiten der Filter H kprot. (2) aus einem
zeitkontinuierlichen Prototyp durch bilineare Transformation eingefiihrt und erlaubt
ein Einstellen der Grenzfrequenz. Er kann tiber

w
Gy = tan (%) (3.31)
berechnet werden, wobei die Breite w,, des k-ten Bandes aus der gewiinschten oberen
und unteren Grenzfrequenz iiber wy, ;, = wy,; — Wi ermittelt wird.

Die ,,Prototypen® H kprot. (2) werden frequenzverschoben, indem die Einheitsverzoge-
rungen durch Alpésse geméf

Ap(2) = *1M (3.32)

1 — cos(we )zt

ersetzt werden. Hierbei ist w.; die gewiinschte Mittenfrequenz und berechnet sich
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iiber

Wek = 2 arctan <\/tan (%) - tan (w;k>> . (3.33)

Aus diesem Vorgehen resultiert ein Satz an Shelving-Filtern zweiter Ordnung mit
den Ubertragungsfunktionen

‘Flk(ej“’)‘ _ J (cos(we k) — cos(w))? + (G sin(w))ng, (3.34)

(cos(wex) — cos(w))? + W
die in einer modifizierten Direktstruktur implementiert werden kénnen. Diese redu-
ziert den Berechnungsaufwand bei der, aus der zeitlichen Adaption der Gains g(n)
hervorgehenden, Neuberechnung der Filterkoeffizienten.

Die oberen und unteren Grenzfrequenzen w, j und w; , und damit die Mittenfrequenz
wer werden so gewiihlt, dass sie ndherungsweise der Bark-Skala [Zwi61] mit einer un-
teren Grenzfrequenz von 0 Hz entsprechen, was in K'= 25 Béndern resultiert.
Abbildung 3.27 zeigt ein Beispiel fiir die sich so ergebenden Shelving-Filter Uber-
tragungsfunktionen H(¢/?) (unten) und der daraus resultierenden Vorfilteriibertra-
gungsfunktion flpre(e-m) (oben) fiir den Fall, dass alle g; zu /10 gesetzt werden mit
Ausnahme von gy, welches den Wert 0,1 - /10 erhélt. Dies fithrt zu dem Einbruch
der Gesamtiibertragungsfunktion bei 1 kHz.
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Abbildung 3.27: Beispiel der Shelving-Filter Ubertragungsfunktionen (unten) und re-
sultierende Vorfilteriibertragungsfunktion (oben), wobei g, = +/10 fir k =1,..., K
bis auf gg = 0,1 - /10.

Aufgrund der Tatsache, dass die Shelving-Filter selbst nach der Transformation le-
diglich zweiter Ordnung sind, &hneln ihre Frequenzverldufe eher denen von Peak-
Filtern. Dies ist der Grund dafiir, dass selbst bei identischen Gains das resultierende
Vorfilter nicht den gewiinschten vollstéandig glatten Frequenzverlauf hat. Wie bereits
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3.4 Mafnahme zur Verbesserung der Subband-Codierung

von Holters in [Hol09] diskutiert, resultieren Filter hoherer Ordnung jedoch in unge-
wollten Phasenmodulationen im Bereich der Bandgrenzen. Die Abwégung zwischen
besserer Bandtrennung und der sonst bei hoheren Ordnungen entstehenden Verzer-
rung fithrte daher zu der eher geringen Ordnung. Wie sich im Folgenden zeigen wird,
verhindern die nicht idealen Verlaufe der Shelving-Filter es aber nicht, eine ausrei-
chende Rauschformung zu erreichen.

Der zweite funktionale Block der adaptiven Vor- und Nachfilterung beinhaltet die
Schétzung der Gains fiir die Dynamikkompression. Der Teil des Flussgraphen selbst
kann in die einzelnen Abschnitte Bandpassfilterung, Leistungsschétzung und Abbil-
dung auf den finalen Gain-Wert unterteilt werden. Die Schatzung der Bandleistungen
pr(n) erfolgt mit der Hilfe von rekursiven Filtern erster Ordnung iiber

T
mm=uf%mm7n+»@7ﬁmmwﬂm) (335)

wobei die kleine Konstante pp, verhindert, dass die geschétzte Leistung pg(n) voll-
stindig auf Null abfallen kann. In der in dieser Arbeit erfolgten Modifikation zur
Anwendung auf den Subband-Fall sind die Eingangssignale dieser Filter die Energi-
en der iiberabgetasteten und bandpassgefilterten Subband-Signale Z;ypr(n), wobei
eine Normalisierung auf die jeweilige Bandbreite vorgenommen wird. Die Bandpésse
ﬁbpk(z), die zur Filterung der iiberabgetasteten Rekonstruktionssignale Z;(n) ver-
wendet werden, resultieren aus einer bilinearen Transformation eines Butterworth
Prototypen und wurden ebenfalls iiber eine Allpasstransformation frequenzverscho-
ben. Die Zuordnung der Subband-Rekonstruktionssignale zu den Bandpéssen erfolgt
derart, dass die oberen und unteren Grenzfrequenzen der Bandpésse ﬁ[bpk(z) zZum
groBten Teil innerhalb der Frequenzbandbreite des Analysefilters H;(z) der Analy-
sefilterbank liegen.

Die Summe der geschétzten Bandleistungen wird zusétzlich zum Berechnen der mitt-
leren Bandleistung iiber

pn) = 22 > (o) (330)
k=1

genutzt. Das finale Abbilden auf die signaladaptiven Gain-Werte gi(n) zur Dyna-
mikkompression erfolgt durch Normalisierung von pg(n) mit p(n) und die Nutzung

einer Exponentialkurve
pk(n)> 2"
n)=|— , 3.37
gi(n) (p(n) ( )

die zum FEinstellen ihrer Steilheit iiber einen Faktor 0 < v < 1 parametrisiert wird.
Abbildung 3.28 zeigt Beispiele der Kurvenverldufe fiir verschiedene Werte von v.
Die Formulierung der Shelving-Filter Hy(z) erlaubt die exakte Inversion der Uber-
tragungsfunktion durch das Verwenden der inversen Verstirkungsfaktoren gy (n) fiir
die Adaption der Filterkoeffizienten des Nachfilters.

Zur Evaluation des Einflusses der modifizierten adaptiven Vor- und Nachfilterung auf
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3 Fehlerrobuste ADPCM-Codierung der Subband-Signale

102 —v=0,3
---v=0,4
A v=20,5
T 100 v=0,6
ER O\ v=0,T
e T
0 1 2 3
Pr(n)
P(n)

Abbildung 3.28: Beispiele der Exponentialkurvenverlaufe fiir verschiedene Werte des
Parametrisierungsfaktors v.

die Audioqualitat des Subband-Codecs wurden im Rahmen der Untersuchungen zu
[PWO15] verschiedenste Experimente durchgefiihrt. Hierbei erfolgte eine Optimie-
rung der Parameter des Codecs sowie der adaptiven Vor- und Nachfilterung gemé&f
der in Kapitel 4 priasentierten Methodik.

Die evaluierten Fille sind dabei (jeweils mit eigenem optimierten Parameterset):

e Fall 1: Keine Vor- und Nachfilterung

e Fall 2: Vor- und Nachfilterung (Gain-Schétzung auf Basis von x(n))
e Fall 3: Vor- und Nachfilterung (Gain-Schitzung auf Basis von Z;(m))
e Fall 4: Ergebnisse der dynamischen Bit-Allokation aus [PO15al.

Der Subband-Codec mit der in Kapitel 2 présentierten 5-Kanal Filterbank wurde
dabei mit einer statischen Verteilung der Bits auf die Subbénder von {6,5,3,3,3}
betrieben. Die Verwendung von mindestens 3 Bit in den oberen Béandern begriindet
sich wiederum durch den Anspruch einen Vollband-Audiocodec zu entwerfen und so-
mit die statische Abschaltung oberer Bénder nicht zu gestatten. Insgesamt resultiert
die Bitverteilung damit in einer mittleren Codewortlinge von 4 Bits/Sample. Der
Vergleich zu der Gain-Schétzung auf Basis des Eingangssignales x(n) des Subband-
Encoders erfolgte zusétzlich, um der urspriinglichen Art der Leistungsmessung aus
[Hol09] méglichst nahe zu kommen und damit eine Abschétzung des Gewinnes durch
die adaptive Vor- und Nachfilterung im besten Fall zu bekommen. Da das Signal z(n)
jedoch im Decoder nicht vorliegt, schlieit sich diese Art der Adaption allerdings in
cinem echten Ubertragungssystem aus. Die Ergebnisse aus [PO15a] werden zusiitz-
lich angegeben, um einen Vergleich zu dem, durch die dynamische Bit-Allokation zu
erreichenden, Einfluss auf die Audioqualitit zu ermoglichen.

Tabelle 3.3 enthilt die PEAQ-ODG Ergebnisse (vgl. Abschnitt 4.1) der Evaluation
eines Testsets, das haufig z.B. im Rahmen der Standardisierung verwendet wird, da
es eine gute Mischung aus Sprach- und Musiksignalen sowie kritische Signale zum
Provozieren von Codierartefakten enthélt. Obwohl fiir manche der Signale eine kleine
Verschlechterung in der ODG auftritt, zeigen die Ergebnisse der besonders kritischen
Signale , Kastagnetten“, , Glockenspiel“ und , Trompete* die deutliche Verbesserung
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3.4 Mafnahme zur Verbesserung der Subband-Codierung

der Audioqualitét, die durch die adaptive Vor- und Nachfilterung in Kombination
mit der globalen Parameteroptimierung erzielt werden kann. Im Mittel betrigt die
Verbesserung von Fall 1 zu Fall 3 ungefihr 0,15 Punkte der PEAQ-Skala. Zusétzlich
ist kaum ein Unterschied zwischen den Féllen 2 und 3 zu erkennen, was zeigt, dass
die vorgeschlagene Gain-Schéitzung aus den rekonstruierten Subband-Signalen sehr
dhnlich zu der aus dem breitbandigen Signal ist.

Tabelle 3.3: Ergebnisse einer Evaluation der objektiven Audioqualitéit verschiedener
Signalklassen fiir unterschiedliche Codecversionen (aus [PWO15]).

PEAQ-ODG
Signalname Fall 1 | Fall 2 | Fall 3 | Fall 4
Gesang/S. Vega -0,51 | -0,52 | -0,52 | -0,46

Sprache méannl. Eng. || -0,56 -0,51 | -0,56 | -0,56
Sprache weibl. Eng. || -0,70 | -0,58 | -0,57 | -0,50

Trompete -0,99 -0,25 | -0,37 | -0,43
Orchester -0,46 | -0,26 | -0,52 | -0,54
Big Band -0,35 -0,27 | -0,28 | -0,40
Cembalo 0,31 | -0,46 | -0,44 | -0,32
Kastagnetten -1,32 -0,72 | -0,76 | -0,93
Stimmpfeife 0,48 | -0,48 | -0,49 | -0,44
Dudelsack -0,28 -0,23 | -0,38 | -0,46
Glockenspiel -1,71 | -0,76 | -0,74 | -0,82
Gezupfte Saiten -0,39 -0,60 | -0,56 | -0,51
Mittelwert -0,67 | -047 [ -0,52 [ -0,53

Die Ergebnisse verdeutlichen, dass sich mit der adaptiven Vor- und Nachfilterung
vergleichbare Ergebnisse zur dynamischen Bit-Allokation erzielen lassen, ohne dass
eine Signalisierung zwischen Encoder und Decoder erfolgen muss. Prinzipiell ist die
Algorithmik zur Adaption dabei auch ohne weitere Mafinahmen robust gegeniiber
Kanaliibertragungsfehlern und damit in einem echten System anwendbar, da in der
Gain-Schétzung im Decoder keine Riickkopplung stattfindet und die Synchronisa-
tion der Rekonstruktionssignale Z;(m) sichergestellt ist. Dennoch ist der Aufwand
zur Gain-Schiatzung und Filteradaption, trotz der effizienten Realisierbarkeit der
Shelving- und Bandpassfilter und deren geringer Ordnung, aufgrund der hohen Band-
anzahl nicht unerheblich und steht in einem ungiinstigen Verhéltnis zur, im Vergleich
zur dynamischen Bit-Allokation, eingesparten Datenrate fiir die Signalisierung. Dem-
nach wird die adaptive Vor- und Nachfilterung im Folgenden und auch in der finalen
Evaluierung des in dieser Arbeit entwickelten Audiocodecs nicht weiter betrachtet,
zumal die zusétzlichen Gewinne bei der prinzipiell méglichen Kombination von Bit-
Allokation und Vor- und Nachfilterung als gering eingeschétzt werden.
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Kapitel

Audiocodec Optimierung

In diesem Kapitel wird die Suche nach geeigneten Codecparametern iiber ein Ver-
fahren zur globalen Optimierung beschrieben. Dieses basiert auf einer Methode zum
Abschitzen der resultierenden Audioqualitét des Codecs fiir einen potentiellen Pa-
rametersatz und die Signale eines gegebenen Testsets sowie dem Abbilden der Ein-
zelergebnisse auf einen Gesamtkostenwert.

Abschnitt 4.1 gibt eine kurze Einfiihrung in Audiocodec Bewertungsgrofien und stellt
mit der Perceptual Evaluation of Audio Quality (PEAQ) den verwendeten Algorith-
mus zum Ermitteln der geschétzten Audioqualitit vor.

Im Abschnitt 4.2 wird das Vorgehen bei der Optimierung prisentiert. Es werden Al-
gorithmen zur metaheuristischen und stochastischen globalen Suche betrachtet und
in Bezug auf ihre Eignung fiir das vorliegende Minimierungsproblem erértert.

In einem letzten Abschnitt 4.3 wird das Vorgehen bei der Anwendung des Verfahrens
zur Audiocodecoptimierung beschrieben und die erzielten Ergebnisse durchgefiihrter
Optimierungen exemplarisch dargestellt sowie diese abschlieflend diskutiert.

4.1 Audiocodec Bewertungsgroflen

Zur Bewertung der Giite von verlustbehafteten Audiocodierungsverfahren kénnen
verschiedenste Mafle zur Anwendung kommen. Diese unterscheiden sich grundsétz-
lich in der Tatsache, ob auch die psychoakustische Wahrnehmbarkeit von Codierfeh-
lern Beriicksichtigung findet.

So kann iiber das aus dem Eingangs- und Ausgangssignal des Codecs berechnete
SNR eine Aussage iiber die Abweichungen der codierten Wellenform vom Origi-
nalsignal erlangt werden. Wird das SNR durch das so genannte segmentelle SNR
(segSNR) in Blocken berechnet und iiber der Zeit aufgetragen, so lassen sich auch
Erkenntnisse iiber signalabhéngige Verdnderungen des SNRs gewinnen. Wihrend der
Entwicklung von Codecbausteinen, wie z.B. beim Vergleich verschiedener Pradiktor-
strukturen, stellen diese Grofien damit wertvolle Bewertungsgrundlagen bereit. Fiir
die Evaluierung und Optimierung eines gesamten Audiocodierungsverfahrens ist es
allerdings von Vorteil, auch psychoakustische Effekte zu beriicksichtigen und damit
eine Aussage iiber die tatsichliche Wahrnehmbarkeit bestehender Codierungsfehler
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4.1 Audiocodec BewertungsgréBen

treffen zu koénnen.

Keiler benutzt daher in [Kei06] unter anderem auch das so genannte Noise to Mask
Ratio (NMR). Zur Berechnung dieser Grofie wird aus dem Eingangssignal iiber ei-
ne gefensterte Fast Fourier Transform (FFT) und weitere nachgeschaltete Verar-
beitungsschritte blockweise die Signalleistung in den Frequenzgruppen der mensch-
lichen Wahrnehmung berechnet und damit die Maskierungsschwelle geschéitzt. Dies
erfolgt unter Beriicksichtigung der Ruhehorschwelle, der Tonalitét des Eingangs-
signales sowie der bandiibergreifenden Maskierung. Mit dem aus dem Originalsignal
und dem Ausgangssignal des Codecs berechneten Codierfehler wird {iber eine weitere
FFT-basierte Verarbeitung die Fehlerleitung in Frequenzgruppen bestimmt. Indem
diese mit der Maskierungsschwelle verglichen wird, kann ermittelt werden, ob die
Abweichungen vom Originalsignal theoretisch horbar werden. Auf Basis der damit
erhaltenen Ergebnisse erfolgt eine Auswertung der Mittel- und Maximalwerte sowie
Varianzen von den Uberschreitungen der Maskierungsschwelle und der Anzahl an
Blocken mit deren Auftreten fiir eine gegebene Signalsequenz.

Uber diese Vorgehen lisst sich eine Aussage iiber die Wahrnehmbarkeit von Codier-
fehlern treffen. Allerdings erfolgt keine Bewertung auftretender Artefakte hinsichtlich
ihres Einflusses auf die global wahrgenommene Audioqualitit. Auflerdem muss die
Betrachtung der Ergebnisse fiir ein gegebenes Signal immer anhand mehrerer Mess-
grofen durchgefithrt werden.

Eine Methode, die das Abschiitzen der Leistungsfihigkeit eines Codecs fiir ein ge-
gebenes Eingangssignal iiber nur einen einzigen Messwert erlaubt, ist der bereits
erwihnte PEAQ-Algorithmus. Dieses von der ITU im Standard BS.1387 [ITUO01]
beschriebene Verfahren zur Evaluation der wahrgenommenen Audioqualitét stellt
neben dem so genannten Distortion Index (DI) diverse Model Output Variables
(MOVs) an seinem Ausgang bereit. Die direkte Auswertung und Interpretation der
MOVs ist jedoch nur fiir erfahrene Nutzer bzw. bei dem Nachvollziehen konkreter
Unzulénglichkeiten des untersuchten Audiocodecs sinnvoll. Daher erfolgt zudem eine
Abbildung auf die so genannte Objective Difference Grade (ODG), die das Ergebnis
eines durchgefiihrten subjektiven Horversuches simulieren soll.

Abbildung 4.1 (a) fasst den Aufbau? des PEAQ-Algorithmus gemif [TTB*98] grob
in einem Flussgraphen zusammen. In Teil (b) der Graphik ist die Abbildung der
ODG-Werte auf die Beschreibungen zur Wahrnehmbarkeit des Codierfehlers aus der
Subjective Difference Grade (SDG), also der subjektiven Wertung des Unterschiedes
zu dem Referenzsignal, festgehalten [ITUO1].

Am Eingang des PEAQ-Algorithmus wird das zu bewertende und das Originalsignal
iibergeben. Die beiden Signale miissen dabei zeitlich und in ihrem Pegel aneinan-
der angeglichen sein. Uber ein Peripheres Gehirmodell erfolgt eine Verarbeitung in
den Frequenzgruppen menschlicher Wahrnehmung und die Berechnung von Maskie-
rungsschwellen. Dieser Teil des PEAQ-Algorithmus basiert in den Grundziigen auf
einer dhnlichen Vorverarbeitung, wie sie auch schon fiir die Berechnung des NMR

IDer DI ist fiir sich schon ein guter globaler Qualitétsindikator, wird aber bei dem Vergleich von
Codierungsverfahren mit hoher Audioqualitéit in der Literatur nur selten verwendet.
2In [TTB*98] sind weitere Details zum Aufbau und dem Vorgehen zusammengefasst.

73

IP 216.73.216.60, am 24.01.2026, 03:51:15. @ Urheberrechtiich geschitzter Inhalt.
tersagt, m mit, fir oder in Ki-Syster



https://doi.org/10.51202/9783186854100

4 Audiocodec Optimierung

nach Keiler beschrieben wurde. Zusétzlich werden aber auch noch diverse weitere
kognitive Eigenschaften, lineare sowie nichtlineare Verzerrungen und spektrale Ei-
genschaften des Codierfehlersignales ermittelt.

Die Struktur des Peripheren Gehérmodells wurde von der ITU in zwei Ausfiithrung-
en spezifiziert, woraus sich eine Unterscheidung in die Basic- und Advanced- Version
ergibt. Erstere sicht eine FFT-basierte Verarbeitung vor. Bei letzterer kommt eine
Filterbankstruktur zum Einsatz, in deren Signalverarbeitung implizit auch kognitive
Effekte abgebildet werden.

Die Ausgangssignale des Gehtrmodells werden in einem weiteren Block zur Berech-
nung der Qualitdtsparameter iiber ein kognitives Modell verwendet. Insgesamt ste-
hen bei der Basic-Version an dessen Ausgang 11 MOVs zur Verfiigung, die in die
globalen Qualitidtsparameter eingehen. Die Abbildung der MOVs auf die ODG er-
folgt dabei iiber ein neuronales Netz, das mit Daten aus Horversuchen zum Codec-
Vergleich fiir iiber 600 codierte Musikstiicke trainiert wurde.

‘ zu bewertendes Signal ‘ ‘ Originalsignal ‘

0 —7— nicht wahrnehmbar

Peripheres Gehérmodell
-1 —— wahrnehmbar, aber nicht stérend
-2 —1— leicht storend

Bestimmung und Kombination -3 —— storend

von Qualitétsparametern

durch kognitives Modell .
-4 —— sehr storend

\ MOVs [ bt |[ opg |

() (b)

Abbildung 4.1: PEAQ-Details: (a) Flussgraph des iibergeordneten Aufbaus des
PEAQ-Algorithmus (gemafl [TTB*98]) (b) Zuordnung der PEAQ-ODG Werte zu
Beschreibungen der Wahrnehmbarkeit des Codierfehlers aus der SDG.

Wie bereits erwihnt, wurde das PEAQ-Verfahren von der ITU im Rahmen eines
Standards spezifiziert. Dieser enthélt auch Bedingungen fiir eine Uberpriifung der
Konformitidt anhand der Ergebnisse fiir ein definiertes Testset. Laut [Kab03] und
[HZ15] enthalten die Beschreibungen in [ITUO1] jedoch diverse Inkonsistenzen und
Mehrdeutigkeiten, so dass eine konforme Implementierung erschwert wird. Die ge-
naue Einhaltung der Konformitét bleibt damit den an der Entwicklung beteiligten
Firmen vorbehalten.

Dennoch gibt es mehrere quelloffene Implementierungen des PEAQ-Algorithmus
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4.2 Methode zur globalen Parameteroptimierung

[Kab03, Got03, HZ15], die fiir die meisten praktischen Zwecke ausreichend nah an
den von der ITU vorgegebenen Referenzwerten liegen (vgl. [HZ15]). Mit dem kiirz-
lich verdffentlichten GstPEAQ [HZ15] wurde zudem eine weitere Implementierung
verdffentlicht, die sogar die Advanced-Version beinhaltet. GstPEAQ ist allerdings in
beiden Versionen ebenfalls nicht standardkonform und zum Zeitpunkt des Verfassens
lagen dem Autor dieser Arbeit noch keine Langzeiterfahrungen hierzu vor.

Solange die PEAQ-Implementierungen im Wesentlichen fiir relative Vergleiche ver-
wendet werden, wird davon ausgegangen, dass eine nicht vollstédndig erreichte Kon-
formitét zum Standard nur geringe Einfliisse hat. Im Rahmen dieser Arbeit wurde,
unter Abwégung vorhandener Erfahrungswerte und zur Vergleichbarkeit mit vorhe-
rigen Veroffentlichungen, an der Implementierung PQevalAudio aus [Kab03] festge-
halten. Diese erlaubt lediglich die Nutzung der Basic-Version und wurde mit Stan-
dardparametern ausgefiihrt. Die aus den Quelldateien erstellte Software wurde iiber
die von der ITU verdffentlichten Signale abgeglichen, wobei sich die Ergebnisse der
systematischen Untersuchung aus [HZ15] bestétigten. Hiernach liegen die Ergebnisse
des DI fiir die Mehrzahl der Signale sehr nah an der Referenz. Lediglich fiir eines
der 16 Signale ergibt sich, wie auch fiir die anderen quelloffenen Implementierungen,
eine Abweichung des DI von ca. 0,6 Punkten.

Als letzte und im Zweifel zu bevorzugende Moglichkeit zur Bewertung der Audio-
qualitdt von Audiocodierungsverfahren ist die eines subjektiven Horversuches zu
nennen. Eine Verifikation der Ergebnisse einer PEAQ-Evaluation ist fiir belastbare
Aussagen unumgénglich. Allerdings ist der Aufwand fiir die Durchfithrung subjek-
tiver Tests sehr hoch, was deren Durchfithrung fiir Zwischenversionen des Codecs
schwierig gestaltete. Fiir die Entwicklung und Optimierung im Rahmen dieser Ar-
beit wurden daher PEAQ-Ergebnisse sowie eine Bestitigung durch informelle Tests
verwendet. Ein Horversuch wurde lediglich zur Evaluierung der im Rahmen dieser
Arbeit finalen Version des Codecs durchgefiihrt.

4.2 Methode zur globalen Parameteroptimierung

Das in dieser Arbeit vorgestellte Codierungsverfahren beinhaltet eine Vielzahl von
Parametern, die zum Teil in schwer kontrollierbarer Wechselwirkung zueinander ste-
hen und deren Einfluss stark vom zu codierenden Signal abhédngt. Dies macht ein
manuelles Einstellen fiir eine vollstdndige Optimierung schwierig.

Allerdings hat sich bereits in den Arbeiten zu [HZ09] herausgestellt, dass sich mit
Hilfe des PEAQ-Algorithmus und Methoden der globalen Suche ein sinnvolles Ein-
stellen von Audiocodecparametern vornehmen ldsst. Die Idee einer PEAQ-basierten
Optimierung wurde daher in dieser Arbeit aufgegriffen und in einer modifizierten
Form umgesetzt.

Demnach wird im Folgenden das entwickelte Optimierungsverfahren beschrieben, die
qualitativen Ergebnisse der Parameteroptimierung vorgestellt sowie das dazu nétige
Vorgehen und das Konvergenzverhalten diskutiert.
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4 Audiocodec Optimierung

4.2.1 PEAQ-basierte Optimierung

Die Realisierung der PEAQ-basierten Optimierung erfolgte im Rahmen dieser Arbeit
geméf des in Abbildung 4.2 dargestellten Flussgraphens.

Konfig. parallel parallel parallel
Datei
Initialisiere Optim. Encodieren, PEAQ-
Optim. Alp;onthm Decodieren Evaluier.

Abbruchbed.
erreicht?

Kosten-
funktion

=

Testset

r“

Ergebnis
Datei

Abbildung 4.2: Flussgraph des PEAQ-basierten Optimierungsverfahrens inkl. optio-
naler Generierung erlaubter Bitkombinationen der dBA (gestrichelter Block).

Fiir ein gegebenes Testset und eine eingestellte Konfiguration des Codecs wird dem-
nach eine Initialisierung der Optimierung vorgenommen. Uber den verwendeten Op-
timierungsalgorithmus wird nun das parallele Encodieren und Decodieren fiir ver-
schiedene Parametersétze inklusive der nétigen Latenzkompensation sowie eine nach-
geschaltete PEAQ-Evaluation gesteuert.

Das Abbilden der einzelnen ODG-Werte der PEAQ-Evaluationen fiir einen gegebe-
nen Parametervektor x auf einen Kostenwert K (x) geschieht fiir ein Testset mit
einer Anzahl an Signalen T, wie in [Hol09] vorgeschlagen iiber

T

K(x) =>_(0DGi(x))", (4.1)

=1

wobei eine Begrenzung der ODGs auf Werte kleiner Null stattfindet?®. Hierbei gehen
die einzelnen Werte mit der vierten Potenz in die Summe ein, um ein schlechteres
Abschneiden bei der Evaluierung der Audioqualitét mit dem PEAQ-Verfahren deut-
lich stirker zu bestrafen. Die Optimierung endet, sobald ein Abbruchkriterium des
Optimierungsalgorithmus erreicht wurde.

Mit dem soeben erlduterten Optimierungsverfahren wurden in dieser Arbeit sowie
im Zuge von [PO15a] und [PWO15] diverse Optimierungen mit verschiedensten Co-
decvarianten, Optimierungszielen und Testsets gemacht. Daraus ergaben sich auch
optionale Ergénzungen, wie der in Abbildung 4.2 dargestellte Block zum Generieren
erlaubter Bitkombinationen der dBA. Die vorgenommene starke Parallelisierung des
Encodierens und Decodierens sowie Evaluierens einzelner Signale erlaubt eine Opti-
mierung auch fiir grofe Testsets bei dennoch annehmbaren Laufzeiten. Damit ist es
moglich, das Vermeiden einer Uberanpassung an das Testset sicherzustellen, sofern
dieses eine Vielzahl unterschiedlicher Signal- bzw. Instrumentklassen enthilt.

3Der PEAQ-Algorithmus sieht trotz der Definition eines Wertebereiches der ODG von 0 bis —4
keine Begrenzung des Ergebnisses einer Evaluation vor und erzeugt fiir identische Eingangs-
signale Werte von =~ 0,2.
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4.2 Methode zur globalen Parameteroptimierung

4.2.2 Algorithmen zur globalen Parameteroptimierung

Zur Losung des vorliegenden Optimierungsproblemes konnen verschiedenste Metho-
den zur globalen Minimierung verwendet werden, die keine explizite Berechnung ei-
nes Gradienten benotigen. Grundsétzlich konnen also die meisten der Verfahren zur
metaheuristischen Optimierung, wie der bereits in Abschnitt 2.4 benutzte Pattern-
Search Algorithmus, Verwendung finden. Aufgrund der Grofle des Suchraumes und
zu erwartender starker Unstetigkeiten der Kostenfunktion gestaltet sich eine Opti-
mierung auf Basis rein deterministischer Suchverfahren jedoch als schwierig.

In [Hol09] wird daher vorgeschlagen, mit einer modifizierten Version des Simulated
Annealing-Ansatzes [KGJV83] ein Verfahren zur stochastischen globalen Optimie-
rung zu verwenden und dieses um eine nachgeschaltete Verfeinerung des Optimie-
rungsergebnisses durch die Rosenbrock-Methode [Ros60] zu ergénzen. Bei letzterem
handelt es sich um eine Methode zur lokalen Suche, die wie der Pattern-Search Al-
gorithmus ein systematisches Evaluieren des Parameterraumes vorsieht, jedoch an
dieser Stelle nicht weiter betrachtet werden soll.

Simulated Annealing ist ein Optimierungsansatz, der an die physikalischen Prozesse
beim Abkiihlen metallischer Werkstoffe angelehnt ist. Hierbei beschreibt der Para-
metervektor geméfl der Analogie den aktuellen atomaren Zustand und dieser wird
geméf der Vorzugsrichtungen des Systems quasi zufillig variiert. Der zum jeweili-
gen Systemzustand gehorende Kostenwert bildet die Energie des Systems nach, das
das Bestreben hat, einen energetisch niedrigen Zustand anzunehmen. In jeder Ite-
ration wird demnach ein neuer Systemzustand erzeugt, die Energie ermittelt und
iiber die Annahme des Zustandes entschieden. Dabei werden gelegentlich zwar auch
temporére Vergroflerungen der Energie akzeptiert, die Wahrscheinlichkeit von deren
Akzeptanz wird jedoch als Verlauf der Temperatur in einem so genannten Abkiih-
lungsschema iiber der Zeit verringert.

Durch dieses Vorgehen wird eine globale Suche erméglicht, die iiber der Zeit eine
Konvergenz in die Nihe eines lokalen oder des globalen Minimums vollzieht. Stell-
grofen, die den Verlauf der Optimierung beim Simulated-Annealing wesentlich be-
einflussen sind das gewéhlte Abkiihlungsschema sowie die Methodik zum Variieren
des Parametervektors. Die grofite Schwierigkeit besteht in der zu treffenden Abwé-
gung zwischen Sicherheit und Dauer der Konvergenz, die sich bei der Auslegung
des Abkiihlungsschemas ergibt. Es kann daher bei ungiinstigen Konstellationen und
Startpunkten der Optimierung dazu kommen, dass das Verfahren in einem lokalen
Minimum stecken bleibt. Holters macht in [Hol09] wenig Aussagen zum generellen
Konvergenzverhalten und wie stark die Abweichungen der Ergebnisse einzelner Opti-
mierungsdurchldufe sind. Experimente mit Simulated Annealing im Rahmen dieser
Arbeit zeigten, dass das Verfahren im vorliegenden Anwendungsfall grundsétzlich
gute Optimierungsergebnisse hervorbringt, jedoch eine grofie Varianz des finalen
Kostenwertes aufweist.

Daher wurde im Zuge der Untersuchungen zu [PO15a] mit dem so genannten Gene-
tic Algorithm [Gol89] ein alternatives Verfahren zur stochastischen globalen Suche
eingesetzt. Dieser an den Mechanismus der Natiirlichen Selektion bei der Evolution
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4 Audiocodec Optimierung

angelehnte Algorithmus hat sich schon in vielen Anwendungen als geeignet fiir die
Optimierung von komplexen Optimierungsaufgaben mit einer hohen Zahl an Para-
metern und unbekannter Topologie der Kostenfunktion herausgestellt [GCM™13].
Das Grundprinzip des Genetic Algorithm soll im Folgenden kurz erldutert werden.
Der zu optimierende Parametervektor wird dabei als Gensequenz interpretiert und
der damit einhergehende Kostenwert als Fitness eines hiermit ausgestatteten Indi-
viduums bezeichnet. Abbildung 4.3 zeigt einen Flussgraphen des Vorgehens bei der
eigentlichen Optimierung. Die Beschreibung des Algorithmus erfolgt unter Verwen-
dung der iiblichen Terminologie.

Initialisierung mit
Startindividuum und
zufélliger Population

Evaluierung der
Kostenfunktion fir
jedes Individuum

ﬁberprﬁf.
Abbruch-
beding.

Auswahl der Eltern

fiir die néichste
Generation

Kreuzung und
Mutation der
elterlichen Gene

Abbildung 4.3: Flussgraph der Optimierung nach dem Genetic Algorithm.

Demnach erfolgt eine Initialisierung mit einem Startindividuum und einer Popula-
tion, die innerhalb der vorgegebenen Parametergrenzen zufillig erzeugt wird. Fiir
jedes Individuum wird nun die Kostenfunktion evaluiert und somit die Fitness be-
stimmt. Es wird iiberpriift, ob ein Abbruchkriterium, wie z.B. das Unterschreiten
einer Schwelle fiir die Varianz der Fitnesswerte, fiir die aktuelle Population erreicht
wurde. Anhand der Kostenwerte erfolgt nun die Auswahl einer vorgegebenen Zahl an
stérksten Individuen, der so genannten Elite. Mit diesen ,,Uberlebenden® wird durch
Kreuzung und Mutation die Population der néchsten Generation erzeugt. Dieses
Vorgehen wird fiir eine vorgegebene Anzahl an Generationen wiederholt, solange
das Abbruchkriterium nicht erreicht wird.

Mit dem Genetic Algorithm wurde in dieser Arbeit eine verhéltnisméBig sichere und
schnelle Konvergenz erzielt. Die Optimierungsergebnisse wiesen hierbei eine relativ
geringe Varianz auf und das Verfahren bedurfte keiner manuellen Intervention. Die,
z.B. fiir die Initialisierung der dBA notigen, Ganzzahlwerte konnten dabei in der
verwendeten Implementierung direkt mit optimiert werden. Auf eine nachgeschal-
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4.3 Ergebnisse von globalen Optimierungen der Audiocodec Parameter

tete lokale Suche wurde verzichtet, da davon ausgegangen wird, dass die erhaltene
Losung nah genug am globalen oder einem lokalen Optimum liegt.

4.3 Ergebnisse von globalen Optimierungen der
Audiocodec Parameter

Zum Ausloten der Grenzen des entwickelten Audiocodierungsverfahrens und fiir das
Erstellen von Testsignalen fiir den im folgenden Kapitel 5 dokumentierten Horver-
such wurden im Rahmen dieser Arbeit Optimierungen mit verschiedensten Ziel-
bitraten durchgefiihrt. Die Ergebnisse dieser Optimierungen werden im Folgenden
zusammen mit dem Vorgehen bei der Optimierung und dem Konvergenzverhalten
kurz qualitativ festgehalten und diskutiert.

Der Subband-Codec wurde dabei mit der global optimierten Filterbank aus Ab-
schnitt 2.4 betrieben. Fiir die blockbasierte Priadiktoradaption fiel die Wahl auf eine
Adaption mittels des Burg-Algorithmus, da dieser garantiert numerisch stabil ist
und der Fokus der Untersuchungen nicht auf einer Minimierung des Berechnungsauf-
wandes lag. Zusétzliche andere Optimierungen mit der Levinson-Durbin Rekursion
zeigten allerdings vergleichbare Ergebnisse.

Die innerhalb der Optimierung eingestellten Parameter sind:

e A-Law Parameter und Skalierungsfaktoren zum Entwurf der Quantisierer-Code-
biicher fiir jedes Subband,
e Zeitkonstanten fiir den Ansprech- und Riicklauf-Fall und optional zu opti-

mierende Leakage-Faktoren der Pradiktionsfehlernormalisierung fiir jedes Sub-
band,

o Koeffizienten des statischen Priadiktors des untersten Subbandes,
e Initialisierungs- und Pegelreduktionsparameter der dBA,
e Pegelschitzungsparameter der dBA

sowie zwei Parameter der blockbasierten Pradiktoradaption, die fiir alle Bénder
gleich sind. Letztere werden in Kapitel 3 nicht weiter beschrieben und haben nur
geringen Einfluss auf das Optimierungsergebnis. Insgesamt kénnen damit bis zu 37
Parameter und Koeffizienten gleichzeitig optimiert werden.

Startpunkte der Optimierungen sind Parameterwerte, die sich im Zuge der Codec-
entwicklung als sinnvoll herausgestellt haben sowie Ergebnisse der in [Hol09] durch-
gefiihrten Optimierungen. In manchen Optimierungsdurchldufen hat es sich zudem
als hilfreich erwiesen, die Initialisierung bewusst mit weniger geeigneten Parametern
durchzufithren, um eine vorzeitige Konvergenz in ein lokales Minimum zu verhin-
dern und ein weiter ausgedehntes Absuchen des Parameterraumes zu veranlassen.
Als obere und untere Grenzen der zu optimierenden Parameter werden Erfahrungs-
werte aus der Codecentwicklung bzw. ,,physikalisch sinnvolle“ Werte verwendet.
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Die Anwendung des Genetic Algorithm erfolgt weitestgehend mit den von der ge-
nutzten Implementierung vorgegebenen Standardparametern [MW16]. Diese schen
eine Optimierung iiber 100 Generationen vor, solange keines der Abbruchkriterien
erreicht wurde. Die Grole der Population musste jedoch aus Laufzeitgriinden auf
den geringen Wert 20? begrenzt werden. Aus jeder Generation ,iiberleben” jeweils
zwei Individuen, aus deren Genen durch zufilliges Ziehen |0,8 - 18] = 14 Kreuzun-
gen fiir die néichste Generation berechnet werden. Die verbleibenden vier Individuen
werden durch zuféllige Mutation auf Basis der Elitegene erzeugt.

Abbildung 4.4 zeigt ein Beispiel fiir den Verlauf des besten und mittleren Kosten-
wertes fiir eine Optimierung mit einer Zielbitzahl von 3 Bit/Sample in einer loga-
rithmischen Darstellung.
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Abbildung 4.4: Beispielverlauf des minimalen und mittleren Kostenwertes bei einer
Optimierung mit 3 Bit/Sample.

Hierbei ergibt sich besonders innerhalb der ersten 50 Generationen eine deutliche
Verringerung des Kostenwertes. Die dargestellten mittleren Kosten der Individuen
jeder Generation verdeutlichen die starke Nichtlinearitdt und Unstetigkeit der Kos-
tenfunktion. Letztere resultiert aus der Tatsache, dass selbst bei fortgeschrittener
Optimierung durch kleine Parameteréinderungen innerhalb der Kreuzung und Mu-
tation der Codec in einen ungiinstigen Arbeitspunkt geraten kann, was aufgrund der

4Diese geringe Populationsgrofe schriinkt die initiale Suche im Parameterraum ein und erhoht das
Risiko in einem lokalen Minimum stecken zu bleiben. Allerdings ist aufgrund des hohen Aufwan-
des zur Berechnung der Kostenfunktion fiir die Optimierung auf das gesamte SQAM-Testset eine
deutliche Erhohung der Populationsgroe in die sonst iiblichen Wertebereiche von 50-200 fiir die
vorliegende Problemstellung nicht ohne Weiteres praktikabel. Um den Einfliissen der geringen
Populationsgrofe ein wenig entgegenzuwirken, wurden im Rahmen der Untersuchungen fiir jede
Optimierung einer Konfiguration des Codecs zudem mehrere Durchliufe durchgefiihrt. Eine im
Nachgang zu den in dieser Arbeit dokumentierten Durchldufen durchgefiihrte Optimierung mit
einer Populationsgroe von 200 fiithrte nur auf geringfiigig bessere Ergebnisse.
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4.3 Ergebnisse von globalen Optimierungen der Audiocodec Parameter

Formulierung der Kostenfunktion zu sehr hohen Kostenwerten fithren kann.
Wichtige durch die Optimierung einzustellende Parameter sind die in den Entwurf
der Subband-Quantisierer einflielenden A-Law Parameter und Skalierungsfaktoren.
Bei ihrer Optimierung gilt es, wie bereits in Kapitel 3 diskutiert, die Abwigung
zwischen ausreichend feiner Quantisierung iiber den gesamten Aussteuerungsbereich
und zu vermeidender lingerfristiger Ubersteuerung zu finden. Abbildung 4.5 zeigt
ein Beispiel von skalierten A-Law Verldufen, die innerhalb der Optimierung zum
Erstellen von Codebucheintrigen genutzt wurden. Diese zeigen die, aufgrund der
geringeren Quantisiererauflosungen zu erwartende, stirkere Kritmmung der Kennli-
nien vom dritten Bandpass und dem Hochpass. Zusétzlich erlaubt die deutlich hohere
Anzahl an Quantisierungsintervallen einen etwas grofieren Aussteuerungsbereich fiir
das Tiefpass-Band. Zum Teil ergeben sich im Rahmen der Optimierung im Zusam-
menspiel mit der adaptiven Priadiktionsfehlernormalisierung allerdings auch deutlich
hohere Maximalamplituden der Kennlinien.

Abbildung 4.5: Beispielverliufe optimierter skalierter A-Law Kennlinien zum Gene-
rieren von Codebiichern der Subband-Quantisierer.

Die ebenso in das Verhalten der adaptiven Quantisierung einflieBenden Zeitkon-
stanten der Hiillkurvenschétzung weisen mit Werten zwischen 0,7 und 0,9 fiir den
Ansprech- und 0,1 sowie 0,3 fiir den Riicklauf-Fall nur geringe Abweichungen zu
den in [Hol09] gefundenen Parametern einer Breitband-ADPCM auf. Grundsétzlich
wire besonders aufgrund der Verarbeitung der Subband-Signale im unterabgetaste-
ten Takt eine schnellere Adaption im Ansprech-Fall wiinschenswert. Das gewihlte
Vorgehen und die Parameter erlauben aber auch so eine sehr gute Audioqualitat fiir
transiente Signale, wie die Evaluation im folgenden Kapitel 5 zeigen wird.

Ein zusétzlicher in der Optimierung genutzter Freiheitsgrad besteht in der Optimie-
rung der Koeffizienten des statischen Pradiktors. Abbildung 4.6 zeigt ein Beispiel-
ergebnis in einer Darstellung als Priadiktionsfehlerfilter. Hierbei bestétigt sich die
grundsétzliche Eignung eines Préadiktors mit hohem Pradiktionsgewinn bei tiefen
Frequenzen. Manche Optimierungen zeigen zudem eine Tendenz zu einem Einbruch
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in der Mitte des Ubertragungsbereiches, wie sie auch schon in [Hol09) fiir die Fehler-
riickkopplungsfilter beobachtet wurde. Aufgrund der Verarbeitung unterabgetasteter
Signale und dem Einfluss anderer Codecbausteine entziehen sich die Frequenzverléu-
fe in dem vorliegenden Fall jedoch einer direkten psychoakustischen Interpretation.

—10

Amplitude/dB

—20
0 0,25 05 0,75 1

Frequenz w/m

Abbildung 4.6: Beispielbetragsfrequenzgang eines optimierten statischen Pradiktors
in der Darstellung als Préadiktionsfehlerfilter.

Als weitere wichtige Parameter sind die Initialisierungs- und Adaptionsparameter
der dynamischen Bit-Allokation zu nennen. Die in den verschiedenen Optimierungs-
durchldufen erhaltenen Ergebnisse gehen mit den bereits in Kapitel 3 angedeuteten
Tendenzen einher. Demnach favorisiert die Optimierung eine Parametrisierung, die
fiir viele der natiirlichen Signale dem Tiefpass-Band acht bis zehn Bit zuweist und
in einer zeitweisen Abschaltung oberer Bander resultiert. Fiir die Initialisierung der
Bitzéhler der unteren Bénder innerhalb der dynamischen Bit-Allokation ergibt sich
in der Regel ein mit steigender Bandzahl abfallender Verlauf. Die Pegelschétzungs-
parameter fithren zu einer schnellen Adaption bei steigenden und deutlich verlang-
samten Anpassung bei fallenden Pegeln. Fiir die Pegelreduktion pro Iteration der
dynamischen Bit-Allokation ergeben sich bei abgeschalteter Abhéingigkeit von der
Iterationszahl Werte zwischen 3 und 6 dB.
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Kapitel

Evaluierung

In diesem Kapitel werden die Ergebnisse einer Evaluation des vorgestellten Audio-
codierungsverfahrens in Bezug auf die mit ihm erreichbare Audioqualitit und den
Einfluss von Kanaliibertragungsfehlern prasentiert.

Abschnitt 5.1 enthélt die, iiber die im vorherigen Kapitel 4 beschriebene Parameter-
optimierung, erzielten Ergebnisse einer PEAQ-Evaluation. Diese werden im Detail
vorgestellt und diskutiert und mit den Ergebnissen anderer Verfahren mit geringer
Latenz verglichen. Zusétzlich erfolgt die Darstellung der mittleren PEAQ-Bewertung
der Codec-Audioqualitéit iber der Datenrate.

Abschnitt 5.2 beinhaltet Details und Erkenntnisse eines durchgefiithrten Probanden-
horversuches zur Bestétigung der, iiber den PEAQ-Algorithmus ermittelten, Ten-
denzen zur erreichbaren Audioqualitit des entwickelten Audiocodierungsverfahrens
fiir verschiedene Bitraten.

Im Abschnitt 5.3 werden Ergebnisse einer Abschéitzung des Einflusses von Kanal-
iibertragungsfehlern vorgestellt und mit Ergebnissen aus der Literatur verglichen.

5.1 Objektive Ergebnisse

5.1.1 Vorgehen

Fiir die Optimierung und Evaluation des vorgestellten Audiocodierungsverfahrens
wurden zur besseren Vergleichbarkeit und Nachvollziehbarkeit der Ergebnisse die
Signale der Sound Quality Assessment Material recordings (SQAM) [EBUS8S] in der
mittlerweile frei unter [EBUOS] erhéltlichen Version verwendet. Dieses Testset deckt
ein breites Spektrum an Instrumenten-, Sprach- und Gesangsaufnahmen sowie syn-
thetischen Signalen ab und erlaubt es somit, sich ein umfassendes Bild der Leis-
tungsfihigkeit eines Codierverfahrens zu machen.

Da die Mehrzahl der Signale als Stereo-Aufnahme vorliegt und die Codierung kei-
ne spezielle Verarbeitung dieser vorsieht, wurde jeweils nur der linke Kanal der
Signale verwendet. Dies erfolgt auch, um eine mégliche positive Beeinflussung der
PEAQ-Ergebnisse, die durch Artefakte im Originalsignal, welche durch eventuelles
y,2Downmixing“ entstehen kénnen, auszuschliefflen. Die Signale wurden in voller Lange
und ohne Vorverarbeitung durch Normalisierung genutzt. Da das SQAM-Testset ur-
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spriinglich als mit 16 Bit linear ,,Pulse-Code-modulierte“ CD-Version versffentlicht
wurde, fand die Verarbeitung mit einer Auflésung von 16 Bit statt, auch wenn der
Codec von seinem Dynamikumfang her ebenfalls eine Ein- und Ausgangsauflosung
von 24 Bit unterstiitzt.

Fiir die Ermittlung der PEAQ-Ergebnisse wurde, wie bereits in Kapitel 4 diskutiert,
die Implementierung PQevalAudio gemif [Kab03] verwendet. Die Benutzung des
PEAQ-Algorithmus macht es dabei nétig, dass die Referenz und das codierte Signal
in einer Abtastrate von 48 kHz vorliegen. Die Signale des SQAM-Testsets wurden
daher vor der Codierung einer Abtastratenerhhung unterzogen, um auch in diesem
Fall die Beeinflussung der PEAQ-Ergebnisse zu vermeiden.

Der Codec wurde zum Beschleunigen der Berechnungen in der Programmiersprache
C implementiert und als so genanntes ,, MEX-file“ einer iiber das Softwarepaket Mat-
lab gesteuerten globalen Optimierung und PEAQ-Evaluation zugénglich gemacht.
Obwohl die Codec-Implementierung eine Berechnung in einfacher Genauigkeit er-
laubt, die fiir Audiosignale mit 16 Bit Auflésung nur geringe Unterschiede in der
Audioqualitit zu doppelter Genauigkeit aufweist, wurden die Simulationen mit letz-
terer durchgefiihrt, um die Grenzen des Verfahrens auszuloten. Auf ein nachgeschal-
tetes ,,Dithering® wurde verzichtet, da zu dessen Einfluss auf die wahrgenommene
Audioqualitat des Codierverfahrens wenig Erkenntnisse vorlagen und um die reine
Rekonstruktionsqualitit des Codecs zu erfassen. Von einer beim , maschinellen Ler-
nen* iiblichen Aufteilung in ein Trainings- und Testset wurde bei den durchgefiihrten
Optimierungen und Evaluierungen wie in [Hol09] abgesehen, da angenommen wird,
dass dieses grof und divers genug ist, um eine Uberanpassung zu verhindern.

Zum Vergleich mit Ergebnissen von Verfahren zur Codierung mit geringer Latenz aus
der aktuellen Literatur wurden die Ansétze aus [SHZ13a] und [SHZ14] implementiert
und evaluiert. Diese basieren auf einer Breitband-ADPCM mit einer Pradiktoradap-
tion tiber einen fehlerrobusten GAL-Algorithmus (vgl. Abschnitt 3.2.2). Sie ergeben
bei entsprechender Parametrisierung die Codec-Version aus [Hol09], was den Ab-
gleich mit den dort présentierten detaillierteren Ergebnissen erméglicht. Diese konn-
ten ebenso wie die Ergebnisse aus [SHZ14] mit der vorliegenden Implementierung
im Rahmen der verfiigharen Informationen bestétigt werden. Bei den Erweiterungen
zum Erreichen bzw. Verbessern der Fehlerrobustheit wurde auf die Ubertragung grob
quantisierter Normalisierungsfaktoren der adaptiven Quantisierung (vgl. Abschnitt
3.3.2) verzichtet, da diese die Codec-Datenrate signifikant erhoht und, wenn iiber-
haupt, nur einen geringen bzw. sogar negativen Einfluss auf die Audioqualitéit im
fehlerlosen Ubertragungsfall hat. Dies erfolgte, um den Vergleich bzgl. der verwen-
deten Datenrate und damit erreichbaren Audioqualitit so fair wie moglich ausfallen
zu lassen. Der Codec wurde zur besseren Vergleichbarkeit bei einer Abtastrate von
48 kHz betrieben.
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5.1 Objektive Ergebnisse

5.1.2 Ergebnisse

Im Folgenden werden die Ergebnisse der PEAQ-basierten Evaluation présentiert.
Die Codierung erfolgte unter Verwendung der dynamischen Bit-Allokation mit einer
mittleren Bitzahl von 4 Bit/Sample und 3 Bit/Sample, was in Nettodatenraten von
144 kbit/s bzw. 192kbit/s resultiert. Das in Abschnitt 3.3.3 vorgestellte Abbilden
der Bitkombinationen auf eine vorgegebene und begrenzte Menge fand hierbei auf-
grund des zu hohen Aufwandes bei der Optimierung des gesamten SQAM-Testsets
keine Anwendung. Analysen der Histogramme auftretender Bitkombinationen fiir
das SQAM-Testset und den jeweiligen Parametervektor zeigten jedoch, dass sich
die, in Abschnitt 3.3.3 formulierten, Beobachtungen bestétigen, wonach fiir natiirli-
che Audiosignale nicht alle Bitkombinationen auch wirklich auftreten und die Auf-
tretenshéufigkeit nach den héufigsten 10 bis 20 stark abnimmt. Daher kann davon
ausgegangen werden, dass die Bit-Allokation mit vernachliassigharem Mehraufwand
inklusive eines Fehlerschutzes ohne negativen Einfluss auf die Audioqualitéit tibertra-
gen werden kann. Zusitzlich wurde fiir das Tiefpass-Band mit jedem Rahmenkopf
ein mit 12 Bit logarithmisch quantisierter Pradiktionsfehlernormalisierungsfaktor im
Encoder verwendet und zum Decoder iibertragen, um dessen Einfluss auch schon
im fehlerlosen Fall zu berticksichtigen. Dieses Vorgehen resultiert ebenso in einer zu
vernachlédssigenden Erhohung der Bitzahl von in diesem Fall 0,075 Bit/Sample.
Abbildung 5.1 zeigt die Ergebnisse einer Codierung und Evaluation des SQAM-
Testsets fiir 4 Bit/Sample. Die Verbindungen zwischen den Ergebnissen eines Signa-
les fiir jedes der Verfahren verdeutlichen iiber gestrichelte oder durchgezogene Linien
eine bessere oder schlechtere Bewertung des Subband-Codecs im Vergleich zum Re-
ferenzverfahren gem#f [SHZ14].

Es ist zu erkennen, dass die Ergebnisse fiir viele der Signale relativ nah aneinander
und zumeist oberhalb der ,,—0,5 Punkte Linie* liegen. Lediglich fiir einige wenige
der Signale aus der Klasse der Holz- und Blechblasinstrumente (17, 23) sowie der
Rhythmussektion (26, 29, 30) weist die PEAQ-ODG Bewertung deutliche Unter-
schiede zugunsten der Breitband-Codierung auf. Das schlechtere Abschneiden des
Subband-Codecs bei transienteren Signalen liegt vermutlich an einer, aufgrund der
Verarbeitung der unterabgetasteten Subband-Signale, zu langsamen Anpassung an
wechselnde Signalamplituden bei der adaptiven Quantisierung. Der deutliche Aus-
reifier im Ergebnis des Codecs geméafl [SHZ14] fiir das synthetische Signal ,,06 Elektr.
Gong 500 Hz vibrato® ist dem Anschein nach Resultat eines nicht ausreichend hohen
Pradiktionsgewinnes aufgrund der eingefithrten Mafinahmen zum Erreichen der Co-
decrobustheit. Dieses spielt jedoch eine untergeordnete Rolle fiir die Bewertung der
Leistungsfihigkeit der Verfahren. Bei der Codierung eines der kritischsten SQAM-
Signale, dem Signal ,,35 Glockenspiel“, erreichen beide Codierverfahren ihren schlech-
testen ODG-Wert fiir natiirliches Audio, der jedoch noch in einem Bereich fiir die
ODG liegt, in dem die Unterschiede zum Originalsignal nur fiir getibte Horer erkenn-

'Die Rahmengrifle ist dabei bezogen auf das Eingangssignal iiber 100 Samples lang, was den ent-
stehenden Signalisierungsaufwand im Vergleich zu den in [SHZ14] verwendeten Werten deutlich
geringer ausfallen ldsst.
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bar werden. Im Mittel liegen die Verfahren mit Werten von ca. -0,3 (Subband-Codec)
und ca. -0,2 (Breitband-Codec) deutlich in dem, in dieser Arbeit avisierten, ODG-
Bereich. Sie erzielen damit eine Audioqualitét, die ungefiahr der bei MP3-Codierung
mit konstanter und gleicher Bitrate fiir ein Stereosignal und Verwendung einer ak-
tuellen Version des Lame-Codecs [Laml1] erzielbaren entspricht. Die numerischen
Ergebnisse inklusive der Zuordnung der Position im Testset zu aussagekréftigen Si-
gnalnamen befindet sich im Anhang dieser Arbeit.
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Abbildung 5.1: Ergebnisse der PEAQ-Evaluation des entwickelten Subband-Codecs
(SB) fiir das SQAM-Testset und 4 Bit/Sample (Netto) im Vergleich zu einer
Breitband-ADPCM identischer Bitrate geméf [SHZ14].

Ein etwas anderes Bild ergibt sich fiir eine Codierung mit deutlich niedrigerer Bitrate.
Abbildung 5.2 zeigt einen erneuten Vergleich des Subband- und Breitband-Codecs in
diesem Fall jedoch fiir 3 Bit/Sample. Hierbei resultiert die Reduktion der Bitrate fiir
beide Codierverfahren zum Teil in einer deutlichen Verschiebung der ODG-Werte in
einen Bereich, ab dem die Horbarkeit von Unterschieden zum Originalsignal selbst
fiir ungeiibte Horer wahrscheinlich wird. Das in dieser Arbeit entwickelte Codier-
verfahren erreicht dabei im Mittel eine mit einem Wert von -0,62 um 0,25 bessere
PEAQ-Bewertung. Fiir die breitbandige Codierung geméfl [SHZ14] ergeben sich fiir
die kritischen SQAM-Signale ,,27 Kastagnetten* und ,,32 Triangel“ sowie eines der
synthetischen Signale deutliche Ausreifler, die in Bereichen des ODG-Wertes landen,
in denen die entstehenden Artefakte fiir die in dieser Arbeit beschriebenen Zielan-
wendungen nicht mehr als tolerabel gewertet werden koénnen.

Um den Abgleich mit dem Stand der Technik abzurunden, ist in Abbildung 5.3
der Vergleich von Ergebnissen des Subband-Codecs zu einer Evaluation des, bereits
in der Einleitung dieser Arbeit diskutierten, Opus-Codecs dargestellt. Dieser wur-
de aus den Quelldateien in der Version 1.1.2 {ibersetzt und iiber das Softwarepaket
,Opus-tools“ in der Version 0.1.9 fiir das Encodieren und Decodieren benutzt. Hier-
bei wurde der Opus-Codec mit der minimal einstellbaren Blockgréfie von 2,5 ms,
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einer erzwungenen konstanten Bitrate, keiner erlaubten Containerverzogerung sowie
der maximal moglichen Komplexitét bei den Berechnungen betrieben.

In den, in Abbildung 5.3 dargestellten, Ergebnissen zeigt sich der mit hoherer Latenz
und durch Transformationscodierung erzielbare Gewinn in der PEAQ-ODG Bewer-
tung, wobei sich fiir die Mehrzahl der Signale sogar Werte grofier Null ergeben, was
fiir eine nahezu perfekte Rekonstruktion am Ausgang des Decoders spricht.
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Abbildung 5.2: Ergebnisse der PEAQ-Evaluation des entwickelten Subband-Codecs
(SB) fiir das SQAM-Testset und 3Bit/Sample (Netto) im Vergleich zu einer
Breitband-ADPCM identischer Bitrate gemif [SHZ14].

Allerdings weisen die Ergebnisse des Opus-Codecs fiir die natiirlichen Signale auch
zwei auffiillige Ausreifler auf, die in ODG-Bereiche fallen, bei denen deutliche Arte-
fakte der Codierung horbar werden. Die sich fiir die synthetischen Signale beim
Opus-Codec ergebenden schlechten Bewertungen sind nicht etwa Ergebnis einer
Ubersteuerung der internen Signalverarbeitung durch das Eingangssignal. Sie sind
vielmehr, soweit nachvollziehbar, Resultat der Synthese sinusartiger Signale im De-
coder als eine Art Schmalbandrauschen bzw. dabei entstehender nichtlinearer Ver-
zerrungen. Die Ergebnisse der synthetischen Signale spielen aber, wie auch schon
fiir den Breitband-Codec, nur eine untergeordnete Rolle bei der Gesamtbewertung
des Verfahrens, zumal die PEAQ-Bewertung solcher Signale unter Umsténden nicht
linear mit der tatséchlich empfundenen Audioqualitét einhergeht.

Insgesamt fillt das Ergebnis des Subband-Codecs im Vergleich zum Opus-Codec mit
seiner um fast 2ms hoheren Latenz in Bezug auf die maximal erzielbare Audioqua-
litat fiir natiirliche Signale daher etwas schlechter aus. Allerdings erreicht ersterer
durch die globale Optimierung unter besonderer Beriicksichtigung deutlich schlech-
ter bewerteter Signale fiir alle PEAQ-ODGs ein Ergebnis, das auf eine Audioqualitét
hindeutet, die immer noch als nahezu transparent zu bewerten ist. Eine weitere leich-
te Erhohung der Datenrate des in dieser Arbeit entwickelten Verfahrens liasst zudem
das Verbessern des mittleren ODG-Wertes auf -0,2 zu, wobei eine Uberschreitung
der ,Null Punkte Linie“ jedoch nur in wenigen Féllen stattfindet.
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Ein wesentlicher und bereits diskutierter Vorteil der Subband- gegeniiber der Breit-
band-Codierung ergibt sich in der feiner einstellbaren Bitrate. Die in Abbildung
5.4 dargestellten Ergebnisse verdeutlichen, wie durch schrittweise Erh6hung der Da-
tenrate eine stetige Verbesserung des mittleren ODG-Wertes zu erreichen ist. Fiir
Anwendungen, in denen nur eine leichte Erhohung der Datenrate tolerabel, aber ei-
ne bessere Audioqualitét als die fiir 3 Bit/Sample benétigt wird, ist es somit besser
moglich, einen optimalen Arbeitspunkt zu finden.
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Abbildung 5.3: Ergebnisse der PEAQ-Evaluation des entwickelten Subband-Codecs
(SB) fiir das SQAM-Testset und 4 Bit/Sample (Netto) im Vergleich zum Opus-Codec
bei entsprechender Datenrate.

Zusammenfassend lisst sich somit festhalten, dass der in dieser Arbeit entwickelte
Codec im PEAQ-basierten Vergleich zu anderen Verfahren durchaus konkurrenzfihig
ist. Er erlaubt bei der moderaten Bitrate von 192 kbit/s eine PEAQ-Bewertung, die
auf duflert geringe Unterschiede des codierten zum originalen Signal hinweist. Da-
riiber hinaus stellt er selbst fiir die geringe Ubertragungsrate von 144 kbit /s fiir viele
Signale eine als immer noch gut zu wertende Audioqualitét bereit. Durch die globale
Parameteroptimierung werden dabei fiir das gesamte SQAM-Testset gleichméBig
gute Ergebnisse ohne starke Ausreifler erreicht. Allerdings bediirfen diese PEAQ-
basierten Abschatzungen einer zusitzlichen Bestitigung durch subjektive Tests.

5.2 Ergebnisse subjektiver Tests

Neben der Evaluierung des in dieser Arbeit entwickelten Codecs mittels des PEAQ-
Algorithmus wurden im Rahmen dieser Arbeit auch Probandenhorversuche nach
einer standardisierten Methode zur Erfassung der subjektiv wahrgenommenen Au-
dioqualitét durchgefiihrt. Dieses ist notwendig und sinnvoll, um die Ergebnisse aus

88

IP 216.73.216.60, am 24.01.2026, 03:51:15. @ Urheberrechtiich geschitzter Inhalt.
tersagt, m mit, fir oder in Ki-Syster



https://doi.org/10.51202/9783186854100

5.2 Ergebnisse subjektiver Tests

0
-0,5
&}
()]
Q
E *
*
—-15 o Mittelwert
+Maximalwert
* Minimalwert

2
140 150 160 170 180 190 200 210 220 230 240
Netto-Datenrate in kbit/s

Abbildung 5.4: Ergebnisse der PEAQ-Evaluation des entwickelten Subband-Codecs
als Mittelwert (o), Standardabweichung (-) sowie Maximal- und Minimalwert (+,%)
fiir das SQAM-Testset und verschiedene einzeln optimierte Bitraten.

dem vorherigen Kapitel zu bestétigen sowie weitere Aufschliisse iiber die Leistungs-
fihigkeit des entwickelten Codierverfahrens zu erlangen.

Der folgende Abschnitt dient dem Beschreiben des dabei genutzten Testaufbaus so-
wie des Vorgehens bei der Durchfithrung und stellt die erzielten Ergebnisse und
Erkenntnisse vor.

5.2.1 Testaufbau und Durchfiihrung

Zur Durchfithrung der subjektiven Tests wurde ein Vorgehen geméf des, von der ITU
in dem Standard BS.1534-1 beschriebenen, Verfahrens Multi-Stimulus Test with Hid-
den Reference and Anchor (MUSHRA) [ITUO03] gewahlt. Dieses sieht entsprechend
der Namensgebung einen Horversuch mit mehreren Stimuli, einer versteckten Refe-
renz und einem oder mehreren so genannten Ankersignalen vor.

Abbildung 5.5 (a) zeigt ein Bildschirmfoto der dabei verwendeten graphischen Be-
nutzeroberfliche. Diese erméglicht das direkte Umschalten zwischen der Referenz
und den zufillig angeordneten, zu bewertenden, Signalen sowie die Zuweisung ei-
ner Note geméf der Qualitétsskala. Fiir die visuelle Orientierung und das Erstellen
von Wiederholungsschleifen ist zusétzlich die Wellenform des Referenzsignales dar-
gestellt. Die Probanden haben die Moglichkeit, innerhalb der Versuchsdurchfithrung
zu alten Ergebnissen zuriickzukehren und Anderungen an den Ergebnissen vorzu-
nehmen. Der Wechsel zum néchsten Signal ist allerdings nur méglich, wenn einem
der Signale 100 Punkte zugeordnet wurden, da eines der Signale die versteckte Re-
ferenz ist, die es nach Moglichkeit gilt, zu identifizieren.

Der Hoérversuch wurde in einem mit Stellwdnden und Stoffbahnen zusétzlich akus-
tisch beddmpften Biiroraum (vgl. Abb. 5.5 (b)) unter Verwendung eines Kopfho-

89

IP 216.73.216.60, am 24.01.2026, 03:51:15. @ Urheberrechtiich geschitzter Inhalt.
tersagt, m mit, fir oder in Ki-Syster



https://doi.org/10.51202/9783186854100

5 Evaluierung

rerverstiarkers STAX SRM-1/MK-2 Professional mit dem Kopthérer SR Lambda
Professional sowie einem RME Babyface als DA-Wandler durchgefiihrt. Das Pro-
bandenfeld setzte sich aus insgesamt 20 lokalen Musikern, Musikproduzenten und
Masteringingenieuren sowie Studenten der Hochschule fiir Musik, Theater und Me-
dien Hannover aus dem Studiengang fiir Popularmusik zusammen. Damit handelt
es sich um einen Personenkreis, dem Erfahrungen im kritischen Horen unterstellt
werden kann.

Der Test gliederte sich in eine Trainingsphase, die es den Probanden erméglichte,
sich mit der Benutzeroberfliche und den Umgebungsbedingungen vertraut zu ma-
chen sowie in die eigentliche Evaluationsphase. Die Anordnung der Signale iiber den
Versuchsverlauf war zur Mittelung von Lern- und Ermiidungseffekten fiir jeden Pro-
banden verschieden und zufillig. Den Probanden wurde es innerhalb vorgegebener
Grenzen erlaubt, die Abhorlautstirke anzupassen.

®

e

(a) (b)

Abbildung 5.5: Details zu den subjektiven Tests: (a) Verwendete graphische Benut-
zeroberfléche zur Durchfiihrung der MUSHRA-Horversuche (b) Versuchsaufbau.

Die subjektive Bewertung erfolgte fiir die bereits im vorherigen Kapitel mit dem
PEAQ-Algorithmus evaluierten Codecversionen mit 3 und 4 Bit/Sample. Die Aus-
wahl der Signale geschah geméafl der in Kapitel 1 beschriebenen Anwendungsfel-
der fiir eine Audiocodierung mit geringer Latenz und auf Basis der Tendenzen der
PEAQ-Evaluation. So wurden anhand der Zielanwendung die Sprachsignale weib-
lich Deutsch (53) und ménnlich Deutsch (54), die Gesangssignale Sopran (44) und
Bass (47) sowie die Trompete (21) fiir den Test verwendet. Zusétzlich wurden die als
am kritischsten bekannten Signale Kastagnetten (27), Triangel (32) und Glocken-
spiel (35) hinzugenommen. Aufgrund ihres schlechten Ergebnisses bei der PEAQ-
Evaluation wurde das Testset fiir den Horversuch zusédtzlich um die Signale Bass
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Klarinette (17) und Horn (23) ergénzt. Damit umfasste der Versuch 10 zu bewerten-
de Signalanordnungen, was nach Erfahrung des Autors im Bereich der maximalen
Anzahl bei zwei Codecs mit verhéltnisméaBig hoher Audioqualitét und zwei Ankern
liegt. Um zudem die Zeit fiir die Versuchsdurchfithrung fiir jeden Probanden im
Rahmen zu halten und das vollstdndige Horen der einzelnen Signalteile sicherzustel-
len, wurden die lingeren Signale 21, 23, 32 und 35 mit ihren sich wiederholenden
identischen ,,Phrasen® auf die inneren beiden sich unterscheidenden Anteile gekiirzt.
Eine Evaluation der geschnittenen Signale mit dem PEAQ-Algorithmus ergab einen
maximalen Unterschied der ODG-Werte von 0,1 zu den Ergebnissen der ungeschnit-
tenen. Die Ankersignale wurden geméifl der Vorschldge und Vorgaben des Standards
als mit 3,5kHz und 7kHz gefilterte Signale aus der Referenz erzeugt.

Als Ziel des Horversuches wurde die Bestéitigung der PEAQ-Ergebnisse fiir den ent-
wickelten Subband-Codec formuliert. Die Evaluation fand daher auch nur fiir diesen
Codec statt, um Aussagen fiir moglichst viele Signale zu erhalten. Die von den Pro-
banden iiber die Vergabe der Noten zu beantwortende Fragestellung zielte auf die
von den ,Codierverfahren® erreichte Audio- bzw. Rekonstruktionsqualitiat im relati-
ven Vergleich zur Referenz ab.

5.2.2 Auswertung und Ergebnisse

Fiir die Analyse und Darstellung der erhobenen Daten von Probandenstudien wie
dem MUSHRA-Hoérversuch kann eine Vielzahl an statistischen Auswertungsmetho-
den wie z.B. Boxplots und Signifikanztests herangezogen werden. Der MUSHRA-
Standard sieht allerdings konkret nur das Berechnen von Mittelwerten und Konfi-
denzintervallen vor. Da der durchgefithrte Horversuch lediglich der Bestéitigung von
PEAQ-Tendenzen dient, wurde diese einfache Analysetechnik iibernommen. Dieses
Vorgehen wurde auch gewéhlt, da nicht der Anspruch erhoben werden kann und soll,
dass der Versuch alle an komplexere Berechnungsmethoden gestellten Voraussetzung-
en erfiillt und um dadurch eine Uberinterpretation der Ergebnisse zu vermeiden.

Abbildung 5.6 zeigt demnach die Mittelwerte und 95% Konfidenzintervalle der
MUSHRA-Bewertungen? fiir die Referenz, die beiden Anker sowie die Codec Versio-
nen mit 3 Bit/Sample und 4 Bit/Sample fiir die 10 im vorherigen Abschnitt beschrie-
benen Signale. Es ist zu erkennen, dass sich die Tendenzen der PEAQ-Evaluation in
groben Ziigen bestéitigen. Demnach ergeben sich fiir den mit 4 Bit/Sample betrie-
benen Codec fiir alle Signale ein Mittelwert grofler 80 und fiir die meisten Signale
sogar eine mittlere Bewertung iiber 90, wobei dabei relativ geringe Konfidenzinter-
valle vorliegen. Die, bei vielen Probanden aufgetretene, mehrfache Verwechselung
der Referenz mit einem durch eine der Codec-Versionen erzeugten Signal spricht
hierbei nach Erfahrung des Autors weniger fiir ein eingeschranktes Urteilsvermo-
gen des Probanden, sondern vielmehr fiir den Codec und seine zum Teil nahezu
transparente Audioqualitit. Ob die zum Teil auftretenden Unzuldnglichkeiten der
Codierung ein Ausschlusskriterium fiir die Verwendung in manchen der in Kapitel

2Die einzelnen Wertungsergebnisse der Probanden befinden sich im Anhang A.2 dieser Arbeit.
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1 skizzierten Anwendungsszenarien bedeuten konnten, war allerdings nicht direkter
Gegenstand der prisentierten Evaluationen und bedarf weiterer Untersuchungen.
Dennoch wird aufgrund der Ergebnisse davon ausgegangen, dass die Audioqualitit
des Subband-Codecs fiir 4 Bit/Sample auch erhéhten Anspriichen gerecht wird.
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Abbildung 5.6: Ergebnisse der subjektiven Evaluation des entwickelten Codierver-
fahrens nach dem MUSHRA-Standard als Mittelwerte und 95 % Konfidenzintervalle.

Bei der Codec-Version mit 3 Bit/Sample zeigt sich allerdings, wie bereits in den
PEAQ-Ergebnissen deutlich wurde, dass aufler bei den Gesangs- und Sprachsignalen
durch die Codierung in den meisten Fallen Artefakte entstehen, die deutlich hérbar
und zum Teil leicht storend werden. So erreicht der Codec in dieser Konfiguration
fiir die Signale, die kritisch einzuordnen sind und bei denen die PEAQ-Bewertung
groBtenteils auch nur Werte kleiner —1 ergab, nur eine MUSHRA-Bewertung im Mit-
telfeld der Notenskala. Hierzu ist anzumerken, dass fiir den Horversuch allerdings
bewusst ein besonders kritischer Probandenkreis gew#hlt wurde, was die Tendenz
erklaren konnte, dass bereits bei etwas leichter identifizierbaren Unterschieden zur
Referenz die Signale als lediglich ,jordentlich“ gewertet wurden. Die im Vergleich zur
4 Bit/Sample Version groferen Konfidenzintervalle der MUSHRA-Punktzahlen ver-
deutlichen des Weiteren die Tatsache, dass die Bewertung der auftretenden Artefakte
zwischen den Probanden sehr stark variiert, da deren Wahrnehmung und Wertung
deutlich stérker von der individuellen Hoérphysiologie und personlichen Praferenzen
abhéngig ist.

Eine letzte interessante Beobachtung lésst sich bei den Ergebnissen fiir das Signal
Horn (23) machen. Demnach wird der Einfluss der Tiefpassfilterungen fiir dieses Sig-
nal mit seinem ohnehin schon auf natiirliche Weise bandbegrenztem Spektrum als
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weniger oder gleich storend bewertet, als die durch die Codierung fiir 3 Bit/Sample
auftretenden Artefakte. Auch das Ergebnis fiir das Referenzsignal fillt gegeniiber
den anderen ab, da h#ufiger eine Verwechselung mit dem Signal der 4 Bit/Sample
Codec-Version auftritt.

Abbildung 5.7 zeigt zusétzlich einen Vergleich der Horversuchsergebnisse zu einer
PEAQ-Evaluation. Hierzu wurden die PEAQ-ODGs fiir die Horversuchssignale iiber
eine lineare Umrechnung mittels einer Multiplikation mit 25 und einer Addition des
Wertes 100 in den MUSHRA-Wertebereich abgebildet. Ein derartiges Vorgehen ist
zwar in der Auslegung des PEAQ- und MUSHRA-Verfahrens nicht vorgesehen und
entzieht sich einer statistischen Grundlage, es soll an dieser Stelle aber auch lediglich
dem Abgleich von Tendenzen dienen.
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Abbildung 5.7: Vergleich der MUSHRA-Ergebnisse mit, in den Wertebereich von 0
bis 100 konvertierten, PEAQ-ODGs fiir die Signale des Horversuches.

Beim Vergleich der Ergebnisse ist zu erkennen, dass sich fiir die Version des Codecs
mit 4 Bit/Sample eine relativ hohe Ubereinstimmung in den umgerechneten PEAQ-
ODGs und den MUSHRA-Punktzahlen ergibt und die PEAQ-Werte zum grofiten
Teil sogar in die Konfidenzintervalle der MUSHRA-Ergebnisse fallen. Fiir die Co-
decversion mit 3 Bit/Sample entsteht jedoch ein leicht anderes Bild. Demnach fillt
die Horversuchsbewertung tendenziell schlechter aus als die umgerechneten PEAQ-
Werte und sie weist fiir das Signal Trompete (21) sogar einen starken Ausreifier auf.
Somit bestétigt sich im Rahmen dieser Auswertung die bereits geduflerte Vermutung,
dass die Probanden Signale mit leichter identifizierbaren Unterschieden zum Refe-
renzsignal insgesamt kritischer bewerten, als es die mittels des PEAQ-Algorithmus
ermittelten Werte vorhersagen.
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5 Evaluierung

5.3 Einfluss von Kanaliibertragungsfehlern

In diesem Abschnitt erfolgt die grobe Abschétzung des Einflusses von Kanaliibertra-
gungsfehlern auf die wahrgenommene Audioqualitéit des in dieser Arbeit entwickel-
ten Audiocodierungsverfahrens. Hierbei kam wiederum der PEAQ-Algorithmus zur
Anwendung. Dieser wurde in seiner Konzeption und dem Training auf Horversuchs-
ergebnisse urspriinglich zwar nicht fiir diese Art der Bewertung ausgelegt, kann aber
gemif eigener Erfahrungen und Verdffentlichungen wie [SHZ14] fiir das Erfassen
von Tendenzen des Bitfehlerverhaltens sowie dem relativen Vergleich mit anderen
Codierverfahren Anwendung finden. Die PEAQ-Evaluation hat den grofien Vorteil
gegeniiber subjektiven Tests, dass damit eine Vielzahl an Bitfehlermustern und Ra-
ten evaluiert werden und somit ein umfassender Uberblick iiber das Verhalten eines
Codierverfahrens bei Ubertragungsfehlern erstellt werden kann.

Bei den hier durchgefiihrten Abschitzungen wurde auf die Verwendung eines kom-
plexeren Modelles zum Erzeugen von Bitfehlermustern geméfl einer Kanalsimulation
verzichtet und lediglich Einzelbitfehler definierter Fehlerraten in den Nutzdaten-
strom eingefithrt. Von einer Simulation des Storens der nétigen Synchronisations-
und Zusatzinformationen wurde abgesehen, da an dieser Stelle hauptséchlich der
Einfluss einkoppelnder Fehler auf die Adaptionsalgorithmik der Préadiktion und ad-
aptiven Quantisierung von Interesse war. Das Bewerten des Codec-Verhaltens nach
auftretenden Biindelfehlern oder dem, aufgrund eines als fehlerhaft erkannten Rah-
menkopfes, eventuell nétigen Verwerfens ganzer Datenrahmen ist dabei ebenso kein
Gegenstand dieser Untersuchung.

Um den Vergleich mit Ergebnissen aus [SHZ14] sowie eine angemessene Simula-
tionszeit zu ermoglichen, wurden die verwendeten Signale des SQAM-Testsets eben-
falls auf die dort verwendeten 10s langen Sequenzen gekiirzt. Hierbei wurde fiir die
Evaluation des Subband-Codecs jedes SQAM-Signal 100 Mal aus einem mit einer
entsprechenden Rate gestorten Datenstrom decodiert, eine PEAQ-Evaluation durch-
gefithrt und der Mittelwert iiber alle Signale berechnet. Eine Analyse von Verlaufen
der PEAQ-Werte verschiedener Fehlerraten bei steigender Evaluationszahl zeigte,
dass deren weitere Erh6hung kaum noch Einfluss auf die Ergebnisse hat.

Die Evaluation fand fiir die beiden bereits untersuchten Codec-Versionen mit ihren
aus 3 Bit/Sample und 4 Bit/Sample resultierenden Datenraten sowie jeweils mit und
ohne Ubertragung des quantisierten Pridiktionsfehlernormalisierungsfaktors statt.
Der Vergleich mit den Ergebnissen aus [SHZ14| erfolgt dabei fiir eine Periode der
Pradiktionsfehlernormalisierungsfaktoriibertragung von r, = 40, da diese in Bezug
auf den resultierenden Signalisierungsaufwand am dichtesten an dem sich fir den
Subband-Codec ergebenden liegt.

In Abbildung 5.8 sind die Ergebnisse der PEAQ-Evaluation fiir den Subband-Codec
mit 4 Bit/Sample dargestellt. Es zeigt sich, dass seine PEAQ-Bewertung fiir Fehler-
raten bis 107* in den Bereich der Ergebnisse aus [SHZ14] ohne Normalisierungsfak-
toriibertragung fillt. Der durch das Ubertragen eines quantisierten Pridiktionsfeh-
lernormalisierungsfaktors erzielbare Gewinn in der PEAQ-Bewertung fallt allerdings
deutlich geringer aus als bei den Verldufen aus [SHZ14]. Dies begriindet sich vermut-
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5.3 Einfluss von Kanaliibertragungsfehlern

lich durch die Tatsache, dass der Pradiktionsfehlernormalisierungsfaktor trotz der
Auswahl des geringsten Wertes aus [SHZ14] fiir den Subband-Codec weniger haufig
und nur fiir das Tiefpass-Band iibertragen wird, so dass dessen Effekt deutlich ge-
ringer ausfillt. Der leichte Unterschied des PEAQ-Mittelwertes im fehlerlosen Fall
beim Vergleich zu den Ergebnissen aus Unterabschnitt 5.1.2 liegt in der Verwendung
der gekiirzten SQAM-Signale begriindet.
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Ergebnisse aus [SHZ14| mit r,, = 40 Sel i
-4- [SHZ14| ohne Seiteninformation A e +
0 1076 105 10— 1073
Bitfehlerrate

Abbildung 5.8: PEAQ-Ergebnisse des Subband-Codecs (SB) bei 4 Bit/Sample als
Mittelwert fiir jeweils 100 Realisierungen verschiedener Bitfehlerraten und die Sig-
nale des SQAM-Testsets im Vergleich zu entsprechenden Ergebnissen aus [SHZ14].

Auffallend ist der, ab einer Fehlerrate von 104, wieder erfolgende leichte Anstieg im
PEAQ-Gesamtmittelwert. Dieser wird, soweit nachvollziehbar, dadurch verursacht,
dass bei hoheren Fehlerraten die im Pradiktor und der adaptiven Pegelschitzung
des Decoders befindlichen Fehler noch nicht wieder vollsténdig abgeklungen sind,
bevor ein neuer Fehler einkoppelt. Der Codec gerdt dadurch fiir manche Signale in
einen Zustand, der durch die dann zum Teil auftretenden starken Abweichungen der
decodierten und originalen Wellenform iiber das PEAQ-Verfahren nicht mehr erwar-
tungsgemaf bewertet wird. Der Anstieg in der mittleren ODG fiir die Codec-Version
ohne iibertragende Zusatzinformation féllt dabei etwas stérker aus, da in diesem Fall,
durch die ldnger in die Pradiktoradaption einkoppelnden Fehler im Normalisierungs-
signal der adaptiven Quantisierung, der beschriebene Zustand frither erreicht wird.
Allerdings korrelieren diese PEAQ-Ergebnisse nicht mit dem subjektiven Eindruck,
der durch informelle Tests gewonnen wurde, weshalb die Ergebnisse nicht fiir einen
Vergleich herangezogen werden sollten und daher grau hinterlegt sind. Evaluierungen
mit anderen Parametrisierungen, die in ihrer Audioqualitét im fehlerlosen Fall etwas
gegeniiber dem hier untersuchten Parametersatz abfallen, fithrten jedoch zu Verlau-
fen mit zum Teil monoton fallenden Kurven, die zwischen den hier gezeigten Kurven
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5 Evaluierung

aus [SHZ14] liegen. Es kann daher davon ausgegangen werden, dass durch weite-
re Untersuchungen zur Optimierung des Fehlerverhaltens des Subband-Codecs eine
vergleichbare PEAQ-Bewertung im Fall hoherer Bitfehlerraten erzielt werden kann.
Abbildung 5.9 enthélt die Ergebnisse der Fehlerevaluation fiir die 3 Bit/Sample-
Version des Codecs. Hierfiir ergibt sich, wie auch schon fiir den fehlerlosen Fall, ein
etwas anderes Bild. Der Subband-Codec erreicht fiir geringe Fehlerraten eine leicht
bessere oder gleiche PEAQ-Bewertung wie der Ansatz aus [SHZ14], f&llt jedoch mit
steigender Fehlerrate deutlich mehr gegeniiber diesem ab. Auch in diesem Fall ergibt
sich ein leichter Anstieg in den PEAQ-Ergebnissen fiir Fehlerraten grofer 10™% mit
der diskutierten Ursache und dem Hinweis, dass dieser nicht als Indikator fiir ein
besseres Fehlerverhalten hin zu hoheren Fehlerraten zu werten ist.

Mittlere PEAQ-ODG

3| | —e=SB-Codec mit Seiteninformation
SB-Codec ohne Seiteninformation

Ergebnisse aus [SHZ14| mit r,, = 40 . s,
- A- [SHZ14| ohne Seiteninformation Y ECCSE
-4
0 1076 1075 1074 1073
Bitfehlerrate

Abbildung 5.9: PEAQ-Ergebnisse des Subband-Codecs (SB) bei 3 Bit/Sample als
Mittelwert fiir jeweils 100 Realisierungen verschiedener Bitfehlerraten und die Sig-
nale des SQAM-Testsets im Vergleich zu entsprechenden Ergebnissen aus [SHZ14].

Grundsétzlich ist fiir die présentierten Ergebnisse abschlieBend anzumerken, dass es
sich, wie bereits angedeutet, lediglich um eine grobe Abschétzung handeln kann und
der Vergleich mit den Ergebnissen aus [SHZ14] nur eingeschriinkt aussagekriftig und
fair ist. Dies wird unter anderem auch durch die Tatsache bedingt, dass die Evalua-
tion des Subband-Codecs mit einer hoheren Abtastrate durchgefithrt wurde als bei
den Simulationen in [SHZ14], was bei einer gleichen Zahl an Bits pro Sample in einer
hoheren Gesamtzahl an Fehlern resultiert. Fraglich ist zudem, ob die in Anlehnung
an [SHZ14] verwendeten Fehlerraten eine praktische Relevanz haben und in einem
echten Ubertragungssystem ein Codec wirklich iiber eine lingere Zeit mit einer Rate
von 1072 betrieben oder nicht auf Basis von Informationen aus der Kanalcodierung
eingegriffen und die Ausgabe des decodierten Signales verhindert wiirde. Des Wei-
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5.3 Einfluss von Kanaliibertragungsfehlern

teren ist der Einfluss der Normalisierungsfaktoriibertragung auf die Audioqualitéit
im Einzelfall gemdfl informeller Tests stérker als er iiber die gemittelten PEAQ-
Ergebnisse zum Ausdruck kommt. Inwiefern die Ergebnisse einer PEAQ-Bewertung
von, durch Ubertragungsfehler beeinflussten, Audiosignalen sowie die zu erzielenden
Verbesserungen durch Ubertragung von Seiteninformationen mit den Ergebnissen
subjektiver Tests korrelieren, ist daher in weiteren Untersuchungen zu kléren.
Zusammenfassend kann dennoch festgehalten werden, dass sich mit dem in dieser
Arbeit entwickelten Codierverfahren fiir geringe Bitfehlerraten eine bei Ermittlung
iiber das PEAQ-Verfahren zu einem Breitband-Ansatz vergleichbare Audioqualitét
bei auftretenden Kanaliibertragungsfehlern erreichen ldasst. Mit steigender Fehlerra-
te und sinkender Bitrate ist jedoch mit einem etwas schlechteren Abschneiden bei
der PEAQ-Bewertung zu rechnen. Die Einfithrung der Ubertragung eines Norma-
lisierungsfaktorsignales innerhalb der adaptiven Quantisierung erlaubt dabei eine
leichte Verbesserung in den Ergebnissen mittlerer Fehlerraten.
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Kapitel

Zusammenfassung und
Ausblick

Fehlerrobuste Audiocodierung mit geringer Latenz hat eine Vielzahl von Anwen-
dungsfeldern. So kann diese durch Einsatz in drahtlosen Mikrofon- und Kopfhorer-
systemen, Audiostreaming-Applikationen und modernen Horhilfen fiir effizientere
Ubertragungsstrecken, erweiterte Funktionsumfinge und kostengiinstigere Produk-
te sorgen. Allerdings eignen sich bestehende standardisierte, quelloffene oder in der
Literatur zu findende Verfahren aufgrund zu hoher Latenzen, zu geringer Audioqua-
litdt oder nicht vorliegender Fehlerrobustheit nur eingeschrénkt fiir die Verwendung
in solchen Systemen. Aus diesem Grund wird bei vielen Anwendungen auf proprie-
téare Losungen zuriickgegriffen.

In der vorliegenden Arbeit wurde daher das Ziel der Entwicklung eines Verfahrens
zur fehlerrobusten Audiocodierung mit geringer Latenz verfolgt, das diese Nachteile
iiberwindet. Hierzu wurden erfolgversprechende Ansitze um Mafinahmen zum Errei-
chen einer algorithmischen Fehlerrobustheit ergénzt, die Codierstrukturen hinsicht-
lich einer Anpassung an wechselnde Signaleigenschaften erweitert und diese beziiglich
ihrer Parameter automatisiert anhand einer psychoakustischen Bewertungsmethode
global optimiert. Damit soll es moglich sein, bei moderaten Bitraten bis zu 200 kbit/s
eine nahezu transparente Audioqualitét zu erreichen.

Nach einer Einleitung in die Grundlagen sowie Anwendungsszenarien von Audio-
codierung mit geringer Latenz und in den Stand der Technik wurde in einem ers-
ten Kapitel dieser Arbeit der darin untersuchte Ansatz einer pridiktiven Subband-
Codierung motiviert und vorgestellt. Dieser sieht eine Verarbeitung des Eingangs-
signales in Teilbédndern, die durch eine Filterbank mit geringer Latenz erzeugt wer-
den, geméifl des Grundprinzips einer im Folgenden mit ADPCM abgekiirzten Adap-
tive Differential Pulse Code Modulation vor.

In dem anschliefenden Kapitel 2 wurden Verfahren zum Entwurf von Filterbénken
mit geringer Latenz gem&fl den Ansétzen von Nayebi, Keiler/Nguyen und Schuller
prasentiert. Diese wurden auf ihre Eignung fiir die Optimierung von Filterbankstruk-
turen fiir den vorliegenden Anwendungsfall untersucht und die mit ihnen erstellten
Entwiirfe iiber geeignete Messgroflen miteinander verglichen. In Folge dieser Aus-
wertung fiel die Wahl auf einen 5-Kanal Entwurf, der mit dem Entwurfsverfahren
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nach Nayebi erstellt wurde, da dieser bei der Abwagung der Latenz, der Rekon-
struktionsqualitdt und den Frequenzverliufen der Subband-Filter am geeignetsten
erschien. Als Resultat weiterer Untersuchungen wurde im Rahmen dieser Arbeit fiir
das Verfahren nach Nayebi eine neuartige Methode zur globalen Optimierung von
Entwurfsparametern eingefithrt. Mit dieser ist es moglich, die Entwiirfe hinsichtlich
der maximal zu erreichenden Sperrdampfung um bis zu 10 dB weiter zu verbessern.
Die eigentliche Codierung der iiber die Filterbank erzeugten Subband-Signale er-
folgt mit der in Kapitel 3 vorgestellten Algorithmik zur adaptiven Pradiktion und
Quantisierung. Es wurden Methoden zur fehlerrobusten Pradiktoradaption mittels
des GAL-Algorithmus erértert und neuartige Ansétze zur blockbasierten Koeffizi-
entenberechnung mit dem Burg-Algorithmus und der Levinson-Durbin Rekursion
auf Basis des Prédiktionsfehlersignales der ADPCM vorgeschlagen. Die Verfahren
wurden hierbei hinsichtlich ihrer Robustheit gegeniiber Ubertragungsfehlern beim
Einsatz in einer ADPCM analysiert, was in der Erkenntnis resultierte, dass sich
lediglich mit der blockbasierten Pradiktoradaption auf das Fehlersignal eine algo-
rithmisch sichergestellte Codecrobustheit erreichen ldsst. Die Algorithmen wurden
auflerdem beziiglich ihres Berechnungsaufwandes miteinander verglichen, wonach
sich durch die blockbasierten Verfahren die Pradiktoradaption deutlich effizienter
realisieren ldsst. Des Weiteren wurde ein Ansatz zur adaptiven Quantisierung tiber
eine Pridiktionsfehlernormalisierung mittels Hiillkurvenschéitzung um Mafinahmen
zum Erreichen einer Fehlerrobustheit erweitert sowie das Vorgehen bei dem Ent-
wurf von geeigneten Quantisiererkennlinien beschrieben. Die eingefiihrte verbesserte
dynamische Bit-Allokation inklusive einer Begrenzung der Menge erlaubter Bitkom-
binationen lésst es zu, eine signalangepasste Verteilung der zur Verfiigung stehenden
Datenrate auf die Subbénder vorzunehmen und dabei den nétigen Signalisierungs-
aufwand vernachléssigbar gering zu halten.

Die in Kapitel 4 beschriebene Methode zur globalen Audiocodec-Optimierung ge-
stattet es, eine geeignete Parametrisierung fiir den Codec zu finden, die mit hoher
Wahrscheinlichkeit nah an der optimal erreichbaren in Bezug auf die resultierende
Audioqualitét ist. Es wurden Details zu der dabei innerhalb der Kostenfunktion ver-
wendeten und mit PEAQ abgekiirzten Bewertungsmethode der Perceptual Fvaluati-
on of Audio Quality sowie dem Vorgehen bei der globalen Optimierung présentiert.
Letztere erfolgte unter Nutzung des Genetic Algorithms, da sich dieser im Rah-
men durchgefithrter Untersuchungen als vorteilhaft gegeniiber anderen Verfahren
fiir das Losen des vorliegenden Optimierungsproblemes erwiesen hat. Anhand ex-
emplarisch dargestellter Ergebnisse fiir durchgefithrte Optimierungen wurden deren
Resultate und das Konvergenzverhalten des Optimierungsverfahrens dokumentiert.
Dieses ermoglicht demnach eine vollstédndig automatisierte Einstellung aller relevan-
ten Codecparameter ohne signifikante Ausreiler bei der iiber das PEAQ-Verfahren
ermittelten Audioqualitit, was auf manuellem Wege undenkbar wire.

Der Nachweis der Leistungsfihigkeit des entwickelten Audiocodierungsverfahrens
und der Vergleich zum Stand der Technik erfolgte in dem letzten Kapitel 5 un-
ter anderem {iiber eine Evaluation mit dem PEAQ-Algorithmus. Im Rahmen die-
ser Untersuchung erreicht das entwickelte Verfahren fiir eine Nettodatenrate von
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6 Zusammenfassung und Ausblick

192kbit/s und bei einer Auswertung des vollstindigen SQAM-Testsets einen Mittel-
wert der PEAQ-ODG von -0,3. Dieser féllt im Vergleich zu den Referenzverfahren
des OPUS-Codecs mit seiner deutlich htheren Latenz und einer Breitband-ADPCM
gemif [SHZ14], deren Robustheit gegeniiber Kanaliibertragungsfehlern nicht voll-
standig algorithmisch sichergestellt ist, nur geringfiigig schlechter aus. Er liegt dabei
aber immer noch in einem Bereich, bei dem eine Unterscheidung von originalem
und codiertem Signal selbst fiir geiibte Horer schwierig wird. Bei einer Bitrate von
144 kbit /s werden fiir kritische Signale jedoch zum Teil deutliche Unterschiede hor-
bar. Dabei erreicht der Subband-Codec mit einem Mittelwert der PEAQ-ODG von
-0,62 jedoch immer noch eine um 0,25 bessere Bewertung als die Breitband-ADPCM
und weist nicht deren zum Teil starke negative Ausreier der PEAQ-ODG fiir kriti-
sche Signale auf. Eine Evaluierung der Audioqualitéit des Subband-Codecs fiir andere
Bitraten im angestrebten Betriebsbereich zeigte, dass es mit seiner im Vergleich zu
einer Breitband-Codierung relativ frei einstellbaren Bitrate zusétzlich moglich ist,
eine bessere Abwigung zwischen Audioqualitdt und Datenrate zu treffen.

Auf Basis eines MUSHRA-Horversuches mit im kritischen Horen geiibten Probanden
wurde zudem eine subjektive Bewertung der Audioqualitéit vorgenommen. Die dabei
erhaltenen Ergebnisse bestéitigen die Tendenzen der PEAQ-Evaluation. Demnach er-
reicht der Codec fiir 192 kbit/s eine Horversuchsbewertung, die den Schluss zulésst,
dass eine Unterscheidung zwischen codiertem und originalem Signal selbst fiir geiibte
Hoérer und kritische Signale schwierig ist. Die Ergebnisse fiir die Codec-Version mit
144 kbit/s deuten jedoch darauf hin, dass diese genau wie die Breitband-ADPCM
fiir Anwendungen mit hoheren Anspriichen an die Audioqualitét kritischer Signale
in der vorliegenden Version noch nicht zum Einsatz kommen sollte.

Eine Abschétzung der Audioqualitét des entwickelten Subband-Codecs bei auftre-
tenden Kanaliibertragungsfehlern und ein Vergleich mit Ergebnissen aus der Litera-
tur zeigen, dass die PEAQ-Bewertung fiir 192 kbit /s und praxisrelevante Fehlerraten
vergleichbar zu einer fehlerrobusten Breitband-Codierung ohne iibertragene Neben-
informationen ist. Fiir eine Bitrate von 144 kbit/s f&llt die mittlere PEAQ-ODG
allerdings bei hoheren Fehlerraten gegeniiber dem Vergleichsverfahren leicht ab. Die
eingefiihrte Ubertragung von Seiteninformation zur schnelleren Synchronisation nach
Ubertragungsfehlern erlaubt eine leichte Verbesserung der Ergebnisse, die jedoch un-
ter anderem aufgrund groflerer Aktualisierungsintervalle bei der Subband-Codierung
geringer ausfillt als beim Referenzverfahren aus der Literatur.

Zusammenfassend lisst sich festhalten, dass es mit dem in dieser Arbeit vorgestellten
Codierverfahren méglich ist, bei Nettobitraten unterhalb 200 kbit/s eine Audioqua-
litdt zu erreichen, die die Anforderungen vieler der eingangs beschriebenen Zielan-
wendungen erfiillt. Diese Ergebnisse wurden bei einer algorithmisch sichergestellten
Codecrobustheit erzielt und durch subjektive Tests bestétigt. Hierbei liegt trotz des
Einsatzes einer Filterbank die algorithmische Latenz des Codecs bei nur 0,5 ms. Die
Audioqualitdt des entwickelten Verfahrens bei auftretenden Kanaliibertragungsfeh-
lern ist bei geringen Fehlerraten vergleichbar zu der einer Breitband-Codierung und
kann durch Ubertragung zusitzlicher Seiteninformation weiter verbessert werden.
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Ausblickend ldsst sich fiir den in dieser Arbeit priasentierten Codieransatz eine Viel-
zahl moglicher Ankniipfungspunkte fiir weitere Arbeiten identifizieren. Mittels der
in Abschnitt 3.4.1 dieser Arbeit als Alternative zur dynamischen Bit-Allokation erst-
mals untersuchten adaptiven Vor- und Nachfilterung fiir die Subband-Codierung ist
es, wie gezeigt werden konnte, ebenfalls moglich, eine Verbesserung der Audioquali-
tat jedoch ohne zusétzlichen Signalisierungsaufwand zu erreichen. Da der Fokus bei
den durchgefiithrten Experimenten jedoch auf dem Einfluss auf die Audioqualitét
des Codecs im fehlerlosen Fall lag, sollten weiterfiihrende Arbeiten die Analyse und
Verbesserung des Einflusses einkoppelnder Ubertragungsfehler zum Ziel haben. Da-
mit konnte das Verfahren durch Kombination mit der dynamischen Bit-Allokation
zur Verbesserung der Audioqualitét des Subband-Codecs bei niedrigen Bitraten ver-
wendet werden, wenn der erhohte Rechenaufwand akzeptabel ist.

Mit den in Abschnitt 3.3.4 prisentierten Ergebnissen einer vielversprechenden Unter-
suchung eines Konzeptes zu einer kombinierten fortschrittlichen ADPCM und Vek-
torquantisierung fiir eine Breitband-Codierung konnte dariiber hinaus demonstriert
werden, dass damit weitere Gewinne in der Audioqualitéit der Breitband-ADPCM
erzielt werden konnen. Zukiinftige Untersuchungen sollten auf die Anwendung dieser
Techniken innerhalb der Subband-Codierung abzielen.

Die in dieser Arbeit durchgefiihrten Untersuchungen zeigen, dass die Audioqualitéit
des entwickelten Codecs bei reiner Wiedergabe iiber Kopfhorer im Probandenver-
such als sehr gut bewertet wird. Fiir Anwendungen, wie das in Kapitel 1 beschriebene
Anwendungsszenario einer live-Bithnenperformance mit In-Ear-Monitoring, ist es al-
lerdings noétig, weitere Untersuchungen mit einer Riickiibertragung von durch den
Probanden selbst gesungenen oder gespielten Signalen anzustellen.

Uber die Analysen zum Einfluss von Kanaliibertragungsfehlern auf die Audioqua-
litdt des entwickelten Codierverfahrens wurde im Rahmen dieser Arbeit lediglich
die aktuelle Leistungsfahigkeit des Verfahrens, bei einer Optimierung, die auf maxi-
male Audioqualitéit im fehlerlosen Fall abzielte, erfasst. Eine weitere systematische
Untersuchung der auftretenden Effekte bei fehlerhafter Ubertragung und deren Aus-
wirkung auf die Audioqualitdt konnte neue Aufschliisse iiber mogliche Ansétze zur
Verbesserung liefern.

Weiterhin konnten aktive Mainahmen zur Detektion und Behandlung auftretender
Kanaliibertragungsfehler eine mafigebliche Verbesserung der Audioqualitdt im Feh-
lerfall ermoglichen (vgl. [SHZ14]). Eine zusétzliche Kombination mit Verfahren zur
Fehlerverschleierung (vgl. [St612, PSO12]) sollte zudem fiir das Behandeln von Biin-
delfehlern in Betracht gezogen werden. Der Freiheitsgrad bei der Einstellung der
Bitrate des Codecs konnte in Szenarien, bei denen am Encoder eine Information
iiber den Kanalzustand vorliegt, auflerdem genutzt werden, um adaptiv das Verhélt-
nis zwischen Nutzdaten und Fehlerschutz anzupassen. Es kénnte zudem iiberpriift
werden, ob sich das Grundprinzip der so genannten Softbitdecodierung aus [Fin98]
auf die ADPCM-basierte Subband-Codierung tibertragen lisst.

101

IP 216.73.216.60, am 24.01.2026, 03:51:15. @ Urheberrechtiich geschitzter Inhalt.
tersagt, m mit, fir oder in Ki-Syster



https://doi.org/10.51202/9783186854100

Anhang

Tabellarische Ergebnisse

A.1 Ergebnisse der objektiven Evaluierung

Tabelle A.1: ODG-Werte der untersuchten Audiocodec Versionen aus Kapitel 5.

] ]

g g < < 2

Tel 2| Sz 32| 4%

g QYEF| 22| 22| 2Z

o 3 o & S & S & gl

2L 2L 2% 2% 9s

=& 28| T&| za&| 2%
SQAM Signal n < n o M < M o o
01 Sine 1kHz -20, -10, -0dB —0,189 | —0,481 | —0,109 | —1,295 | —3,699
02 Band-limited pink noise —0,186 | —0,351 0,022 | —0,215 0,048
03 Electronic gong 100 Hz —0,098 | —0,647 ‘ —0,140 | —1,222 | —3,036
04 Electr, gong 400 Hz —0,162 | —0,556 —0,058 | —0,518 | —2,453
05 Electr, gong 5kHz —0,255 | —0,827 ‘ —0,198 | —2,624 | —3,865
06 Electr, gong 500 Hz vibr, —0,129 | —0,485 —0,830 | —1,623 | —2,510
07 Electr, tune —0,122 | —0,543 ‘ —0,437 | —0,522 | —1,938
08 Violin —-0,336 | —0,695 —0,176 | —0,972 | —0,023
09 Viola —0,347 | —0,660 ‘ —0,268 | —1,043 | —0,025
10 Violoncello —0,280 | —0,541 —0,088 | —0,719 0,022
11 Double-bass —0,384 | —0,473 ‘ —0,214 | —0,701 0,055
12 Piccolo —0,325 | —0,576 —0,119 | —0,711 | —0,168
13 Flute —0,264 | —0,430 ‘ —0,115 | —0,877 | —0,060
14 Oboe —0,404 | —0,789 —0,355 | —1,203 | —0,200
15 Cor anglais —0,474 | —0,698 ‘ —0,392 | —1,058 | —0,135
16 Clarinet —0,445 | —0,562 —0,260 | —1,185 | —0,260
17 Bass-clarinet —0,627 | —1,308 ‘ —0,371 | —1,473 | —0,035
18 Bassoon —0,195 | —0,421 —0,426 | —0,808 0,059
19 Contra-bassoon —0,439 | —0,509 ‘ —0,422 | —0,890 0,054
20 Saxophone —0,210 | —0,442 —0,278 | —0,779 0,068
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A.1 Ergebnisse der objektiven Evaluierung

... Fortsetzung

(] Q 8 8

fo| 2| Bo| Bal| %

SE| SE| 18| 2| &3

TE| T8 24| E&| S%

ETEL| £Z| 2% s

=M =M em em 2 <
SQAM Signal n < n M < M o o
21 Trumpet —0,240 | —0,672 | —0,043 | —1,140 0,022
22 Trombone —0,078 | —0,827 | —0,027 | —0,790 0,032
23 Horn —0,584 | —0,892 | —0,077 | —0,559 0,019
24 Tuba —0,050 | —1,041 | —0,103 | —0,414 | —1,455
25 Harp —0,228 | —0,483 | —0,181 | —0,675 0,080
26 Claves —0,496 | —0,970 0,042 | —0,395 0,025
27 Castanets —0,498 | —0,943 | —0,321 | —1,998 0,112
28 Side drum —0,228 | —0,407 | —0,326 | —0,552 0,077
29 Bass drum —0,466 | —0,554 0,082 | —0,379 0,085
30 Kettle-drums —0,310 | —0,506 0,090 | —0,197 | —0,015
31 Cymbal —0,032 | —0,323 | —0,012 | —0,232 0,130
32 Triangles —0,332 | —1,043 | —0,430 | —2,562 | —0,131
33 Gong —0,402 | —0,488 0,034 | —0,508 0,078
34 Tubular bells —0,361 | —0,603 | —0,114 | —0,663 0,079
35 Glockenspiel —0,737 | —1,242 | —0,657 | —1,289 | —0,194
36 Xylophone —0,403 | —0,592 | —0,021 | —0,424 0,024
37 Vibraphone —0,353 | —0,698 | —0,332 | —1,058 0,065
38 Marimba 0,023 | —0,304 0,089 | —0,354 | —1,434
39 Grand piano —0,241 | —0,727 | —0,020 | —0,785 0,047
40 Harpsichord —0,211 | —0,630 | —0,023 | —0,529 0,041
41 Celesta —0,108 | —0,482 | —0,115 | —0,787 0,012
42 Accordion —0,354 | —0,814 | —0,179 | —1,225 | —0,127
43 Organ —0,260 | —0,485 | —0,175 | —0,955 0,050
44 Soprano —0,444 | —0,848 | —0,482 | —1,055 0,009
45 Alto —0,362 | —0,548 | —0,055 | —0,668 0,031
46 Tenor —0,367 | —0,778 | —0,317 | —0,864 0,060
47 Bass —0,363 | —0,891 | —0,186 | —1,043 0,075
48 Quartet —0,437 | —0,663 | —0,142 | —0,914 0,062
49 Female speech (English) —0,214 | —0,490 | —0,320 | —1,199 | 0,083
50 Male speech (English) —0,300 | —0,634 | —0,468 | —1,186 0,087
51 Female speech (French) —0,291 | —0,585 | —0,475 | —0,998 0,067
52 Male speech (French) —0,276 | —0,669 | —0,444 | —1,063 0,076
53 Female speech (German) —0,340 | —0,674 | —0,377 | —1,130 0,016
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.. Fortsetzung

O ]

8 g < < <

f2| el Szl S| 4%
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SA| S48 @ £A 2 <
SQAM Signal n < n o™ M M o o
54 Male speech (German) —0,355 | —0,672 —0,298 | —0,890 0,050
55 Trumpet Haydn —0,357 | —0,647 ‘ —0,104 | —1,124 0,088
56 Organ Handel —0,187 | —0,461 —0,216 | —0,825 0,079
57 Organ Bach —0,325 | —0,595 ‘ 0,002 | —0,373 0,070
58 Guitar Sarasate —0,289 | —0,473 —0,045 | —0,569 0,076
59 Violin Ravel —0,248 | —0,417 ‘ —0,159 | —0,639 | —0,079
60 Piano Schubert —0,023 | —0,454 0,004 | —0,669 0,035
61 Soprano Mozart —0,268 | —0,535 ‘ —0,064 | —0,842 0,048
62 Soprano Spiritual —0,204 | —0,519 —0,172 | —0,723 | —0,022
63 Soloists Verdi —0,247 | —0,656 ‘ —0,237 | —0,786 0,106
64 Choir Orff —0,346 | —0,576 —0,280 | —0,864 0,064
65 Orchestra Strauss —0,187 | —0,548 ‘ —0,065 | —0,580 0,078
66 Wind ensemble Stravinsky | —0,261 | —0,436 —0,292 | —0,696 0,082
67 Wind ensemble Mozart —0,251 | —0,457 ‘ —0,270 | —0,937 0,062
68 Orchestra Baird —0,041 | —0,282 —0,038 | —0,489 0,103
69 ABBA —0,312 | —0,516 ‘ —0,266 | —0,755 0,063
70 Eddie Rabbitt —0,248 | —0,497 —0,013 | —0,355 0,057
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A.2 Ergebnisse der subjektiven Evaluierung

Tabelle A.2: Detaillierte Ergebnisse der subjektiven Tests gemafi des MUSHRA-
Standards fiir die Subband-Codec Versionen mit 3 (Cod3) und 4 Bit/Sample (Cod4)
im Vergleich zur Referenz (Ref) und den Ankersignalen (Ank3, Ank7).

SQAM-Signal

s 8|8 |8 /8| F | 5|83

= = = = = = = = = =
Proband | B | & | & | B | B | & | 5| 5| 5| &
/Codec n wn wn [p] n n n wn [p] n
A/Ref 100 | 100 | 100 | 99 | 100 | 100 | 100 | 100 | 97 | 98
A/Ank3 | 4 9 31 1 0 7 29 | 18 8 15
A/Ank7 | 17 | 22 | 43 9 8 25 129 | 33 | 27 | 35
A/Cod3 | 30 | 28 | 82 | 84 | 62 | 41 | 98 | 93 | 59 | 99
A/Cod4 | 86 | 86 | 98 [ 100 | 98 | 92 | 99 | 95 | 100 | 100

B/Ref 100 | 100 | 82 | 100 100 | 71 | 100 | 100 | 75 100
B/Ank3 | 8 14 | 24 | 9 4 8 13 123 | 9 11
B/Ank7 | 25 | 27 | 37 | 19 10 | 19 | 26 | 35 | 24 23
B/Cod3 | 14 | 22 | 18 | 72 29 | 14 | 45 | 83 | 76 91
B/Cod4 | 77 | 69 | 100 | 90 82 | 100 | 92 | 86 | 100 80
C/Ref 95 | 100 | 95 | 95 | 100 | 95 | 100 | 100 | 100 | 100
C/Ank3 | 30 | 20 | 70 | 10 | 10 | 30 | 30 | 30 | 20 | 30
C/Ank7 | 50 | 40 | 80 | 30 | 30 | 50 | 60 | 60 | 45 | 40
C/Cod3 | 75 | 55 | 60 | 80 | 95 | 100 | 80 | 95 | 100 | 100
C/Cod4 | 100 | 95 | 100 | 100 | 100 | 100 | 95 | 95 | 95 | 90
D/Ref 100 | 96 | 92 | 96 100 | 100 | 77 | 95 | 100 98
D/Ank3 | 7 5 | 68 1 3 7 5 9 7 6
D/Ank7 | 11 | 15 | 93 | 3 11 | 24 | 17 | 24 | 12 21
D/Cod3 | 25 | 21 | 96 | 69 18 | 75 | 72 | 70 | 75 86
D/Cod4 | 31 | 100 | 100 | 100 76 | 84 | 100 | 100 | 92 100
E/Ref 100 | 100 | 95 | 100 | 100 | 100 | 100 | 100 | 100 | 100
E/Ank3 | 25 | 25 | 98 | 10 | 15 | 10 | 30 | 15 | 10 | 10
E/Ank7 | 35 | 40 | 98 | 20 | 30 | 30 | 40 | 30 | 25 | 25
E/Cod3 | 35 | 50 | 75 | 80 | 45 | 45 | 88 | 95 | 95 | 95
E/Cod4 | 60 | 90 | 100 | 97 | 98 | 90 | 90 | 98 | 95 | 95
F/Ref 87 [ 100 | 90 | 91 94 | 100 | 85 | 100 | 100 89
F/Ank3 | 12 | 18 | 65 | 8 14 | 20 | 18 | 18 | 17 22
F/Ank7 | 31 | 46 | 72 | 15 27 | 37 | 27 | 26 | 33 38
F/Cod3 | 43 | 38 | 77 | 95 86 | 65 | 95 | 94 | 86 93
F/Cod4 | 100 | 92 | 100 | 100 100 | 82 | 100 | 100 | 94 100
G/Ref 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 80 | 90
wird fortgesetzt. . .
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... Fortsetzung
SQAM-Signal
o S I - B~ (> S -~ S = - S
2| 22|22, REN|NE S
Proband | 8 | B | & | B | & | & | 5| 5| & | 5
/Codec h || ;| B | ;| ;| ;| ;| ;| @]
G/Ank3 | 20 | 20 | 30 | 10 | 15 | 20 | 20 | 30 | 20 | 25
G/Ank7 | 30 | 20 | 70 | 30 | 20 | 25 | 20 | 30 | 20 | 30
G/Cod3 | 40 | 40 | 30 | 51 | 40 | 50 | 40 | 60 | 50 | 60
G/Cod4 | 76 | 80 | 80 | 88 | 69 | 80 | 85 | 86 | 100 | 100
H/Ref 95 | 96 | 93 | 100 | 100 93 | 100 | 100 | 100 | 93
H/Ank3 | 23 | 21 | 60 | 21 | 18 22 | 22 | 29 | 23 | 15
H/Ank7 | 34 | 37 | 76 | 34 | 37 44 | 35 | 53 | 55 | 37
H/Cod3 | 54 | 59 | 100 | 70 | 48 65 | 71 | 69 | 79 | 100
H/Cod4 | 100 | 100 | 80 | 93 | 93 100 | 97 | 95 | 89 | 83
I/Ref 100 | 95 | 100 | 100 | 100 | 100 | 95 | 100 | 95 | 90
I/Ank3 10 (15|30 | 10| 15 | 10 | 10 | 10 | 10 | 10
I/Ank7 30 | 30 | 64 | 20 | 25 | 20 | 25 | 25 | 25 | 20
I/Cod3 60 | 65 | 55 | 8 | 65 | 65 | 80 | 8 | 87 | 100
I/Cod4 95 | 100 | 95 | 95 | 100 | 95 | 100 | 90 | 100 | 95
J/Ref 100 | 100 | 92 | 100 | 84 90 | 88 | 71 | 77 | 70
J/Ank3 | 12 | 27 | 65 | 11 | 20 13 | 36 | 19 | 20 | 25
J/Ank7 | 24 | 39 | 73 | 38 | 34 54 | 59 | 51 | 48 | 42
J/Cod3 | 73 | 73 | 80 | 57 | 8 69 | 93 | 73 | 100 | 75
J/Cod4 | 59 | 60 | 100 | 81 | 100 100 | 100 | 100 | 70 | 100
K/Ref 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100
K/Ank3 | 10 | 23 | 40 5 15 5 15 | 15 | 10 | 10
K/Ank7 | 27 | 50 | 50 | 15 | 35 | 15 | 40 | 20 | 20 | 34
K/Cod3 | 70 | 97 | 60 | 90 | 96 | 80 | 90 | 94 | 98 | 96
K/Cod4 | 65 | 97 | 99 | 98 | 99 | 99 | 96 | 98 | 99 | 98
L/Ref 100 | 95 | 90 | 81 | 80 90 | 100 | 90 | 100 | 100
L/Ank3 0 0 50 0 0 0 20 | 20 0 0
L/Ank7 | 30 | 20 | 95 | 20 | 20 40 | 34 | 40 | 20 | 30
L/Cod3 | 80 | 80 | 100 | 100 | 70 61 | 75 | 95 | 80 | 80
L/Cod4 | 90 | 100 | 93 | 90 | 100 100 | 80 | 100 | 90 | 90
M/Ref 100 | 100 | 60 | 100 | 100 | 75 | 100 | 100 | 100 | 74
M/Ank3 | 20 | 22 | 50 | 20 | 17 | 24 | 24 | 25 | 24 | 21
M/Ank7 | 26 | 31 | 100 | 31 | 26 | 37 | 33 | 36 | 37 | 33
M/Cod3 | 61 | 57 | 71 | 61 | 66 | 66 | 60 | 72 | 62 | 100
M/Cod4 | 89 | 68 | 76 | 82 | 86 | 100 | 83 | 88 | 76 | 69
N/Ref 56 | 100 | 73 | 88 | 88 100 | 73 | 76 | 100 | 100
N/Ank3 | 32 | 20 | 100 | 11 | 17 15 | 31 | 19 | 17 | 14
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... Fortsetzung
SQAM-Signal

S s /|8 |88 T |5 | B3

= = = = = = = = = =

Proband | 8 | 8 | 8 | 5 | 5 | | % | % | % | 5
/Codec | & n nh | ;n || » n nh | n | »
N/Ank7 | 38 | 57 | 91 | 30 31 | 31 | 35 | 35 | 30 33
N/Cod3 | 89 | 82 | 50 | 100 69 | 84 | 8 | 93 | 74 93
N/Cod4 | 100 | 71 | 32 | 84 100 | 89 | 100 | 100 | 90 85
O/Ref 81 | 8 | 74 | 100 | 100 | 100 | 100 | 95 | 100 | 81
O/Ank3 | 29 | 34 | 82 | 20 | 21 | 22 | 40 | 30 | 20 | 20
O/Ank7 | 40 | 54 | 100 | 41 | 34 | 37 | 60 | 42 | 32 | 34
O/Cod3 | 51 | 69 | 60 | 74 | 52 | 80 | 70 | 90 | 87 | 100
0O/Cod4 | 100 | 100 | 54 | 86 | 66 | 71 | 90 | 100 | 78 | 95
P/Ref 100 | 100 | 85 | 100 100 | 100 | 100 | 84 | 90 100

P/Ank3 6 11 | 55 9 14 | 13 | 10 9 8 7
P/Ank7 | 14 | 30 | 100 | 14 31 | 27 | 26 | 18 | 13 17
P/Cod3 | 44 | 49 | 64 | 74 40 | 91 | 60 | 83 | 49 87

P/Cod4 | 86 | 77 | 88 | 89 83 | 96 | 86 | 100 | 100 70

Q/Ref 100 | 100 | 100 | 90 | 100 | 100 | 100 | 100 | 100 | 100
Q/Ank3 | 10 | 10 | 50 | 10 | 10 | 10 | 20 | 10 | 10 | 10
Q/Ank7 | 20 | 20 | 70 | 20 | 20 | 20 | 30 | 20 | 20 | 20
Q/Cod3 | 40 | 40 | 80 [ 100 | 30 | 40 | 75 | 60 | 60 | 70
Q/Cod4 | 70 | 80 | 90 | 95 | 80 | 80 | 90 | 80 | 90 | 90

R/Ref 100 | 100 | 100 | 93 100 | 100 | 91 | 100 | 100 100
R/Ank3 | 10 | 22 | 57 | 4 16 | 14 | 10 | 11 5 )

R/Ank7 | 20 | 32 | 89 | 9 42 | 15 | 21 | 27 | 12 18
R/Cod3 | 43 | 26 | 72 | 100 31 | 45 | 40 | 39 | 42 93
R/Cod4 | 62 | 96 | 100 | 100 90 | 85 | 100 | 90 | 8 93

S/Ref 100 | 100 | 65 | 100 | 100 | 100 | 100 | 95 | 97 | 100
S/Ank3 | 20 | 30 | 50 | 10 | O 20 | 30 | 20 | 10 | 10
S/Ank7 | 35 | 50 | 90 | 20 | 20 | 40 | 40 | 35 | 20 | 20
S/Cod3 | 80 | 60 | 90 | 95 | 80 | 90 | 95 | 81 | 80 | 90
S/Cod4 | 80 | 95 | 100 | 90 | 95 | 95 | 95 | 100 | 100 | 95

T/Ref 100 | 89 | 100 | 100 96 | 100 | 100 | 98 | 100 100
T/Ank3 | 7 14 | 51 5 7T 33| 12 | 4 3 4
T/Ank7 | 14 | 21 | 14 7 18 | 34 | 10 | 5 ) 7
T/Cod3 | 52 | 95 | 70 | 95 70 | 80 | 42 | 86 | 90 91
T/Cod4 | 92 | 100 | 99 | 99 100 | 96 | 95 | 100 | 93 98
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