
Knowl. Org. 46(2019)No.3 

Lielei Chen and Hui Fang. An Automatic Method for Extracting Innovative Ideas Based on the Scopus® Database 

171

An Automatic Method for Extracting Innovative  
Ideas Based on the Scopus® Database 

Lielei Chen*, Hui Fang** 

Nanjing University, School of  Electronic Science and Engineering, Nanjing 210023, China, 
*<542197681@qq.com>, **<fanghui@nju.edu.cn> (corresponding author) 

 

Lielei Chen received a bachelor’s degree in electronic and information engineering from Hohai University in 
Nanjing, China, in 2016. She is now a graduate student at the School of  Electronic Science and Engineering, 
Nanjing University. Her research interests include natural language processing and information science.  
 

Hui Fang received a bachelor’s degree in radio engineering (in 1990) and a master’s degree in signal processing 
(in 1993) from Southeast University in Nanjing, China, and the PhD in electroanalytical chemistry from Nanjing 
University in Nanjing, China, in 1998. He is now an associate professor at the School of  Electronic Science and 
Engineering, Nanjing University and is affiliated with the State Key Laboratory of  Analytical Chemistry for Life 
Science. His research interests include information processing, data mining, artificial intelligence, instruments 
and instrumentation, and bibliometrics. 
 

Chen, Lielei and Hui Fang. 2019. “An Automatic Method for Extracting Innovative Ideas Based on the Scopus® 
Database.” Knowledge Organization 46(3): 171-186. 74 references. DOI:10.5771/0943-7444-2019-3-171. 
 

Abstract: The novelty of  knowledge claims in a research paper can be considered an evaluation criterion for 
papers to supplement citations. To provide a foundation for research evaluation from the perspective of  inno-
vativeness, we propose an automatic approach for extracting innovative ideas from the abstracts of  technology 
and engineering papers. The approach extracts N-grams as candidates based on part-of-speech tagging and de-
termines whether they are novel by checking the Scopus® database to determine whether they had ever been 
presented previously. Moreover, we discussed the distributions of  innovative ideas in different abstract structures. 
To improve the performance by excluding noisy N-grams, a list of  stop-words and a list of  research description 
characteristics were developed. We selected abstracts of  articles published from 2011 to 2017 with the topic of  
semantic analysis as the experimental texts. Excluding noisy N-grams, considering the distribution of  innovative 
ideas in abstracts, and suitably combining N-grams can effectively improve the performance of  automatic inno-
vative idea extraction. Unlike co-word and co-citation analysis, innovative-idea extraction aims to identify the differences in a paper from all 
previously published papers. 
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1.0 Introduction 
 
Research evaluation is important for employing researchers, 
making grant decisions, and determining researcher promo-
tions (Kosten 2016). Currently, one widely recognized 
method is citation analysis. Articles with high numbers of  
citations reflect their contribution to a certain extent. How-
ever, the use of  citation-based indicators to evaluate re-
search is the subject of  much debate (Wu 2015). Those with 
low citations may also be valuable despite currently having 
little impact (Garfield 1972). Garfield (1979) questioned the 
rationality of  assessing the quality of  publications based on 
only the number of  citations. A research evaluation based 
solely on citations is not objective (Fiala et al. 2017). 

Innovation is considered to be the soul of  science; it 
promotes scientific research (Xu 2001), and the pursuit of  

innovation is closely related to social and scientific devel-
opment. Innovation embodies the creation, evolution, ex-
change, and application of  new ideas for the advancement 
of  society (Rogers 1993). Therefore, innovativeness can 
reflect the contribution of  individual scientific publica-
tions. To assess the innovativeness of  a research paper, we 
should first extract its innovative ideas. In the academic 
stratification system, peer review plays a central role in the 
evaluation of  academic work (Cole et al. 1974), and novelty 
is a major and frequently used criterion (Guetzkow et al. 
2004). However, automatically evaluating the innovative-
ness of  research remains difficult. 

Innovation is considered one evaluation criterion of  
scientific papers. Methods for identifying the original and 
innovative works of  research efficiently and accurately 
have been researched in recent years (Wieringa et al. 2006). 
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Existing innovation-idea identification methods for indi-
vidual papers are based on context features extracted or 
learned from manually judged documents. However, these 
methods can extract the ideas of  a paper whose authors 
believe the ideas are innovative, but in reality, have been 
proposed previously. To avoid this situation, we present an 
innovative-idea extraction method that checks a widely 
used document database to determine whether the ideas 
extracted from a paper are innovative. 

In this study, we performed an analysis based on a series 
of  aspects concerning innovative ideas, and as a result, we 
propose an automatic method for innovative-idea extrac-
tion that checks the innovativeness of  the ideas extracted. 
We combined N-gram extraction and web search tech-
niques to extract innovative ideas from papers without re-
quiring any domain corpus assembled by experts. We se-
lected abstracts of  articles published from 2011 to 2017 
with the topic of  “semantic analysis” as our experimental 
texts and considered ideas that had not been proposed pre-
vious to an article’s publication year as innovative. Through 
experiments, we investigated factors that could improve the 
performance of  this method and analysed the reasons caus-
ing defects in the method, thereby suggesting how the 
method can be further improved in future work. The pro-
posed method provides a foundation technique for future 
evaluation of  innovation in research papers. This work is 
an application of  knowledge organization research. 
 
2.0 Related work 
 
2.1 Types of  innovative ideas 
 
To support paper evaluation criteria in the requirements 
engineering field, Wieringa and others (2006) classified re-
search papers into six classes: “evaluation research,” “pro-
posal of  solution,” “validation research,” “philosophical 
research,” “opinion papers,” and “personal experience pa-
pers.” Among these classes, “proposal of  solution” and 
“philosophical research” papers generally contain novel 
and original technologies or concepts. Frame (2008) di-
vided technology innovations into the following three 
types: “derivative” (an extension of  existing technology), 
“platform” (a new application of  existing technology), and 
“breakthrough” (an entirely new technology). Mullins, 
Snizek, and Oehler (1988) proposed an analysis of  inno-
vation evaluation based on the structure of  scientific pa-
pers (i.e., introduction, methods, and results). Based on 
that research, Dirk (1996) described a research work as a 
combination of  established (E) or new (N) elements of  
“theory-methods-results” and suggested eight types to 
evaluate the novelty of  original work, ranging from E-E-E 
(established theory—established methods—established 
results) to N-N-N (new theory—new methods—new re- 

sults). This typological assessment was recommended for 
performing peer reviews of  innovation (Dirk 1999). 
 
2.2 Structure of  abstracts 
 
Mullins and others (1988) proposed an analysis of  innova-
tion evaluation based on the structure of  scientific papers, 
including the introduction, methods, and results. 

Abstract writing guidelines have been studied to im-
prove the quality and consistency of  abstracts. Milas-
Bracović and Zajec (1989) suggested using the IMRAD for-
mat for an abstract, that is, introduction (I), methods (M), 
results (R), and discussion (D). Endres-Niggemeyer (1998) 
defined five moves—background (B), purpose (P), meth-
odology (M), result (R), and discussion (D)—that consti-
tute the abstract of  research articles. By investigating ab-
stracts from a variety of  journals, researchers revealed sev-
eral most-frequent abstract elements. Hartley and Betts 
(2009) showed that most paper abstracts in the social sci-
ences included the goals, methods, results, and conclusions. 
Jamar, Šauperl and Bawden (2014) demonstrated that the 
most common combination of  structural elements in the 
abstracts of  technical sciences papers is moves B-M-R. 
Cross and Oppenheim (2006) found that moves M and R 
were present in all experimental abstracts. 

By using this five-move framework, Kanoksilapatham 
(2013) provided a linguistic characterization of  infor-
mation presented in abstracts. The study indicated that 
move B functions by preparing the topic focus for readers 
and by highlighting the importance of  topics using words 
or phrases such as “challenging,” “increasingly important,” 
and “improve” or by introducing the current development 
of  the topic with present tense verbs such as “are,” “is,” 
“can,” and “exhibit.” Move P usually follows move B and 
is explicitly stated. The phrase “this study” is commonly 
found in this move, and the present tense, in active or pas-
sive voice, is preferred. Move M is typically expressed using 
research activity verbs such as “were conducted,” “was 
tested,” “estimated,” and “included” when the subject of  
the research is an experiment or algorithm. To express 
move R, the verbs “show” and “find” in either present or 
past tense are usually used. In move D, phrases such as 
“were attributed,” “is estimated,” and “should consider” 
are used to discuss the implications, significance, interpre-
tations, and explanations of  the results and findings. 
 
2.3 Terminology extraction and the Stanford Parser 
 
Terminology extraction methods mainly include linguistic 
(Chen and Cshen 1994; Justeson and Katz 1995), statistical 
(Church and Hanks 1990; Smadja 1993), and hybrid ap- 
proaches (Bounhas and Slimani 2009; Maynard and Ananja- 
dou 1999; Oliver and Vàzquez 2015). Linguistic ap- 
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proaches utilize the linguistic features of  sentences such as 
parts of  speech and structure to identify terms. Statistical 
approaches consider statistical indicators such as term fre-
quency, mutual information variants, co-occurrence, TFIDF 
(term frequency–inverse document frequency), and other 
methods to measure the association of  terms. Recent termi-
nology extraction methods combine terminology extraction 
methods with statistical approaches into a hybrid method to 
achieve better performance. Hybrid measures first utilize 
linguistic analysis to extract all candidates and then apply sta-
tistical analysis for further selection. 

Software including Word Segmenter, EnglishTokenizer, 
and Parser, developed by the Stanford Natural Language 
Processing Group, has been widely used in natural language 
processing (NLP) research (https://nlp.stanford.edu/soft-
ware/). Here, we used the Stanford Part-Of-Speech Tagger 
(POS Tagger) (Toutanova et al. 2003) as a part-of-speech 
annotation tool to analyse sentences. POS Tagger assigns 
parts of  speech to each word using tokens such as noun 
(NN), verb (VB), and adjective (JJ). The tag set in Table 1 
shows thirty-six POS tags used by Stanford POS Tagger 
(Taylor et al. 2003). 
 
2.4 Innovative idea extraction 
 
Innovation is an unusual recombination of  prior know- 
ledge (Nelson and Winter 1982; Basalla 1988; Weitzman  
 

1996; Fleming 2001). The identification of  innovative 
ideas in the scientific literature can be classified into those 
at sentence-level and at phrase-level based on the extrac-
tion unit (Wen, Xu, Lai and Wen 2005; Leng et al. 2013). 
There are two primary categories of  extraction technol-
ogy: feature-based methods (Wen, Wen, Xu and Pan 2005) 
and machine learning methods (Freitag 1998). 

Feature-based methods use the linguistic features of  the 
sentences in which the innovative ideas are located to ex-
tract the candidates. Dahl (2008) constructed a list of  lin-
guistic features that potentially indicate new research con-
tributions to identify knowledge claims automatically. Wen, 
Wen, Xu and Pan (2005) established the information rela-
tionship between innovation and knowledge claims; thus, 
a feature-based knowledge spectrum was aggregated by re-
lated sentences to extract innovative ideas. However, one 
limitation of  this method is that the feature-based rules are 
constructed manually by linguistics experts. In addition, 
the selected features and the rule formulations cannot 
cover all the linguistic phenomena of  the target text. 

Machine learning methods primarily create rules by 
learning a pre-annotated corpus. Experts in fields initially 
annotate the corpus using certain specifications; subse-
quently, a system trained on that corpus handles new texts 
automatically (Leng et al. 2013). Soderland (1997) pro-
posed a knowledge extraction system that used covering 
algorithms and assembled a set of  text analysis rules.  
 

Tag Part of speech Tag Part of speech 

CC Coordinating conj. PP$ Possessive pronoun 

CD Cardinal number RB Adverb 

DT Determiner RBR Adverb, comparative 

EX Existential there RBS Adverb, superlative 

FW Foreign word RP Particle 

IN Preposition SYM Symbol 

JJ Adjective TO Infinitival to 
JJR Adjective, comparative UH Interjection 

JJS Adjective, superlative VB Verb, base form 

LS List item marker VBD Verb, past sense 

MD Modal VBG Verb, gerund/present pple 

NN Noun, singular or mass VBN Verb, past participle 

NNS Noun, plural VBZ Verb, 3rd ps. sg. present 

NNP Proper noun, singular VBP Verb, 3rd ps. sg. present 

NNPS Proper noun, plural WDT Wh-determiner 

PDT Predeterminer WP Wh-pronoun 

POS Possessive ending WP$ Possessive wh-pronoun 

PRP Personal pronoun WRB Wh-adverb 

Table 1. Part of the speech tag set used in the Stanford POS Tagger. 
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Huang and others (2012) transformed the problem of  in- 
novation extraction into a classification problem. Classifi-
cation features such as word frequency, sentence length, 
and verb characteristics were selected to train the classifier. 
A machine learning method is faster than a manual method 
but requires sufficient training data. In addition, these su-
pervised learning methods require manual training set an-
notation, and the system’s performance is affected by the 
marked corpus. 

These methods extract potentially innovative ideas 
from paper abstracts but do not validate whether the ex-
tracted ideas are truly innovative. For example, the authors 
of  a paper might deem their work to be innovative even 
though such work had been previously proposed, because 
the authors had not read the related previous paper. Thus, 
they describe the work as innovative using the linguistic 
features usually used to introduce innovative ideas. No 
matter how well the existing innovation extraction meth-
ods perform, they will identify such work as innovative 
when it is not. To ensure that the ideas extracted are inno-
vative, we propose an automatic approach that combines 
N-gram extraction and web search techniques to extract 
and identify the innovative ideas of  scientific papers. We 
used the Scopus® database as the official corpus to iden-
tify the extracted ideas. Our main contribution is to pro-
vide the foundation for a scientific paper content analysis 
and evaluation system. 
 
3.0 Innovative ideas in research papers 
 
The innovative ideas in research papers considered here 
are the ideas that have not appeared in previously pub-
lished papers. Authors of  research papers need to demon-
strate that their works are rational. Therefore, they prefer 
to use terminology that is known. Otherwise, it is difficult 
for researchers to use academic papers to communicate. 
Authors also need to express the differences between their 
work and existing studies, as is the case for the examples 
given in the last paragraph of  this section. 

Here, innovative ideas are extracted according to their 
novelty, and they range from very small new ideas to major 
innovations. This pilot work aims to establish a convenient 
and reliable method to extract innovative ideas from re-
search papers, and thus, the developed method provides 
innovative ideas for future works to further grade them. 

The present work extracts the innovative ideas of  a pa-
per at the word level. Some were expressed by a single 
phrase, such as probabilistic latent semantic analysis 
(PLSA) in the paper by Hofmann (1999). Some of  the 
other innovative ideas were expressed as a combination of  
two or more phrases. These phrases may be technologies 
presented before the paper was published or may be appli-
cations of  existing technologies, indicating that many re- 

search studies were built upon previous endeavours. For 
example, Li and others (2016) first combined the Biterm 
topic model and K-means clustering algorithm when they 
sought to discover topics from blogs. In another example, 
Recchia and Louwerse (2016) applied cognitive science ap-
proaches to Indus script to estimate the provenance of  ar-
tefacts with unknown origins (the geographic origin of  ar-
tefacts from the Indus Valley Civilization), an application 
of  this technique that had not been previously proposed. 
 
4.0 Data and methodology 
 
Our innovative-idea extraction method was limited to the 
abstracts of  each scientific paper; we did not analyse the 
full texts for the following reasons: 1) an abstract can rep-
resent the important content of  the paper (Salager-Meyer 
1990), and a well-written abstract can be considered key to 
understanding the original argument (Swales 1990). There-
fore, the abstract can be employed as a summary of  the 
main work of  the whole research; 2) because abstracts are 
much shorter in length than the full text, judging innova-
tive ideas from the abstract corpus is an efficient approach; 
3) an English-language abstract can help overcome lan-
guage barriers (Cross and Oppenheim 2006; Small et al. 
2014). Many articles written in other languages also pro-
vide an English-language abstract containing the central 
themes to widen readers’ access to research; and, 4) access 
to the full texts of  papers is often restricted for some jour-
nals; however, the abstracts of  papers are always freely ob-
tainable if  the institution subscribes to a document data-
base such as Scopus® that indexes the journals in which 
the papers appeared. Therefore, using abstracts broadened 
the scope of  our investigation. 

In this pilot work, we limited our investigation to tech-
nology and engineering papers, because the abstracts of  
theoretical research papers often include analysis that in-
terferes with automatically extracting innovative ideas; 
thus, automatically extracting innovative ideas from ab-
stracts of  technology and engineering papers is both more 
probable and simpler. Automatically extracting innovative 
ideas from theoretical research papers will be attempted in 
future studies. Specifically, we used semantic analysis pa-
pers to test our method, because it is not difficult for us to 
understand the content of  papers in this area. 

Papers on semantic analysis (excluding theoretical re-
search papers) were used to exemplify the presented auto-
matic innovative-idea extraction method. We downloaded 
1,663 abstracts from Scopus®, limited to those whose title, 
abstract, or keywords contained “semantic analysis,” whose 
publication year was from 2011 to 2017, and whose docu-
ment type was article or article in press. Our research objec-
tive addresses engineering papers. Therefore, we identified 
1,014 articles that do have certain engineering innovation 
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and excluded reviews, questionnaire analyses, comparisons 
of  existing methods, and specific technology evaluations. 

Ideas within a paper include what the authors intended 
to do and how they did it. As most papers published cur-
rently report positive results, ideas within a paper comprise 
not only what its authors intended but also what they 
achieved to do, including the purpose, technology, applica-
tion, etc. The knowledge organization theory (Smiraglia and 
van den Heuvel 2013) shows that works are made up of  
ideas and that ideas are made up of  concepts, which can be 
expressed by words. The expressions and applications of  
concepts have been extensively researched. Interested read-
ers can refer to reviews (e.g., Dahlberg 2006; Hjørland 2017; 
Kleineberg 2017; Arboit 2018; Mazzocchi 2018) and the ref-
erences therein. Therefore, our work automatically extracted 
innovative ideas at the word-level, that is, we extracted the 
N-grams that reflect the main content of  the article and 
then judged whether the work is innovative. An N-gram is a 
contiguous sequence of  N items; here, an N-gram is defined 
as a noun phrase, because the main concepts of  sentences 
are carried primarily by noun phrases (Kamp 2008). N refers 
to the number of  words the noun phrases contain; it is var-
iable and determined by the extraction results of  the Stan-
ford POS Tagger. 

We evaluated the performance of  the automatic innova-
tive-idea extraction method by comparing its results with 

manual judgements. The two authors of  this work read the 
abstracts, provided their judgements on the research inno-
vations in the corresponding papers, and retrieved the ideas 
using Scopus® to determine whether the ideas had emerged 
previously. We eliminated any disagreements by discussion 
to construct a final standard for assessing the automatic in-
novative-idea extraction method developed below. This te-
dious work was time consuming and limited the number of  
abstracts that could be used in the experiment. 

We define φ(a) as the set of  innovative ideas extracted 
by the automatic approach and φ(b) as the standard set 
based on the manual judgements used for comparison. 
Here, φ(a) contains three subsets: φ(a1) is the subset of  in-
novative ideas that are completely included in the standard, 
i.e., φ(a1) = φ(a) ∩ φ(b); φ(a2) contains synonyms or differ-
ent expressions of  the elements in φ(b), and φ(a3) consists 
of  noise candidates. The metrics used to evaluate the per-
formance of  the method are recall and precision. Recall is 
the proportion of  the manually judged innovative ideas ex-
tracted by the automatic method, which can be notated as 
Recall = |φ(a)  φ(b)|/φ(b). Precision is the proportion of  
the automatically extracted innovative ideas that match the 
artificially judged standard or their synonyms—in other 
words, Precision = |φ(a1)  φ(a2)|/φ(a). 

Figure 1 shows that the automatic innovative-idea ex-
traction method consists of  the following four steps: 

Extracting N-grams 
using POS Tagger 

Input 

Abstract of rese-
arch paper 

N-grams of the abstract 

Excluding noise ba-
sed on a stop-word 

corpus 

Filtered N-grams 

Combining N-grams for further 
potential innovative ideas 

candidates 

Filtered N-grams and their combinations 

Finding innovative ideas by 
checking the candidates u-

sing Scopus® database 

Output 

Innovative ideas 
of the input paper 

Figure 1. Flowchart of  the automatic innovative-idea extracting method. 
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1)  Extracting N-grams from each abstract using POS Tag-
ger, provided by the Stanford Natural Language Pro-
cessing Group; 

2)  Excluding noise based on a stop-word corpus, extended 
from the work of  Liu and others (2015), and excluding 
N-grams not included in move P or move M; 

3)  Combining two N-grams if  necessary; 
4)  Checking the extracted N-gram candidates using the 

Scopus® database to determine whether they represent 
innovative ideas. 

 
More details of  these four steps are explained below. 
 
4.1 N-gram extraction 
 
In the first step, we used the Stanford POS Tagger for POS 
tagging and extracted all the N-grams, excluding symbols, 
markers, numbers, special characters and tokens, which were 
tagged for example as personal pronouns (PRP) and deter-
miners (DT). For the reasons explained above, the N-grams 
here were confined to noun phrases; thus, the extracted N-
grams should be expressed and tagged as the following 
forms: 
 
– A sequence of  nouns (e.g., “collection,” “text classifica-

tion,” “information retrieval technology”) 
– Noun-grams following one or several adjectives (e.g., 

“conceptual representation,” “salient semantic analysis”) 
– “Noun-grams” with “adjective-grams” and the conjunc-

tion “and.” This type of  N-gram should be divided into 
two N-grams, because the conjunctions can be noise 
when retrieved from the database. There are two dividing 
situations: 
a)  N-grams expressed as “adjective-gram(s) noun-

gram(s)1 and noun-gram(s)2” should be divided into 
“adjective-gram(s) noun-gram(s)1” and “adjective-
gram(s) noun-gram(s)2.” For example, the N-gram 
“characteristic extraction and detection” should be di-
vided into “characteristic extraction” and “character-
istic detection.” 

b)  N-grams expressed as “adjective-gram(s)1 and adjec-
tive-gram(s)2 noun-gram(s)” should be divided into 
“adjective-gram(s)1 noun-gram(s)” and “adjective-
gram(s)2 noun-gram(s).” For example, the N-gram 
“geo-tagged and time-tagged data” should be divided 
into “geo-tagged data” and “time-tagged data.” 

 
4.2 Noise exclusion 
 
The last step obtained an N-gram set from each abstract. 
However, this set includes some descriptive adjectives and 
words that do not carry pertinent information and that are 
used only for writing and thus are not ideas. For example, 

the N-grams “ubiquitous network text,” “proposed machine 
learning algorithm,” and “well-known retrieval algorithm” 
contain adjectives such as “ubiquitous,” “proposed” and 
“well-known” that should be removed when they are the 
first words of  N-grams, because they do not express an in-
novative idea. For the same reason, certain nouns such as 
“sample,” “method,” and “approach” should be removed 
when they are the last term of  an N-gram. In addition, cer-
tain writing words with low information that can be used in 
papers in many domains should also be removed. Examples 
are “algorithm,” “framework,” and “importance,” which 
contain low or no specific concept information when used 
alone for writing purposes. 

Liu and others (2015) assembled a set of  noun-phrase 
filtering terms for the same purpose. Here, we extended 
their set and assembled two sets of  stop-words—descriptive 
adjectives and terms used for writing purposes. Table A1 
shows the descriptive adjective stop-words. When one such 
adjective is the first term of  an N-gram, we remove it and 
retain the remaining words in the N-gram for subsequent 
steps. Table A2 shows two types of  writing phrase stop-
words. 

In addition, some concepts are used in abstracts for enu-
meration following the phrase “such as.” When a sentence 
has an “A such as B, C and D” structure, the concepts B, C 
and D are generally attached to A. The focus of  this sen-
tence is concept A. If  B, C and D are important, there 
should be other sentences describing them. Therefore, we 
can ignore B, C and D if  they are not described elsewhere. 
Texts also contain concepts used for comparison following 
the characterization of, for example, “other,” “different 
from,” “unlike,” and “in contrast to.” The concepts listed 
after these characterizations are not the main idea of  the ab-
stract and thus should also be removed. For example, in the 
sentence, “This paper introduces the construction of  the 
Semantic Lexicon of  Dermatology by using the theory and 
technology of  Natural Language Processing (NLP) which 
can provide the database, such as automatic semantic analy-
sis, word sense disambiguation, for NLP” (Zhou et al. 2016), 
the concepts following “such as” consist of  an enumeration 
of  NLP technology, which is not the focus of  the sentence. 
In the sentence, “Unlike some traditional forecasting model 
based on several movie-related features, this paper compre-
hensively utilizes the real-time social media, microblog, to 
realize a more accurate weekly box office forecasting 
model” (Chen et al. 2016), the concepts following “Unlike” 
are existing technology used for comparison purposes and 
should be removed. 

In addition, in the experiment, we found that the ideas 
are mainly distributed in the move P and move M portions 
of  an abstract. The phrases listed in Table 2 are the char-
acterizations that mark the sentence as the beginning of  a 
research description and appear after move B, while the 
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phrases listed in Table 3 are the characterizations that mark 
the sentence as the beginning of  move R or the end of  the 
research description. The proposed method excludes N-
grams that are not included in move P and move M. 
 
4.3 N-gram combination 
 
Considering that some innovative ideas are expressed as a 
combination of  N-grams, we applied a rule-based approach 
to combine certain N-grams from the filtered N-gram set. 
Appertaining means that purpose and meaning occur to-
gether in one sentence (Thorleuchter 2008); thus, such in-
novative ideas might be represented by a combination of  
certain concepts that occur together in the same sentence. 
Therefore, we combine two filtered N-grams that are not 
new methods or concepts but are adjacent in a sentence that 
contains “of,” “to,” “with,” “by,” “for,” or a characterization 
word such as “based,” “utilize,” “apply,” “combine,” “and,” 
or “conducted” (Liu et al. 2015) and use the combination as 
a new N-gram in the following step. 

We created this combination rule for two reasons. First, 
the association between elements in a sentence is stronger 
than associations in different sentences (Thorleuchter 
2008), and within a sentence, the association is stronger 
between adjacent elements than between non-adjacent 
ones. Second, combination rules should be highly efficient, 

because there is a usage limitation per week for one Sco-
pus® API key (see the next sub-section). Suppose one sen-
tence contains M N-grams that must be combined. There 
would be M × (M – 1)/2 combinations between any two 
N-grams but only M – 1 combinations based on our rule 
(combining only adjacent N-grams). The number of  com-
bined N-grams of  the former is M/2 times the latter. 
 
4.4 Innovation judgement of  N-grams 
 
From the aforementioned steps, we now have a set of  N-
grams with filtered individual and combined concepts that 
must be classified into innovative ideas or existing con-
cepts. The criterion used to judge these ideas as innovative 
ideas is that the idea should not have been previously pro-
posed. We used all the abstracts collected by the Scopus® 
database as a corpus and retrieved the N-gram candidates 
from the Scopus® database automatically using the Sco-
pus® application programming interface (API) to deter-
mine whether they were innovative ideas. 

The combination of  terms in Section 4.3 was realized 
in this step. For example, to check whether the combina-
tion of  the Biterm topic model and K-means clustering 
algorithm in the study by Li and others (2016) is an inno-
vative idea, we conducted a search of  the two terms with 
the “and” operation in Scopus®. 

are designed; are developed; are presented; are proposed; are shown;  
design/methodology/approach;  
is designed; is developed; is presented; is proposed; is shown;  
materials and methods; methods/methods;  
our; 
the article; the article here; the paper; the present; the study; this article; this context; this contribution; this letter; this 
paper; this present; this publication; this research; this study; this work;  
was designed; was developed; was presented; was proposed; was shown;  
we; were designed; were developed; were presented; were proposed; were shown 

Table 2. Characterizations in sentences that indicate the beginning of  a research description. 

analysis revealed that; as result; are demonstrated; 
comparative experiments; comparison experiments; conclusion; conclusions; contrast experiment;  
evaluation experiments; evaluation show; experimental data shows; experimental results; experimental study; experi-
ments demonstrate; experiments on; experiments reveal; experiments show; experiments were performed; 
final conclusion; findings -; findings; findings indicate; for evaluation; for evaluation;  
in experiment; in experiments; in sum; is evaluated; is demonstrated; 
our experiment; our result;  
perform experiments; practical experiment; promising result;  
result; result achieved; result indicates that; result proves; results:; results are compared to; results demonstrate; results 
provide; results show; results show that; experimentation showed that that; results suggest;  
shows comparable performance; simulated experiment; 
the experiment; to illustrate; test showed that;  
was tested; we demonstrate; was evaluated; we evaluate; we perform; when compared to 

Table 3. Characterizations in sentences that indicate the end of  a research description. 
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Scopus® APIs allows researchers to integrate content 
and data from the Scopus® database into their own websites 
and applications. Curated abstracts and citation data of  all 
scholarly journals indexed by Scopus®, Elsevier’s abstract 
and citation database, can be retrieved using Scopus® APIs 
(https://dev.elsevier.com/sc_apis.html/). There is an API 
key for each API, and there is a usage quota enabled for each 
API key per week (https://dev.elsevier.com/api_key_set-
tings.html/). The quota for our abstract retrieval here is 
10,000 per week (i.e., we can send up to 10,000 retrieval re-
quests every week to Scopus® using our API key). 

When using the Scopus® APIs to automatically retrieve 
extracted N-grams from the Scopus® database to judge 
whether the N-grams are innovative, we limited the re-
trieval scope to abstracts with publication dates before the 
publication year of  the paper inspected. For a candidate 
idea in the abstract of  a paper inspected (Pins), if  no ab-
stract of  a paper published before the year of  the publica-
tion of  Pins mentioned the candidate idea, the idea was 
classified as innovative. Here, we checked whether an idea 
is innovative using the Scopus® platform rather than Web 
of  Science, because we have not found any API for the 
latter platform. 
 
4.5 An example 
 
Here, we exemplify the proposed method with the follow-
ing paper: “Dai, W, You, Y, Wang, W, Sun, Y, Li, T. (2011) 
Search engine system based on ontology of  technological 
resources. Journal of  Software, 6(9): 1729-1736.” Its abstract 
is as follows: 
 

Internet has become a huge and updating information 
warehouse, and provides a new source for us to build 
a well technological resources sharing system to sup-
port our research work and development activities. 
However, the technological resources on Internet is 
usually diverse, professional and complex. They are 
difficult to be retrieved precisely and completely by 
traditional search engines. This paper proposed a new 
search engine system based on ontology of  techno-
logical resources. In that system, a database with on-
tology knowledge warehouse was designed to store all 
related conceptions and the relationships of  techno-
logical domains. By semantic analysis of  users' queries 
and a heuristic search, the expected technological re-
sources can be retrieved more precisely and com-
pletely to satisfy their intentions. 

 
The N-grams extracted from its abstract are as follows: In-
ternet, information warehouse, new source, technological 
resources sharing system, research work, development ac-
tivities, technological resources, traditional search engines, 

paper, new search engine system, ontology, technological 
resources, system, database, ontology knowledge ware-
house, related conceptions, relationships, technological do-
mains, semantic analysis, queries, heuristic search, techno-
logical resources, intentions. 

After excluding noise and the N-grams not in move P or 
M, we obtained the following N-gram candidates: search 
engine system, ontology, technological resources, ontology 
knowledge warehouse, technological domains, semantic 
analysis, queries, heuristic search, technological resources, 
intentions. 

Using the combination strategy mentioned in Section 
4.3, we added the following combined N-grams to the N-
gram candidates: “search engine system and ontology,” 
“ontology and technological resources,” “semantic analysis 
and queries,” “queries and heuristic search,” “heuristic 
search and technological resources.” 

By retrieving the N-gram candidates from the Scopus® 
database automatically using the Scopus® API, we found 
that the following N-gram candidates had not appeared in 
the publication year of  the example paper: “ontology 
knowledge warehouse,” “heuristic search and technological 
resources.” 

Obviously, the combination N-gram candidate “heuris-
tic search and technological resources” is not a specific in-
novative idea and is an error in the results. Building an on-
tology knowledge warehouse as a database that includes all 
related conceptions and relationships of  the technological 
domain as the query conditions is an innovative idea (alt-
hough it is a small new idea) in this example paper for pre-
cise and complete retrieval. 
 
5.0 Results 
 
From the 1,014 abstracts used in the experiment, 4,399 N-
grams were finally extracted and classified automatically as 
innovative or non-innovative ideas by our method. In addi-
tion, 2,295 manually judged innovative ideas were used as 
the standard for evaluating the method. Among the 4,399 
extracted innovative ideas, 2,272 matched the manually 
judged innovative ideas; thus, the precision was 51.6%. 
Among the 2,295 innovative ideas judged manually, 1,991 
were extracted by the automatic method; thus, the recall was 
86.8%. 
 
5.1 Effects of  noise exclusion 
 
When stop-words and the terms for enumeration and 
comparison were not excluded, more resulting N-grams 
appeared combined with these stop-words and terms as 
noise, but they were classified as innovative ideas automat-
ically, which reduced the precision to 35.8%. 
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5.2 Mistakes of  data and POS Tagger  
 
Spelling mistakes in the original abstracts and the errors by 
the POS Tagger made during the N-gram extraction process 
using the Stanford NLP tool also reduced the performance 
of  our method. Across all 1,014 of  the experimental ab-
stracts, seventy-three text mistakes were found, and exam-
ples of  them appear in Table 4. Additionally, the POS Tag-
ger made forty-five errors, and examples of  these errors are 
listed in Table 5. When these mistakes and the subsequent 
noise combinations are included, the precision decreases to 
49.8%. These errors prevented the extraction of  three com-
bined innovation ideas, which reduced the recall to 86.6%. 
 
5.3  Location distribution of  innovative ideas  

in abstracts 
 
As shown in Table 6, when the text to be processed con-
tained move B but does not contain move R, 5,780 N-grams 

were classified as innovative ideas by the automatic extrac-
tion method, reducing the precision to 39.4%. When the 
text to be processed contained move R but not move B, 
5,681 N-grams were classified as innovative ideas automati-
cally, reducing the precision to 40.1%. Only four and five 
abstracts mentioned innovative ideas in moves B and R, re-
spectively. Recall increases slightly when the method consid- 
ers move B or R, as shown in Table 6. The results show that 
limiting the text to be processed to that occurring between 
move B and move R excludes much interference and im-
proves the efficiency and accuracy of  our work. 

Table 6 shows the compared results of  our experiments 
as discussed above. Because of  the rule of  combining two 
adjacent N-grams in the same sentence, when stop-words 
are not excluded, they sometimes prevent the combination 
of  the two surrounding technology concepts; thus, these 
instances miss the chance to be judged as innovative ideas. 
Without removing stop-words, recall decreased to 80.3%. 
In addition, without combining two adjacent N-grams, 

Errors Correct 
timesequential images time sequential images 

bag-of- word model bag-of-word model 

shot segmentationsin videos shot segmentations in videos 

spectralanalysis spectral analysis 

weightestimation algorithms weight estimation algorithms 

machine learning techniques In this study machine learning techniques. In this study 

models word sense disambiguationand models word sense disambiguation and 

event relation ship event relationship 

automated semantic analyses.We automated semantic analyses. We 

manyanonymity algorithms many anonymity algorithms 

concept-basedand concept-based and 

Table 4. Examples of  textual errors in the original abstracts. 

No Sentence Term Wrong 
POS 

Correct 
POS 

1 help the government offer more effective assistance offer NN VB 

2 guide the lexicographer through his/her task his/her NN PRP 

3 performance benefits from a syntactic-based definition benefits NNS VB 

4 link identification numbers with a semantic enrichment process link NN VB 

5 The PAM first extract the dominant color compositions 
first  
extract 

JJ 
NN 

RB 
VB 

6 The BIOMedical Search Engine Framework search VB NN 

7 (PLSA) method is developed to leverage attribute information leverage NN VB 

8 
develop a lexical database of  Punjabi verbs leveraged in the form of  a 
dictionary of  verbs leveraged NN VBN 

Table 5. Examples of  POS Tagger errors. 
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precision increased to 56.7% because of  the reduction in 
noisy combinations, but recall decreased to 37.1%.  
 
6.0 Discussion 
 
 This paper introduced an automatic approach to extract 
innovative ideas from the abstracts of  technology and en-
gineering research papers. The results show the feasibility 
and effectiveness of  the method; however, its perfor-
mance can still be improved. 

One challenge is that the performance of  the innovative-
idea extraction method depends to some extent upon the 
quality of  the abstracts. One type of  quality in abstracts in-
volves clarity of  presentation (Timmer et al. 2003). Ab- 
stracts that clearly, concisely, and unambiguously present the 
main points of  the research are ideal targets for our work. 
In reality, most of  the abstracts used in this study proved to 
be sufficiently good to achieve the novelty extraction pur-
pose, but there were some unsatisfactory examples for 
which the extraction failed. In addition, some unstructured 
abstracts lack obvious characteristics to identify the portion 
that describes the central work of  the research. For example, 
some abstracts do not contain the features often used in the 
first sentence of  the result or comparison descriptions of  
the research in abstracts, such as “experimental result” (see 
Table 3), which resulted in noise candidates and reduced the 
precision. 

Synonymy caused by different authors’ writing styles is 
also a significant challenge in our work. Synonymy means 
that meanings can be expressed in several different forms 
(Miller et al. 1990), which leads to a problem in automati-
cally judging innovative ideas; an N-gram in an abstract 
may be an alternative expression of  an existing concept. 
However, the retrieved result for that N-gram from Sco-
pus® indicates that it had not been previously proposed 
before the paper’s publication; thus, the N-gram is mistak-
enly identified as innovative. For example, “latent context 
features” (Ren and Wang 2016) has the same meaning as 
“context-based latent features;” however, the former ex-
pression could not be retrieved from Scopus® before the 
paper’s publication year; thus, the method misjudged this 
candidate as an innovative idea. Synonyms led to the great- 

est reduction in the method’s precision. Therefore, we plan 
to introduce Wordnet (Miller et al. 1990) into future work 
to reduce the negative influence of  synonyms. 

The unique experimental tools, data, or platforms used 
in some research also form noise that reduced the preci-
sion. For example, Ben Aouicha and others (2016) ex-
ploited seventeen datasets for semantic similarity purposes 
and semantic relatedness evaluation. These datasets, in-
cluding RG65, MC30, AG203, etc., had not been used in 
other research based on Scopus® retrieval, and, therefore, 
they were automatically classified as innovations by our 
method. Although using these seventeen datasets can be 
considered novel research to some extent, they are not in-
novative ideas by themselves, and including them increases 
the number of  noise candidates and reduces precision. 

One shortcoming of  the method is the rule of  combin-
ing only two adjacent N-grams in one sentence to express 
the potential innovative ideas. This limitation might miss 
innovative ideas that combine three or more technologies, 
that are described in several steps in different sentences, or 
that are represented as two non-adjacent concepts. For ex-
ample, Renu and Mocko (2016) aimed to enable retrieval 
and knowledge sharing of  text-based assembly process 
plans, and one innovative idea of  their research lies in com-
bining the four text-mining algorithms “word overlap,” 
“Jaccard score,” “term frequency-inverse document fre-
quency,” and “latent semantic analysis;” however, this in-
novation cannot be extracted when only two N-grams are 
allowed to be combined. Another example is Yuan and 
others (2016), who introduced an approach to analyse and 
model relationships among image sequences and key pos-
tures. They described their work in four steps. Our auto-
matic method does not extract innovative ideas reflected 
in a combination of  several steps proposed in different 
sentences. To address this problem, in future research, we 
will attempt to both combine N-grams efficiently from 
one sentence and concepts emerging in different sen-
tences. 

Another shortcoming of  the combination of  N-grams 
is that due to the search quota limitation of  the Scopus® 
API, we did not recheck the retrieved results from Sco-
pus®. Our method retrieves a combined concept using a 

Process Precision Recall 

Without removing stop-words 35.8% 80.3%

Including textual and parser tool errors 49.8% 86.6%

Containing text to be processed before move B 39.4% 86.9%

Containing text to be processed after move R 40.1% 87.0%

Without combining adjacent N-grams 56.7% 37.1%

Final result with 4 improvement steps 51.6% 86.8%

Table 6. Precision and recall of  the proposed method under different conditions. 
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strategy that relates its two terms using the operator 
“AND;” this approach returns all the abstracts that include 
the two N-grams. However, the two terms can appear in 
different sentences in some result abstracts; thus, the asso-
ciation of  those two terms might be weak in those ab-
stracts. The Scopus® retrieval rules allow researchers to 
use a location qualifier operator to limit the distance be-
tween two search terms in the abstract to a specific value. 
This capability is beneficial for limiting the two terms to 
one sentence. However, with this limitation, the retrieval 
results might miss similar work describing the combined 
concepts in different sentences. In the future, to improve 
the accuracy of  the results, we plan to recheck the retrieval 
results by inspecting the association of  the concepts in-
cluded in combination candidates in the returned abstracts. 

There is another reason for rechecking the returned ab-
stracts in the future version of  the method. There are two 
types of  rules for retrieving N-grams in Scopus®: exact 
match and approximate match. Exact match uses braces 
({}) around the phrase to be retrieved, and the results must 
contain the exact phrase that occurs between the braces. 
Approximate match uses quotes (“”) around the phrase to 
be retrieved, and in this case, the results contain the adja-
cent words of  the phrase but might also contain punctua-
tion between them. In addition, when an approximate 
match uses the singular form of  a word in the strategy, the 
results may include its singular, plural, and possessive 
forms for most words. Thus, we use approximate match in 
our method, because doing so can reduce omissions 
caused by different word forms. However, because the ap-
proximate match method ignores punctuation, when we 
retrieve the N-grams “Word1 Word2 Word3,” for example, 
“Natural Language Processing,” punctuation might occur 
between the three continuous words in the returned doc-
uments, for example, “Natural Language, Processing,” 
which does not meet our expectations. We randomly in-
spected 1,027 retrieved phrases with more than two words 
in returned abstracts and found that eighteen results con-
tained punctuation between the retrieved continuous 
terms, corresponding to an error rate of  1.75%. Therefore, 
we plan to recheck the N-grams in returned abstracts to 
determine whether punctuation exists in the continuous 
terms, which will help to ensure the consistency of  strate-
gies and returns. The rechecking work is time consuming 
but could increase the recall. 
 
7.0 Implications 
 
 In contrast to co-word and co-citation analysis, which are 
used to investigate the relationships between papers, inno-
vative-idea extraction reflects the differences in a paper 
from all previously published papers. Co-word and co-ci-
tation analysis are two major clustering methods used to 

delimitate science subfields (Olmeda-Gómez et al. 2017) 
for exploring the structure of  scientific literature (Small 
and Griffith 1974). One function is to detect the research 
front (Zitt and Bassecoulard 1994). The results show the 
differences between different classes of  research papers 
and the similarities between papers in a same class. Our 
method characterizes the novelty of  a paper by comparing 
it with all previous papers, even though the difference may 
be slight. In short, clustering methods show differences 
among papers at the class level, while our method shows 
differences among papers at the article level. 

Research evaluations and scientific research policies that 
affect researchers’ careers influence researchers’ behaviours. 
For example, the policy that university funding should be 
based on only the number of  publications, which was im-
plemented in Australia in 1995, mostly led to greater pub-
lishing activity in low-quality journals (Butler 2003). Cur-
rently, research evaluation is mainly based on the number of  
research publications and citations. This notion encourages 
researchers to study hot topics, as papers on hot topics are 
more likely to be accepted for publication and to receive 
more citations. Such research belongs to normal science. 
Another kind of  research is scientific “revolution,” that is, 
the creation of  a paradigm shift (Kuhn 1962). Scientific 
“revolution” is caused by breakthrough and is excellent sci-
ence (Spier and Poland 2013). These studies can be recog-
nized by identifying their differences from previous studies 
at the article level or by identifying the new knowledge that 
they provide to human society. Additionally, if  research eval-
uation considers innovativeness, it will encourage research-
ers to pursue breakthroughs. 

Innovation involves a paradox: innovation is important 
for science development, but ideas with a higher level of  
originality have a higher risk of  rejection by audiences 
(Staw 1995; Cooper 2007; Mueller et al. 2012), even by ac-
ademic journals (Starbuck 2003). Readers prefer normal-
science work or innovative works with fewer new elements 
for two reasons. One reason is that existing research work 
has provided partial recognition for the contribution; the 
other reason is that the professional knowledge of  audi-
ences is occasionally not consistent with that in innovative 
works (Trapido 2015). Our method can help readers, in-
cluding journal editors and reviewers, to know and con-
sider carefully the innovative ideas of  research papers. 

This work is an extension of  knowledge organization re-
search. Mazzocchi (2018) proposed that there are two main 
items that characterize knowledge organization. One is the 
knowledge organization process, and the other is the 
knowledge organization system. This work is based on the 
knowledge organization theory and uses an abstract data-
base of  academic papers. Therefore, it is related to another 
item that characterizes knowledge organization: knowledge 
organization application. 
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8.0 Limitation 
 
 In the experiments of  this work, we used a self-judged 
standard to assess the performance of  the proposed 
method. Although we established this standard carefully 
and prudently, it is inevitable that bias is included in this 
standard, thus leading to some errors in the performance 
evaluation. However, comparisons of  the performance of  
the method with those of  different measures show that the 
method can be improved in appropriate ways. The discus-
sion section also provides potential methods for further 
improvement. Together, these data and proposed im-
provements fulfil the aim of  this paper, which is automat-
ically extracting innovative ideas from papers and has the 
possibility to be fully achieved and applied in practice, 
though the method needs further refinement. 
 
9.0 Conclusions 
 
We performed an experimental investigation into the in-
novative ideas that exist in semantic analysis papers. We 
proposed an automatic approach to extract the knowledge 
claims in abstracts and judge whether they are innovative 
by comparing them with retrievals from the Scopus® da-
tabase. This approach does not require manually assem-
bling a domain corpus. A list of  stop-words and the char-
acteristics of  research descriptions were developed to ex-
clude noise. By considering the distribution of  text de-
scribing innovation in abstracts and excluding stop-words, 
the performance of  our method was improved. We believe 
that with further improvement, our research will be helpful 
to the development of  a research evaluation system. 
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Appendix 
 
Table A1 shows the descriptive adjective stop-words. When one such adjective is the first term of  an N-gram, we remove it 
and retain the remaining words in the N-gram for subsequent steps. Table A2 shows the writing phrase stop-words, of  which 
there are two types. The first type contains the words that should be removed when they are extracted as a single N-gram. 
The other type occurs when a word such as “sample,” “method,” or “approach” is the last term of  an N-gram; in such cases, 
we remove the last word and retain the remaining words in the N-gram. 
 

When the following words are the first terms of  N-grams, remove the first word and retain the rest. 
above; acceptable; accurate; additional; advanced; aforementioned; apparent; appropriate; arbitrary; available; 
bad; basic; best; bewildering; brief; 
careful; certain; challenging; chaotic; chief; chosen; collected; common; comprehensive; considerable; corresponding; creative; credible; 
critical; crucial; current;  
detailed; different; distinct; distinctive; developed; diverse; difficult; 
easy; effective; efficient; elaborate; emphasis; entire; essential; established; eventual; excellent; exhaustive; existing; existent; extracted; 
felicitous; few; final; first; following; follow-up 
general; great; given; good; 
helpfulness; high quality; high-performance; high-quality; huge; 
important; improved; improper; incomplete; independent; inappropriate; incremental; insightful; insufficient; interesting; inventive; 
judicious; 
known; 
large; large-scale; large-granular; latest; longstanding; 
main; major; many; mass; mass-use; massive; meaningful; methodological; modern; more; most; 
namely; necessary; new; next; not; novel; numerous; 
obtained; off-the-shelf; old; only; overall; own; 
particular; personal; plausible; popular; possible; potential; powerful; practical; precise; pre-existing; previous; primary; prior; progress; 
promising; proposed; 
recorded; related; reasonable; recent; relevant; reliable; respective; rich; robust; 
same; satisfying; second; several; sharing; significant; simple; small-scale; so-called; so-called; special; specific; state-of-the-art; strong; 
subsequent; successful; such; sufficient; suitable; superior 
then; total; tough; traditional; trend-breaking; turn; typical; 
ubiquitous; understandable; unique; unknown; unnecessary; unreliable; useful; usual; 
valid; valuable; various; vast; 
well-defined; well-established; well-known; whole; wrong 

Table A1. Stop-words of  descriptive adjectives used for writing purposes. 

The following words should be removed when they are extracted as a single word. 
ability; absence; accomplishment; accuracy; achievement; activity; adaptation; addition; adequacy; advance; advantage; advantageous 
function; agenda; algorithm; amount; analogy; analysis; answer; application; approach; approximation; architecture; area; article; aspect; 
associate; assumption; attempt; attribute;  
background; basis; bulk; 
capacity; case; case study; category; cause; challenge; characteristic; class; code; coefficient; collocation; combination; comment; com-
munity; companionship; comparison; competence; competency; competitive advantage; complete procedure; completeness; comple-
tion; complex; complicated problem; computing precision; concept; conception; conclusion; condition; connotation; consolidated 
statement; construct; construction; content; contribution; convenience; core; core aim; core attribute; core feature; core idea; correla-
tion; course; creativity;  
data; database; dataset; definition; description; design; detail; determination; development; difference; diffusion; dimension; disclosure; 
discovery; discussion; dissertation; diversity; domain; drawback; 
effectiveness; efficacy; efficiency; effort; enhancement module; enrichment; entity; essay; estimation; ethics; evaluation; event; eventual; 
everyday; evidence; exemplary tasks; example; experiment; explanation; explication; exploration; expression; extensibility;  
facet; facility; feature; feature guarantee; field; figure; flexibility; focus; form; formalism; formation; formed indicator; former; frame; 
framework; function; further; further improvement; further validation;  
gap; generation; goal; graph; group; 
heavy; heuristic; hiding; high correlation; hypotheses;  
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idea; identification; image; impact; impetus; implementation; implication; importance; impossibility; improvement; inclusion; incom-
pleteness; inconsideration; inconsistency; increase; individual; information; interconnection; innovative; input; insight; item; inter; inter-
est; integration; interpretable way; investigation; issue; 
key factor; kind; knowledge;  
label; lack; latter; level; limitation; list; literature; 
manifest validity; mean; meaning; measurement; mechanism; medline; mistake; mix; merit; method; methodology; model; modelling; 
model parameter; module; multifold; multiplicity;  
need; node; notion; novelty; number;  
object; objective; ones; operation; opinion; order; original source; outlook; output; 
pace; paper; paradigm; parallel application; parameter; part; participant; people; performance; performance characteristic; period; phe-
nomena; phrase; piece; platform; point; popular approach; portion; possibility; practicality; practice; precision value; precondition; pre-
work; present; presence; present paper; principle; probe; problem; problem situation; procedure; process; processing; product attribute; 
project; promising approach; proposal; proposition; purpose; 
quality; quantity; question;  
range; raw data; realization; record; redundancy; reference; reflection; reformation; relation; relationship; relative improvement; relative 
value; reliability; remodelling; representation; requirement; research; research theme; research trend; resolution; respect; responsiveness; 
restriction; restructure; result; rigorous; role; rule;  
sample; satisfaction; scale; scientist; scope; score; sentence; set; shortcoming; signature; significance; similarity; simulation; single experi-
ment; size; solution; specificity subtopic; standard measure; standing; step; stock; strategy; structure; study; subject; subject matter; suc-
cess; superiority; supplement; support; survey; sustainable good performance; system;  
tally; target; task; technique; technologist; technology; technological problem; text; theme; theoretical principles; thesis; time; tool; 
toolkit; topic; training example; training set; transformation; truth; type; typicality;  
underlying mechanism; understanding; unnecessity; usability; usage; use; usefulness; user;  
validity; value; variability; variance; variety; vein; version; void; volume;  
way; weakness; weight; whole research; wide scope; word; work 

When the following words are the last word of  an N-gram, remove the last word and retain the rest. 
approach; case; comparison; complexity; cost; efficiency; example; experiment; insight; measure; mechanism; method; methodology; 
one; problem research; researcher; sample; score; stage; task; technique; theory; phenomenon; principle; property; quality 

Table A2. Stop-words of  terms used for writing purposes. 
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