
In welcher smarten Welt wollen wir 
eigentlich leben?

Jörn von Lucke

Nach dem elektronischen Regierungs- und Verwaltungshandeln (Elec-
tronic Government) und dem offenen Regierungs- und Verwal tungs -
han deln (Open Government) gewinnt mit dem Begriff „Smart Gov-
ernment“ die Nutzung des Internets der Dinge (IoT) und des In ter nets 
der Dienste (IoS) zur Erfüllung öffentlicher Aufgaben an Be deu tung. 
Neu artige smarte, also intelligent vernetzte Objekte und cyberphysische 
Sys teme (CPS) stellen bisherige Abläufe, Prozesse und Vorgehensweisen 
grundsätzlich in Frage. Die Kombination von sen sorgenerierten smarten 
Daten mit Apps und Diensten, großen Da tenanalysen, Anwendungen 
der künstlichen Intelligenz, kognitiven Diensten und Nudging eröffnet 
neue Perspektiven für Staat und Verwaltung. Die Rechnernetzwerke 
der 5. Generation mit ihren Latenzzeiten im Millisekunden- statt im Se-
kun den- oder im Minuten-Bereich werden ein Verwaltungshandeln 
nahezu in Echtzeit (Real-Time-Government) ermöglichen. Sind die-
se technischen Möglichkeiten aber gesellschaftlich wirklich wün-
schenswert? Führt der technische Fortschritt nicht zwangsläufig in 
einen Überwachungsstaat, wenn Smart Surveillance erhebliche Ein spar-
potenziale eröffnet? Welche Hand lungsoptionen bestehen, um Vorteile 
und Chancen für Staat und Ver waltung zu nutzen, ohne in einer smar-
ten Überwachung des Alltags und der freien Gesellschaft zu enden?

Verwaltung und Management
24. Jg. (2018), Heft 4, S. 177-196

ses Internet der Dinge bedeutet weltweit 
eine Herausforderung für Industrie und 
Wirtschaft, denn diese kleinen techni-
schen Erweiterungen können zu einer dis-
ruptiven Transformation führen und die 
Wettbewerbssituation grundlegend verän-
dern. Als Reaktion darauf konkretisieren 
Wissenschaft, Wirtschaft und Bundesre-
gierung in Deutschland mit der Initiative 
„Industrie 4.0“ das Leitbild der smarten 
Fabrik und entwickeln unter anderem ver-
netzte autonome selbstfahrende Fahrzeu-
ge.1 

In Staat und Verwaltung wird interna-
tional das Leitbild der nachhaltigen smar-
ten Stadt („Smart City“) für Pilotvorha-
ben bemüht, wenn es um die Nutzung 
des Internets der Dinge im städtischen 
Kontext geht. Mit Blick auf die ganze 
Bandbreite des öffentlichen Handelns 
empfiehlt sich jedoch die Verwendung des 
Begriffs „Smart Government“, wenn über 
das Regierungs- und Verwaltungshandeln 
mit Hilfe von intelligent vernetzten Infor-
mations- und Kommunikationstechniken 
in seiner ganzen Breite gesprochen wird.2 
Im öffentlichen Sektor gibt es zahlreiche 
Anwendungsfelder, etwa von der smar-
ten Feuerwehr über die smarte Polizei, 
das smarte Wasserwerk, das smarte Elek-
trizitätswerk und dem smarten Hafen bis 
zum smarten Flughafen, in denen smarte 
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Digitalisierung und die zunehmende in-
telligente Vernetzung realer und virtueller 
Objekte verändert. Mit Sensoren, Akto-
ren und Funkchips ausgestattete Dinge 
können untereinander und mit Menschen 
kommunizieren, über Apps und Dienste 
genutzt und in komplexere, so genannte 
cyberphysische Systeme (CPS) eingebet-
tet werden. Systeme mit intelligent ver-
netzten realen und virtuellen Objekten 
werden so zu sich selbst steuernden Öko-
systemen, die die Menschen nicht nur bei 
Information und Analyse unterstützen, 
sondern auch Automation und Steuerung 
eigenständig übernehmen können. Die-

Unser Leben in einer smarten Welt

Unser Alltag und unser Leben hat sich in 
den vergangenen zehn Jahren durch die 

1   Vgl. von Lucke (2015), S. II und BMBF (2013). 

2   Vgl. von Lucke (2015), S. 4. Häfler Definition: 
http://www.smartgovernment.de.  

Warum in Zeiten smarter Objekte, cyberphysischer Systeme, des 
Internets der Dinge und smarter Überwachungssysteme eine 
bürgerorientierte Gestaltung von Staat und Verwaltung jetzt 

dauerhaft zu verankern ist
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Objekte und CPS erhebliche Produktivi-
täts- und Effizienzreserven freisetzen und 
Bestehendes in Frage stellen können. 

Smarte Objekte erzeugen laufend Da-
ten. Diese können durchaus Personen 
und Organisationen zugeordnet werden. 
Daher sollten smarte Datenbestände an 
den Orten ihrer Erzeugung, Übermitt-
lung, Verarbeitung und Speicherung 
(etwa auf einem Server, in einem Daten-
raum oder in einer Cloud) mit Blick auf 
Datenschutz und IT-Sicherheit besonders 
geschützt werden. Die Kombination von 
sensorgenerierten smarten Datenbestän-
den mit Anwendungen und Diensten, mit 
der Analyse großer Datenbestände, mit 
Anwendungen der künstlichen Intelligenz, 
mit kognitiven Diensten und mit verhal-
tensökonomischen Erkenntnissen (Nud-
ging) eröffnet ganz neue Perspektiven 
zur Erledigung öffentlicher Aufgaben, an 
die in der Vergangenheit nicht zu denken 
war. Insofern muss auch darauf hinge-
wiesen werden, dass im öffentlichen Auf-
trag generierte Datensammlungen zu den 
kritischen Infrastrukturen zählen, sobald 
sich Behörden bei der Abwicklung von 
Prozessen und der Registerführung zur 
Erledigung öffentlicher Aufgaben auf sie 
verlassen. 

Dieser Beitrag möchte aufzeigen, wie 
smarte Objekte, CPS und das Internet 
der Dinge das Leben der Bürger an Hand 
von sensorgenerierten smarten Daten zu-
nehmend aufzeichnen und nachverfolg-
bar machen. Daraus leitet sich die For-
schungsfrage ab, mit welchen Folgen zu 
rechnen wäre, wenn Staaten oder deren 
Behörden sich den Zugriff auf diese neu-
artigen smarten Objekte und smarten Da-
tenräume sichern wollen. In Staaten mit 
einer freiheitlich-demokratischen Grund-
ordnung sind andere Folgen zu erwarten 
als in autoritär geführten Staaten, in de-

nen die Rechte des Bürgers und der Da-
tenschutz eine eher untergeordnete Rolle 
spielen. Am Beispiel von Überwachungs-
kameras und deren Auswertung auch mit 
Unterstützung durch Algorithmen auf Ba-
sis von künstlicher Intelligenz lässt sich 
exemplarisch aufzeigen, wie dies Einfluss 
auf die individuelle Lebensgestaltung neh-
men kann. Werden die Bürger eine solche 
smarte Überwachung akzeptieren? Wer-
den sie ein vermeintliches Plus an Sicher-
heit sogar begrüßen? Oder werden sie 
sich wehren? Oder einfach resignieren? 
Derzeit sind vier Narrative zu beobach-
ten, wie Thementreiber sich einer smarten 
Zukunft von Staat und Verwaltung an-
nähern. Ganz im Sinne einer gestaltungs-
orientierten Verwaltungsinformatik müs-
sen Handlungsoptionen reflektiert und 
Schlussfolgerungen zur Gestaltung von 
Smart Government und der eigenen Zu-
kunft gezogen werden. 

Kleine technische Veränderungen 
mit großer Wirkung

Eigentlich sind es kleine technische Verän-
derungen und Erweiterungen, die in den 
vergangenen Jahren für Entwicklungs-
sprünge sorgten. Anhand des „Häfler Stu-
fenmodells für die weitere Entwicklung 
des Internets und des World Wide Web“3 
(vgl. Tab. 1) lässt sich verständlich aufzei-
gen, wie die Web-Technologien sich fort-
entwickeln und auch die Digitalisierung 
von Staat und Verwaltung beschleunigten. 
Das World Wide Web und E-Government 
sind davon geprägt, dass es mit einem 
Webbrowser und dem Hypertext-Trans-
fer-Protokoll (http) möglich wurde, elek-
tronisch mit jedem Server im Internet zu 
kommunizieren und Dokumente aus aller 
Welt am eigenen Rechner anzeigen zu las-
sen. Die zweite Generation profitiert von 
einer großen Palette einfach zu bedienen-
der Webdienste und so genannten Sozi-

alen Medien (Social Media, 
eigentlich gesellschaftliche 
Medien), zu deren Nutzung 
keinerlei Vorkenntnisse mehr 
erforderlich sind. Dieses In-
ternet zum Mitmachen er-
hielt großen Zuspruch und 
eröffnete unter dem Schlag-
wort „Open Government“ 
Bürgern neuartige Möglich-
keiten zur Transparenz staat-
lichen Handelns, zur Bürger-

beteiligung und zur Zusammenarbeit mit 
staatlichen Stellen. Die dritte Generation 
an Web-Diensten setzt auf Daten und de-
ren Öffnung, Erschließung, Vernetzung 
und Auswertung. Staat und Verwaltung 
nutzen offene Verwaltungsdaten („Open 
Government Data“), um ausgewählte ei-
gene Datenbestände im Interesse der All-
gemeinheit ohne jedwede Einschränkung 
zur freien Nutzung, zur Weiterverbreitung 
und zur freien Weiterverwendung frei zu-
gänglich zu machen. Die vierte Generati-
on an Web-Diensten basiert auf Sensoren 
und Aktoren sowie auf smarten Objekten 
und CPS. Das intelligent vernetzte Regie-
rungs- und Verwaltungshandeln (Smart 
Government) versucht die Potenziale des 
Internets der Dinge (IoT) und des Inter-
nets der Dienste (IoS) für den öffentlichen 
Sektor zu erschließen. Das taktile Internet 
und die Netzwerke der fünften Generati-
on (5G-Netzwerke) eröffnen in den kom-
menden Jahren durch ihre Latenzzeiten 
im Millisekunden-Bereich eine Netzwerk-
kommunikation nahezu in Echtzeit mit 
zahlreichen weiteren neuartigen Möglich-
keiten.4 

Das Internet der Systeme, das Internet 
der Menschen, das Internet der Daten, das 
Internet der Dinge, das Internet der Diens-
te und das taktile Internet, sie alle haben 
das Potenzial, die Arbeitsweise von de-
mokratischen Regierungen und autoritä-
ren Regimen erheblich zu verändern. Mit 

3   Vgl. von Lucke (2016), S. 175. Da in der Literatur 
viele Begriffe oft für sehr unterschiedliche Ideen, 
Konzepte und Produkte verwendet werden, 
ist mit dem Stufenmodell eine Struktur in die 
Diskussion und Weiterentwicklung gebracht wor-
den. Es orientiert sich an den seit 1990 beobacht-
baren Entwicklungsschritten für das World Wide 
Web.

4   Vgl. von Lucke (2017), S. 225-232 und Heuermann/
von Lucke/Engel (2018), S. 33-40. 

Web 5.0 Taktiles Internet Netzwerkkommunikation 
nahezu in Echtzeit Real-Time Government

Web 4.0 Internet der Dinge & 
Internet der Dienste

Smart Objekte, 
Cyberphysische Systeme Smart Government

Web 3.0 Internet der Daten
Semantisches Web

Linked Data, Open Data,
Big Data, Big Data Analytics Open Government Data

Web 2.0 Internet der Menschen
Internet zum Mitmachen

Netzwerkkommunikation 
über Social Media Open Government

Web 1.0 Internet der Systeme
World Wide Web

Netzwerkkommunikation 
über das World Wide Web Electronic Government

 Tab. 1: Häfler Stufenmodell für die weitere Entwicklung des Internet und des World Wide Webs
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E-Government-Gesetzen, Open-Govern-
ment-Gesetzen und Open-Data-Gesetzen 
versuchen Gesetzgeber, Regierungen und 
Verwaltungen weltweit die Möglichkei-
ten für den Staat und die Behörden zu er-
schließen. Entsprechende Gesetze helfen 
dabei, den Ministerien und nachgeordne-
ten Behörden Vorgaben zur inhaltlichen 
Gestaltung und zu Umsetzungsfristen zu 
geben, Haushaltsmittel im erforderlichen 
Umfang bereitzustellen und Stellenpläne 
anzupassen. 

Bisher gibt es im deutschsprachigen 
Raum noch keine Smart-Government- 
oder Smart-City-Gesetze. In Politik und 
Verwaltung ist weder ein Bewusstsein für 
die neuen Möglichkeiten smarter Objek-

te vorhanden noch wird ein dringender 
Regelungsbedarf gesehen. Vielmehr wer-
den die Potenziale des Internets der Din-
ge und des Internets der Dienste erst in 
Forschungs- und Pilotprojekten getestet 
und auch im staatlichen Kontext erprobt. 
Das Internet der Dinge verbindet smarte 
Objekte mit ihren Sensoren und Aktoren 
sowie die darauf aufsetzenden CPS über 
die IP-Protokollsuite. Eingebettete All-
tagsgegenstände und CPS lassen sich von 
Personen, Programmen, Diensten und Da-
tenpaketen über eine IP-Adresse eindeu-
tig identifizieren, ansprechen, nutzen und 
gegebenenfalls auch steuern. Das Inter-
net der Dinge steht damit für die globale 
elektronische Vernetzung von Alltagsge-
genständen und den direkten gegenseiti-
gen Informationsaustausch von Objekten 
ohne menschliche Eingriffe im Sinne einer 
echten Kommunikation von Maschine zu 
Maschine. Im Internet der Dienste werden 

Dienste und Funktionalitäten als feingra-
nulare Softwarekomponenten abgebildet 
und von Providern auf Anforderung über 
das Internet zur Verfügung gestellt wer-
den. Web Services, Cloud Computing und 
standardisierte Schnittstellen ermöglichen 
dies. Die einzelnen Softwarebausteine sind 
so miteinander integrierbar. Die enge Ver-
zahnung des Internet der Dienste mit dem 
Internet der Dinge beruht darauf, dass 
sich zahlreiche reale Dinge wie etwa Pa-
pier bei mindestens gleichwertiger Funkti-
onalität auch in webbasierte Dienste über-
führen und um ergänzende durchdachte 
Funktionen erweitern lassen. Vor allem 
durch die direkte Maschine-zu-Maschine-
Kommunikation eröffnen sich zahlreiche 
neue Ansätze, die bei konsequenter Um-

setzung grundlegende Veränderungen und 
mit smarten Objekten auch einen Einstieg 
in „Smart Government“ bedeuten.5 

Katalysatoren: Urbane 
Datenräume und das taktile 
Internet 

In den kommenden Jahren werden urba-
ne Datenräume und das taktile Internet 
weitere Katalysatoren dieser Entwicklung 
sein. Smarte Objekte und CPS erzeugen 
einen laufenden Strom smarter Daten, den 
es an geeigneter Stelle zu speichern und 
auszuwerten gilt. Je nach Konzeption und 
Zweck produzieren sie laufend Daten, im 
Umfang von wenigen Bit pro Woche (etwa 
bei Zählerstandsmessungen) bis hin zu 
vielen Megabit/Sekunde (etwa bei hoch-
auflösenden Videos). Derzeit werden in 
Förderprogrammen und Forschungspro-
jekten verschiedene Datensammlungen, 

Repositorien, Plattformen und Clouds 
entwickelt, um die generierten Datenbe-
stände sicher und dauerhaft von Berech-
tigten auswerten zu lassen. 

In einer BMBF-Studie skizzieren die 
Fraunhofer-Institute FOKUS, IAIS und 
IML „urbane Datenräume“, in denen 
Städte auf Grundlage einer gemeinsamen 
Datenbasis eigene kommunale, datenba-
sierte Dienste und Angebote bereitstellen.6 
Darunter wird ein Datenraum verstanden, 
der alle Arten von Daten enthält, die für 
den kommunalen Gemeinschafts-, Wirt-
schafts- und Politikraum relevant sein 
können. Idealerweise umfasst dieser (an-
gelehnt an das Smart-City/Community-
Konzept) alle für die Kommunen und 
ihre Akteure relevanten Daten aus allen 
Domänen (Energie, Mobilität, Gesund-
heit und weitere), die im analogen wie 
im digitalen Leben anfallen. Die Gren-
zen des urbanen Datenraums liegen nicht 
zwangsläufig in einem speziellen kom-
munalen Raum. Er kann ebenso auf die 
Dimensionen eines für die Kommune 
wichtigen Wirtschaftsraumes sowie auf 
den zugehörigen Verwaltungs-, Lebens-, 
aber auch Rechts-, Erfahrungs-, Aktions-, 
Identifikations-, Kommunikations- und 
Sozialisationsraum ausgeweitet werden.7 
Mit urbanen Datenräumen wird das Ziel 
der größeren Verfügbarkeit, der verstärk-
ten Nutzung, des verbesserten Zugangs 
und der besseren Übertragung von urba-
nen Daten verfolgt. Zudem soll Klarheit 
hinsichtlich der Übertragung nicht-perso-
nenbezogener Daten geschaffen, technisch 
abgesicherter Datenschutz realisiert und 
eine verbesserte Datenqualität anvisiert 
werden. Interoperabilität und Normung 
der urbanen Datenbestände müssen lang-
fristig sichergestellt werden. Zusätzliche 
Mehrwerte erzeugen kommunale und re-
gionale Datenanalysen. Entwickelt wer-
den sollen zudem sich selbst tragende, 
datenbasierte Geschäftsmodelle im urba-
nen Raum durch Staat und Kommune, 
aber auch kleine, mittlere und große Un-
ternehmen. Ein weiteres Ziel ist der Auf-

5   Vgl. von Lucke (2015), S. 18 f. 

6 Vgl. Fraunhofer-Institute FOKUS, IAIS & IML 
(2018). 

7   Vgl. Fraunhofer-Institute FOKUS, IAIS & IML 
(2018), S. 12. 
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»Bisher gibt es im deutschsprachigen Raum 
noch keine Smart-Government- oder Smart-
City-Gesetze.«
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bau einer flexiblen IT-Infrastruktur, die 
alle verfügbaren Metadaten und Daten 
integriert und zugleich auch Haftung und 
Sicherheit beim Einsatz innovativer Tech-
nik bietet.8 Vom Ansatz her geht es bei 
urbanen Datenräumen also darum, wie 
Daten aus unterschiedlichsten Quellen in 
einer Stadt gebündelt und zum Wohle von 
Staat, Wirtschaft und Gesellschaft ausge-
wertet werden können. Selbstverständlich 
lassen sich solche urbanen Datenräume 
auch auf Landkreise, Regionen und Bun-
desländer ausweiten. Zu Beginn von For-
schung und Entwicklung, in Unkenntnis 
möglicher oder bereits erfolgter Miss-
bräuche, gehen die gestaltenden Akteure 

allerdings oft unkritisch-konstruktiv an 
diese Aufgabenstellung heran. Sie wollen 
einfach die vorhandenen und neuen Da-
tenbestände vor Ort erschließen, oft ohne 
Blick auf Zweckbindung und informatio-
nelle Selbstbestimmung. Eine frühzeitige 
Einbindung von Datenschutzbeauftragten 
und Juristen hilft, auch über Fehlentwick-
lungen, Datenhunger, Grenzen und einen 
ethischen Rahmen nachzudenken, die ver-
pflichtende Regelungen erforderlich ma-
chen. 

Das taktile Internet (Web 5.0) als er-
kennbare nächste Entwicklungsstufe des 
Internets wird dafür sorgen, dass in ei-
nem Jahrzehnt über gigabitbreitbandige 
Netzwerke und die künftige fünfte Mo-
bilfunkgeneration (5G) Netzwerkkommu-
nikation und Handeln nahezu in Echtzeit 
erfolgen können. Durch minimale Re-
aktionszeiten im Millisekunden-Bereich, 
höchste Verfügbarkeit, Zuverlässigkeit 
und Sicherheit werden Wirtschaft, Ver-
waltung und Gesellschaft einen weiteren 
Innovationsschub erfahren. Es ermöglicht 

durch taktile und haptische Sinneseindrü-
cke eine neue Dimension in der Mensch-
Maschine-Kommunikation und beschleu-
nigt die Interaktion von Maschinen. An-
wendungen der künstlichen Intelligenz 
werden zudem nahezu in Echtzeit Anfra-
gen auswerten und mit Menschen verbal 
kommunizieren können. Die künftige Gi-
gabitgesellschaft wird daher Gigabitinfra-
strukturen mit intelligent vernetzten Netz-
funktionen verlangen.9

Das taktile Internet wird zahlreiche Ef-
fekte zur Folge haben, die derzeit in ihrem 
Umfang weder voll abschätzbar noch vor-
stellbar sind. Die minimalen Reaktionszei-

ten im Millisekundenbereich bei höchster 
Verfügbarkeit erlauben ein Echtzeitprin-
zip über größere Distanzen. Von Sendern 
ausgelöste Impulse haben dann nahezu in 
Echtzeit Reaktionen beim Empfänger zur 
Folge. Zuverlässig und vor Unberechtig-
ten geschützt können so Eingriffe aus der 
Ferne ausgelöst oder begleitet werden. 
Diese steuernden Eingriffe eröffnen neue 
Möglichkeiten zur Steuerung von schnell 
beweglichen Teilen, Robotern oder ande-
ren smarten Objekten. In Verbindung mit 
optischen Sensoren und smarten Brillen 
ergeben sich neue Ansätze für die virtuelle 
Realität und die erweiterte Realität. Dies 
bietet neuartige Perspektiven für Monta-
ge- und Reparaturarbeiten, Telechirurgie, 
Assistenzsysteme, kooperative Verkehrs-
systeme und Lernumgebungen. Nutzer 
werden jedoch permanent mit Aktualisie-
rungen zu rechnen haben, was die Kom-
plexität entsprechender Systeme erhöhen 
wird.10 

Staat und Verwaltung stehen hier vor 
der Frage, in welchen Bereichen Investi-

tionen in ein „Real-Time Government“ 
zur Erfüllung öffentlicher Aufgaben über-
haupt sinnvoll und vertretbar wären.11 
Visuell aufbereitete Zusatzinformationen 
und Assistenzdienste, die automatisch aus 
den Akten heraus generiert werden kön-
nen, ermöglichen neuartige Ansätze für 
Strafprozess- und Verwaltungsverfahren. 
Drohnen und Roboter können Menschen 
bei Analyse-, Montage- und Reparaturar-
beiten entlasten und so dringend gesuch-
te Produktivitätsreserven freisetzen. Zu-
gleich muss aber auch über Grenzziehun-
gen nachgedacht werden. Nicht alles, was 
in Echtzeit aus der Ferne möglich wäre, 
ist aus Sicht des Staates oder der Bevölke-
rung auch wünschenswert. Beispielsweise 
wäre erstmals ein staatlicher Zugriff auf 
(selbstfahrende autonome) Kraftfahrzeuge 
aus der Ferne vorstellbar, etwa um diese 
aus triftigem Grunde anzuhalten und aus 
dem Verkehr zu ziehen. Aber wäre dies 
auch wirklich wünschenswert oder han-
delt es sich gar um einen unzulässigen 
Eingriff in den Straßenverkehr? Und wie 
anfällig sind Staaten, wenn es Unberech-
tigten, Kriminellen oder Cyberkriegern 
gelingen würde, solche Systeme als Waffen 
gegen die herrschende Ordnung, die Ge-
sellschaft und die dort lebende Bevölke-
rung einzusetzen? 12

Neuvermessung des Alltags 
in Echtzeit durch smarte 
Datenschleudern und clevere cy-
berphysische Systeme 

Smarte Objekte aller Art sind in der Lage, 
mit Hilfe ihrer Sensoren Zustände (z.B. 
Anwesenheit, Temperatur, Feuchtigkeit, 
Schall, Licht, Bewegung, Materialeigen-
schaften) zu registrieren und diese in 
Form von Daten zu speichern, Aktionen 
auszuführen und mit anderen intelligent 
vernetzten Objekten über Funk zu kom-
munizieren. Die Sensoren erzeugen konti-
nuierlich Daten. Die Objekte entwickeln 

8   Vgl. Fraunhofer-Institute FOKUS, IAIS & IML 
(2018), S. XV. 

9 Vgl. VDE-ITG (2014), S. 3 und S. 4, Fraunhofer-
Institut FOKUS (2016) sowie von Lucke (2015), S. 
25. 

10 Vgl. VDE-ITG (2014) und von Lucke (2017), S. 230.

11 Vgl. von Lucke (2016), S. 176 und von Lucke (2017), 
S. 230 f. 

12 Vgl. von Lucke (2017), S. 230 f. 
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»Nicht alles, was in Echtzeit aus der Ferne 
möglich ist, ist aus Sicht des Staates oder 
der Bevölkerung auch wünschenswert.«
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sich so zu „Datenschleudern“, die den 
Alltag laufend vermessen. CPS nutzen die 
smarten Datenbestände der smarten Ob-
jekte, werten sie aus und steuern mit ih-
nen auf Basis cleverer Algorithmen kom-
plexere Gebilde. 

In den vergangenen zehn Jahren haben 
smarte Objekte wie etwa das Smartpho-
ne, die smarte Uhr, die smarte Fotokame-
ra oder der smarte Fernseher ihren Platz 
im Alltag vieler Menschen erobert. Ohne 
dass es den meisten Nutzern wirklich be-

wusst ist, sind diese Gegenstände in der 
Lage, das Nutzerverhalten genau zu er-
fassen und dieses über Protokolle auch 
Dritten zur Auswertung bereitzustellen. 
Smartphones speichern Anrufe und Kon-
takte, Bewegungsprofile und das Surfver-
halten im Internet. Smarte Uhren spei-
chern Weckzeiten, Joggingstrecken und 
persönliche Gesundheitsdaten. Moderne 
Kameras versehen Digitalfotos mit Zeit-
stempel und einer Geolokation. Smarte 
Fernseher protokollieren das Fernseh- 
und Mediathekverhalten. Möglichkeiten 
zur Deaktivierung der Protokollierung 
bestehen. Sie werden von den Nutzern 
aber oft kaum wahrgenommen. Oft fehlt 
diesen einfach das Interesse am Selbstda-
tenschutz und das Wissen über die eigene 
Transparenz. 

Pressemeldungen über eine versteckte 
Protokollierung der Nutzung von Smart-
phones13 sorgten dagegen kaum noch 
für wahrnehmbare Proteste, insbesonde-
re nachdem 2013 durch die von Edward 
Snowdon weitergeleiteten Dokumente 
eine Abhorchung der gesamten Bevölke-

rung durch ausländische Geheimdienste 
publik wurde.14 Vielmehr finden mittler-
weile eher jene Berichte öffentliche Auf-
merksamkeit, in denen durch die Pro-
tokollierung smarter Objekte wie etwa 
von Uhren und Sportbändern Details in 
militärische Sicherheitszonen bekannt 
werden.15 Die Veröffentlichung von ver-
traulichen Dokumenten auf der Plattform 
Wikileaks über denkbare Zugriffsmög-
lichkeiten auf smarte Objekte, die aus den 
Beständen ausländischer Geheimdienste 
stammen,16 erzeugte dagegen kaum noch 

öffentliche Empörung, obwohl die Er-
kenntnis über viele nun frei zugängliche 
Hintertüren aus Gründen der nationalen 
Sicherheit besonders alarmierend sein 
sollte. 

Trotz Datenschutz und DSGVO kann 
in breiten Bevölkerungsschichten eine 
gewisse Resignation beobachtet wer-
den. Die Bürger akzeptieren ein solches 
Verhalten vieler Anbieter, weil sie es aus 
dem Internet der Systeme und dem Inter-
net der Menschen schon seit Jahren ge-
wöhnt sind. Amazon, Apple, Facebook, 
Google, Twitter und besonders die vielen 
Verbraucherforschungsinstitute nutzen 
seit Jahren Cookies und fortgeschrittene 
Web-Mining- und Big-Data-Analysen zur 
Auswertung des Nutzerverhaltens im In-
ternet, um dieses zu verstehen und im In-
teresse einer Umsatzsteigerung zu nutzen. 
Für die scheinbar „kostenlosen Dienste“ 
vieler Anbieter wird tatsächlich mit per-
sonenbezogenen Nutzerdaten bezahlt, die 
vor allem für die Generierung personen-
bezogener Werbung ausgewertet werden. 
Vergleichbare Geschäftsmodelle sind auch 

im Kontext smarter Objekte und CPS zu 
erwarten. Das taktile Internet wird sogar 
eine Auswertung nahezu in Echtzeit er-
möglichen. Öffentliche Aufklärungen über 
smarte Produkte und deren Datenschatten 
gibt es bisher kaum. Die Datenschutzbe-
auftragten in Deutschland begutachten 
diverse smarte Objekte und erwähnen sie 
auch in ihren Berichten.18 Regulierende 
Durchgriffe staatlicher Behörden gab es 
bisher aber nur selten, etwa als die Bun-
desnetzagentur den Verkauf einer smar-
ten Puppe untersagte, weil damit Kinder-
zimmer aus der Ferne überwacht werden 
konnten.19 Dabei könnten auch Staaten 
und ihre Sicherheitsbehörden die Nutzer-
daten der Bürger auswerten, falls ein Inte-
resse an Bewegungsprofilen und Kommu-
nikationsprofilen bestimmter Bürger oder 
Bürgergruppen besteht. 

Smart Government und 
Smart City: Intelligent ver-
netztes Regierungs- und 
Verwaltungshandeln in Zeiten des 
Internet der Dinge und Internet 
der Dienste 

Staat, Städte und Verwaltungen sollten 
sich smarter Objekte und CPS bedienen 
können. Ganz im Sinne der Häfler Defini-
tion soll „Smart Government“20 daher als 
„die Abwicklung geschäftlicher Prozesse 
im Zusammenhang mit dem Regieren und 
Verwalten (Government) mit Hilfe von 
intelligent vernetzten Informations- und 
Kommunikationstechniken“ verstanden 
werden. Ein intelligent vernetztes Regie-
rungs- und Verwaltungshandeln (Smart 
Government) nutzt die Möglichkeiten 
smarter, also intelligent vernetzter Objek-
te und CPS zur effizienten wie effektiven 
Erfüllung öffentlicher Aufgaben. Im Kern 
geht es um ein nachhaltiges Regierungs- 
und Verwaltungshandeln im Zeitalter des 

13 Vgl. Allen/Warden (2011) und Gibbs (2017).

14 The NSA Files (2013): https://www.theguardian.
com/us-news/the-nsa-files. 

15 Vgl. Hern (2018) und Sly 2018. 

16 WikiLeaks: Vault 7: CIA Hacking Tools Revealed: 
https://wikileaks.org/ciav7p1/?. 

17 Virtuelles Datenschutzbüro: https://www.daten-
schutz.de/themenliste/.  

18 Vgl. Der Standard (2017). 

19 Vgl. von Lucke (2015), S. 4. Häfler Definition: 
http://www.smartgovernment.de.  
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Internets der Dinge und des Internets der 
Dienste, die technisch auf dem Internet 
der Systeme, dem Internet der Menschen 
und dem Internet der Daten aufsetzen. 
Diese Definition umfasst sowohl die 
kommunale Ebene, die Landesebene, die 
Bundesebene sowie die supranationale 
und globale Ebene. Das Verständnis ei-
ner smarten Stadt (Smart City) kann sich 
an dieser an Industrie 4.0 orientierenden 
Logik ausrichten und dessen Wirkung auf 
den städtischen Raum beschränken. Städ-
te würden dann kommunale öffentliche 
Aufgaben mit Hilfe von smarten Objek-
ten und CPS erledigen wollen. Zugegeben 
könnte eine smarte Stadt auch als ein ei-
genständiges CPS verstanden werden, dass 
sich verschiedener smarter Objekte im 
städtischen Raum bedient. In Mitteleuro-
pa wird der Begriff „Smart City“ bisher 
in einem ähnlichen Kontext vor allem mit 
einer nachhaltigen, sozialen und ökologi-
schen Gestaltung von Städten und Stadt-
quartieren verknüpft.20

Bei Smart Government und Smart Ci-
ties geht es im Kern um die Frage, welcher 
smarten Objekte der öffentliche Sektor 
bedarf und in welche CPS diese einzubet-
ten sind. Nationale Behörden werden mit 
Blick auf ihr Aufgabenspektrum zu einem 
anderen Bedarf kommen als Stadtver-
waltungen. Eine Feuerwehr wird andere 
Schwerpunkte als ein Bauamt, der Grenz-
schutz oder die Polizei setzen. Am The 
Open Government Institute der Zeppelin 
Universität wurden mehr als zehn Einsatz-
szenarien für den öffentlichen Sektor he-
rausgearbeitet.21 Dennoch ist gerade hier 
eine besondere Sensibilität geboten. Smar-
te Objekte und CPS können, auch unbe-
absichtigt, gegen Datenschutzauflagen 
und die freiheitlich-demokratische Grund-
ordnung verstoßen. Information und Ana-
lyse, Automation und Kontrolle über das 
Internet der Dinge und das Internet der 
Dienste sollten dort begrenzt werden, wo 
sie Schaden anrichten. 

Das Internet der Dinge eröffnet Orga-
nisationen und Behörden neue Wege, wie 
diese von besseren Informationen und 
unterstützenden Analysen sowie von Ent-
scheidungen autonomer Systeme profitie-
ren können. Smarte Objekte und urbane 
Datenräume verbessern das Potenzial für 
eine breitere Informationsbeschaffung 
und eine bessere Analyse. Liegen die rich-

tigen Daten in der geforderten Qualität 
zur richtigen Zeit vor, kann sich dies po-
sitiv auf die Entscheidungsunterstützung 
und -automation auswirken. Beispielswei-
se können Sensordaten helfen, das Verhal-
ten von Personen, Dingen, Dienstleistun-
gen oder Daten zu verfolgen und Wechsel-
wirkungen aufzeigen. Dabei geht es nicht 
nur um vereinfachte Suchen, Protokollie-
rungen und Auswertungen durch und für 
den Nutzer öffentlicher Angebote selbst. 
Auch Dritten könnten Auswertungsdiens-
te auf anonymer oder mit Zustimmung 
des Betroffenen sogar personalisierter Ba-
sis ohne Verletzung des Datenschutzes an-
geboten werden. Mit Blick auf die Erfah-
rungen der Diktaturen im Dritten Reich 
und in der DDR sowie die Errungenschaf-

ten des Datenschutzes und des Rechts auf 
informationelle Selbstbestimmung wäre 
eine Überwachung der Bürger und deren 
Verhalten im Alltag auf der Basis smarter 
Objekte erschreckend.22 Für die offene 
und freie Gesellschaft ist es im Grunde ge-
nommen inakzeptabel, sollten smarte Ob-
jekte zu Instrumenten der Überwachung 
und Unterdrückung bestimmter Bevölke-
rungsgruppen oder gar der Menschheit 
werden. 

Am Beispiel smarter Brillen lässt sich 
aufzeigen, dass ein solches Szenario gar 
nicht so weit hergeholt ist. Smarte Bril-
len23 verbessern durch die Einblendung 
von Zusatzinformationen im Brillenfens-
ter die Wahrnehmung der Umgebung 
nahezu in Echtzeit. Entscheidungsträger 
profitieren von Big-Data-Analysen im 
Hintergrund, einer leicht verständlichen 
Aufbereitung und einer einfachen Daten-
visualisierung. Werden die computerge-

nerierten Vorschläge immer besser und 
passender, bauen die Nutzer Vertrauen 
zum Objekt und den damit verknüpften 
Datenräumen und Diensten auf. Insbe-
sondere Entscheidungsträger können sich 
so in schwierigen Planungs- und Entschei-
dungssituationen Anregungen zur eigenen 
Entscheidungsunterstützung einholen. Al-
lerdings öffnet dies auch Raum für Mani-
pulationen. Schließlich könnten, bewusst 
oder unbewusst, auch die Anbieter im Ei-
geninteresse, im Interesse ihrer Werbepart-
ner sowie ausländische Agenten gezielten 
Einfluss auf die Entscheidungsträger neh-
men. Zudem wären Sensoren in der Brille 
bereits heute in der Lage, die Aufmerk-
samkeit und Müdigkeit des Trägers zu 
messen, etwa um diesen bei Müdigkeitser-

scheinungen zu wecken und warnen (zur 
Vermeidung von Verkehrsunfällen) oder 
um Vorgesetzte über die Leistungsbereit-
schaft ihrer Mitarbeiter zu informieren.24 
Insofern ist es wichtig frühzeitig zu klä-
ren, welche smarten Objekte im öffentli-
chen Sektor nur eingeschränkt oder in be-
sonderen Situationen gar nicht eingesetzt 
werden dürfen.25

»Bei Smart Government und Smart Cities 
geht es im Kern um die Frage, welcher 
smarten Objekte der öffentliche Sektor 
bedarf und in welche CPS diese einzubetten 
ist.«

20 Vgl. Chourabi et al (2012), S. 2290; Jiménez et 
al (2015), S. 19; Meier/Portmann (2016); Finger/
Razhaghi, (2017), S. 6-13; BBSR 2017.

21 Vgl. von Lucke (2015), S. 26-31.

22 Vgl. Jiménez et al (2015), S. 13-17; van Zoonen 
(2016), S. 474-476; Privacy International (2017), S. 
11-14.

23 AR Feature: https://www.wareable.com/ar/the-
best-smartglasses-google-glass-and-the-rest. 

24 J!NS M!ME – Eye Sensing mit J!NS M!ME ES App: 
https://jins-meme.com/en/products/es/ 

25 Vgl. Chui/Löffler/Roberts (2010), S. 3-5; von Lucke 
(2015), S. 18 und S. 20-21.
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Datensammlungen im urbanen Daten-
raum lassen sich auch zur Automatisie-
rung und Steuerung von laufenden CPS 
verwenden. Prozesse in geschlossenen 
Systemen können durch smarte Sensorda-
ten, Benutzereingaben und Algorithmen 
gesteuert sowie durch Rückkopplungs-
mechanismen optimiert werden. Dies 
führt beispielsweise zu Einsparungen bei 
den Verbrauchs- und Energiekosten oder 
zur Minimierung notwendiger mensch-
licher Eingriffe. Konsequent durchdacht 
lassen sich so in CPS automatisiert der 
Output bei gegebenen Ressourcen maxi-
mieren (Ressourcenproduktivität) oder 
bei gegebener Produktionsmenge der 
Ressourcenverbrauch minimieren (Res-
sourceneffizienz). CPS können jedoch für 
viel anspruchsvollere Aufgaben eingesetzt 
werden. In aller Konsequenz führt der An-
satz zu komplexen autonomen Systemen, 
die in offenen Umgebungen bei hohen 
Unsicherheiten einsetzbar sind und in de-
nen von den integrierten automatisierten 
Entscheidungssystemen sofort (also in 
Echtzeit) robuste Entscheidungen verlangt 
werden.26 

CPS werden sich zunehmend eigenstän-
dig informieren und eine Situation analy-
sieren können, aber auch automatisch und 
autonom Entscheidungen treffen und die-
se umsetzen. Sensoren und sensorbasierte 
Datensammlungen nehmen in diesem Zu-
sammenhang eine besondere Rolle ein, je 
mehr sich Industrie, Wirtschaft, Politik, 
Gesetzgebung, Verwaltung und Justiz auf 
sie verlassen. Sensorbasierte Entscheidun-
gen und sensorbasierte Rückkopplungen 
werden bei Entscheidungen aller Art an 
Einfluss gewinnen. Menschen werden 
durch entscheidende Systeme gleichzeitig 
eher in den Hintergrund gedrängt und 
zu steuerbaren Objekten heruntergestuft, 
deren Verhalten andererseits durch Raum 
und Zeit vollständig verfolgbar wird. 
Neue smarte Lösungen werden zu Dis-
ruption und Transformation führen, wenn 
die CPS im Hintergrund den bisherigen 
Ansätzen an Nutzen, Flexibilität, Quali-
tät und Wirksamkeit überlegen sind. Mit 
einer grundlegenden Marktbereinigung, 
einer Konvergenz von Märkten und einer 
Privatisierung staatlicher IKT ist gerade 
deswegen zu rechnen. Sorge bereiten aller-
dings jene Akteure, die Sensoren, smarte 
Objekte und CPS versuchen zu manipulie-

ren, um Systeme durch unzutreffende Ein-
drücke zu ihren Gunsten zu steuern.27 

Eine der zentralen Fragen für Staat und 
Verwaltung wird die nach den Grenzen 
für den Einsatz dieser autonomen CPS im 
öffentlichen Raum sein. Es wird zweifellos 
zentrale Bereiche wie Governance, Gesetz-
gebung oder Rechtsprechung geben, in de-
nen die menschlichen Entscheidungsträger 
voll verantwortlich bleiben wollen und 
automatisierte digitale Entscheidungssys-
teme ablehnen. Gleichwohl wird es eine 
Vielzahl von Aufgaben im öffentlichen 
Sektor geben, bei denen die Einführung 
autonomer Systeme beziehungsweise au-
tomatisierter Verwaltungsentscheidungen 
sinnvoll ist und zahlreiche Vorteile bietet. 
Neuartige CPS könnten sich durch die 
sensorgenerierten Datenbasen, den Ein-
satz von selbstlernenden Algorithmen und 

Big-Data-Analysen echten Herausforde-
rungen stellen und Lösungsvorschläge ge-
nerieren, die in ihrer Komplexität bisher 
als unvorstellbar gelten. Zu denken ist 
etwa an die eindeutige Identifizierung von 
Fahrzeugen oder Personen im öffentlichen 
Raum durch künstliche Intelligenz oder 
die automatisierte Entdeckung von feh-
lerhaften Angaben bei Antragsverfahren. 
Staat und Verwaltung werden sich über-
zeugende Ansätze aus aller Welt sicherlich 
näher ansehen wollen. Dies erfordert aber 
eine besondere Sensibilität für ethische 
Grenzen. Nicht alles, was technisch mög-
lich wäre, wird eine freie und offene Ge-
sellschaft auch akzeptieren. 

In Australien setzte Centrelink, die 
„Bundessozialverwaltung“, beispielsweise 
auf eine automatisierte Überprüfung al-

ler Sozialhilfeempfänger bezüglich mögli-
cher Differenzen zwischen Antragstellung 
und letzter Steuererklärung. Für diese an 
ein privates Rechenzentrum ausgelagerte 
Aufgabe wurde ein unzureichender Algo-
rithmus verwendet, der im inakzeptablen 
Umfang fehlerhafte Ergebnisse produ-
zierte. Durch die automatisierte Prüfung 
wollte die Regierung signalisieren, dass 
fehlerhafte Angaben sanktioniert werden 
und staatliche Unterstützung nicht dau-
erhaft sei. Bedauerlicherweise hatte diese 
Analyse die sofortige Kürzung von Sozial-
leistungen bei zahlreichen besonders Un-
terstützungsbedürftigen zur Folge. Diese 
waren in einer völlig unverschuldeten Si-
tuation mehr als überfordert. Sie kannten 
die Widerspruchsmöglichkeiten nicht und 
mussten zum Teil hochverzinste Kredite 
zum Lebensunterhalt aufnehmen. Die zu-
ständigen Ansprechpartner bei Centrelink 

konnten wegen Überlastung nicht einmal 
zeitnah reagieren. Erst auf starken politi-
schen Druck nahm die australische Bun-
desregierung wieder Abstand von voll-
automatisierten Entscheidungssystemen 
in der Verwaltung. Aufgrund dieser Erfah-
rungen ist die australische Öffentlichkeit 
heute autonom entscheidenden Systemen 
im Staat äußerst kritisch eingestellt.28 

Jede Generation und jeder Staat muss 
für sich selbst entscheiden, inwieweit sie 

»CPS werden sich zunehmend eigenständig 
informieren und eine Situation analysieren 
können, aber auch automatisch und 
autonom Entscheidungen treffen und diese 
umsetzen. «

26 Vgl. Chui/Löffler/Roberts (2010), S. 6-8; von Lucke 
(2015), S. 18 und S. 20-21.

27 Vgl. von Lucke (2017), S. 230-231 und von Lucke 
(2018), S. 103 - 104. 

28 Vgl. Eltham (2017).
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sich der Kontrolle und Überwachung 
durch CPS oder anderer autonom han-
delnder Systeme unterwerfen möchten, 
ohne sich bevormundet, überwacht oder 
unterdrückt zu fühlen. Schließlich be-
steht die Gefahr, dass Staaten künftigen 
Generationen die Gestaltungsspielräume 
nehmen, wenn sie aus CPS smarte Über-
wachungssysteme formen, die vor allem 
auf die Einhaltung von Regeln penibel 
achten und Bürger bei Übertretungen so-
fort bestrafen. Gerade in dieser Hinsicht 
ist eine gesellschaftliche Debatte über die 
Akzeptanz und Ablehnung von Smart 
Government wichtig und notwendig. Wer 
setzt künftig die Regeln und wer darf die-
se ändern? Wie eng werden sie ausgelegt? 
Das Extremszenario einer kompletten IT-
gesteuerten Automatisierung des Alltags 
muss dabei auch berücksichtigt werden. 
Die Debatte sollte zudem die bereits er-
folgte Einführung autonomer CPS im öf-
fentlichen Sektor angemessen reflektieren. 
Ziel der Debatte muss eine Klärung sein, 
auf welcher Grundlage Entscheidungen 
getroffen werden, wie Entscheidungen au-
tonomer Systeme getroffen werden, wie 
transparent diese Entscheidungen sein 
müssen, wie diese Entscheidungen umge-
setzt werden und wie der Rahmen auto-
nomer Entscheidungssysteme so zu gestal-
ten ist, dass er vor unerwünschten äuße-
ren Einflüssen, Korruption und Angriffen 
geschützt ist.29

Smart Surveillance: Intelligent 
vernetzte Überwachung 

Der Einsatz smarter Brillen und ein Ab-
gleich staatlicher Register sind ein erster 
Vorgeschmack auf das, was smarte Über-
wachungssysteme (Smart Surveillance) in 
Staat und Gesellschaft langfristig leisten 
könnten. Die Bundesrepublik Deutschland 
ist ein demokratischer und sozialer Bun-
desstaat, dessen Verfassung (Grundgesetz) 
auf den Erfahrungen des Dritten Reiches 
(1933-45) und bedingt der DDR (1949-
90) aufbaut. Eine umfassende Überwa-
chung der Bevölkerung, eine Identifikati-
on möglicher Gegner und deren Bekämp-
fung waren in diesen beiden Diktaturen 
ganz wesentlich für die Machtsicherung 
der politischen Eliten. Die „Geheime 
Staatspolizei“ (1933-45: „Gestapo“) und 
die DDR-Geheimpolizei „Staatsicherheit“ 
(1949-90: „Stasi“) agierten allerdings in 
einer papierbasierten Welt. Informatio-

nen wurden über Berichte, Anzeigen und 
Verhöre gesammelt und in Papierakten 
archiviert. Die Methoden und die Fol-
gen dieser Überwachung waren jedoch 
so menschenverachtend und tödlich, dass 
die Väter und Mütter des Grundgesetzes 
zahlreiche Regelungen als unverletzliche 
Grundrechte und gleichzeitig eine unab-
hängige Rechtsprechung verankerten, dass 
eine vollständige Überwachung der Bevöl-
kerung ohne Rechtskontrolle nicht wieder 
möglich sein sollte. 

In der Bundesrepublik Deutschland 
übernehmen heute Ordnungsdienst, 
Feuer wehr, Polizei, Justiz und Verfas-
sungsschutz die Aufgaben der inneren 
Sicherheit und Ordnung. Sie sollen Staat 
und Gesellschaft vor Kriminalität, Terro-
rismus und vergleichbaren Bedrohungen 
aus dem Inneren der Gesellschaft schüt-

zen. Bei ihrer Aufgabenwahrnehmung 
orientieren sich die Sicherheitsbehörden 
an Recht und Gesetz. Gegen ihre Maß-
nahmen kann gerichtlich vorgegangen 
werden. Als Reaktion auf den techni-
schen Fortschritt werden immer wieder 
Gesetzesnovellen in die Gesetzgebung 
eingebracht, aktuell etwa die Polizeiauf-
gabengesetze, damit die Sicherheitsbehör-
den auch modernste Informations- und 
Kommunikationstechniken zur Erfüllung 
öffentlicher Aufgaben einsetzen können. 
Solche Novellen finden in der Bevölke-
rung und in Fachkreisen nicht nur Zu-
stimmung. Mit Blick auf die deutsche 
Vergangenheit besteht stets die Sorge, 
dass diese Technik auch zur dauerhaften 
Überwachung der Bevölkerung eingesetzt 
werden könnte. Im Rahmen der Debatten 

im Deutschen Bundestag und den Landes-
parlamenten werden die unterschiedlichen 
Argumente angehört, dann abgewogen 
und gegebenenfalls Änderungen vorge-
nommen. 

Die sich heute bietenden technischen 
Möglichkeiten von smarten Brillen, Body 
Cams, Überwachungskameras, smarten 
Straßenlaternen, Drohnen und Robotern 
legen den Einsatz von smarten Objekten 
und CPS zur Erfüllung von Aufgaben der 
öffentlichen Sicherheit mehr als nahe. In-
sofern ist es nicht überraschend, dass die 
Industrie und Wissenschaft über die Inter-
nationale Elektrotechnische Kommission 
(IEC) in Genf 2017 die Einsatzfelder öf-
fentliche Sicherheit, mobile Einsatzzent-
ren und Überwachung (Surveillance) als 
drei von sechs zentralen Geschäftsfeldern 
für smarte Städte sowie smarte und siche-

re IoT-Plattformen identifiziert haben.30 
Zwar mag der Eindruck täuschen, den-
noch wirkt dieses Whitepaper wie ein Ab-
schied und ein Aufbruch in Richtung eines 
smarten Polizeistaats, in dem die Bevölke-
rung durch verschiedene smarte Objekte 
und deren intelligente Vernetzung über 
CPS lückenlos überwacht werden kann. 
Mit Stadtpolitik, Stadtverwaltung und 
Stadtentwicklung im klassischen deut-

»Die sich heute bietenden technischen 
Möglichkeiten von smarten Brillen, Body 
Cams, Überwachungskameras, smarten 
Straßenlaternen, Drohnen und Robotern 
legen den Einsatz von smarten Objekten 
und CPS zur Erfüllung von Aufgaben der 
öffentlichen Sicherheit mehr als nahe.«

29 Vgl. von Lucke (2018), S. 111 - 121.

30 Vgl. IEC (2017), S. 135. Erarbeitet wurde das 
Whitepaper vom IoT 2020 Projektteam unter 
Mitwirkung von Mitarbeitern der SAP AG, Haier, 
Hitachi, Huawei Technologies, Mitsubishi Electric, 
NEC Corporation sowie den wissenschaftlichen 
Instituten Fraunhofer AISEC und AIST. 
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schen Sinne hat diese Vision nur noch we-
nig gemein. 

Sebastian Fritz hat in Anlehnung an 
die Häfler Definition von Smart Govern-
ment und die Skizzierung des polizeilichen 
Auftrags und der Aufgaben in Deutsch-
land den Begriff „Smarte Polizeiarbeit“ 
wie folgt definiert: „Unter Smarter Poli-
zeiarbeit sollen Prozesse im Zusammen-
hang mit dem polizeilichen Handeln und 
der Aufgabenbewältigung mit Hilfe von 
intelligent vernetzten Informations- und 
Kommunikationstechnologien sowie der 
Analyse großer (hieraus entstehender) 
Datenmengen verstanden werden. Eine 
intelligent vernetzte Polizeiarbeit nutzt 
die Möglichkeiten smarter Objekte sowie 
CPS zur effizienten wie effektiven Erfül-
lung ihrer Aufgaben und der Gewährleis-
tung der öffentlichen Sicherheit und Ord-
nung. Im Kern geht es um das polizeiliche 
Handeln im Internet der Dinge und der 
Dienste. Gleichzeitig schließt die smarte 
Polizeiarbeit auch das polizeiliche Leis-
tungsportfolio im Internet der Systeme 
(E-Government), Internet der Menschen 
(Open Government und Social Media) 
sowie insbesondere im Internet der Da-
ten (Big und Open Data) mit ein. Im Vor-
dergrund der smarten Polizeiarbeit steht 
neben der Repression und Prävention 
von Straftaten die Dienstleistungsfunkti-
on gegenüber der Bevölkerung sowie der 
Schutz der Freiheits- und Grundrechte. 
Eine smarte Polizeiarbeit soll zu einer Ef-
fizienzsteigerung des polizeilichen Han-
delns, einer Erhöhung der Transparenz 
sowie zu verbesserten Serviceleistungen 
für den Bürger führen.“31 Solange dies 
im rechtlichen Rahmen und angemesse-
nen Umfang geschieht, ist dagegen wenig 
einzuwenden. Bisher sammeln das Bun-
deskriminalamt und die Bundespolizei in 
Deutschland in Forschungsprojekten erste 
Erfahrungen mit dem Einsatz von smarten 
Objekten zur Polizeiarbeit.32 Im Emirat 
Dubai testet die Polizei in Einkaufszentren 
bereits einen Roboter als patrouillieren-
den Hilfspolizisten. In Japan und Südko-
rea sorgen Überwachungskamera-Systeme 
für ein Gefühl an smarter Sicherheit und 
Schutz, geringer Kriminalität, Bürgerzu-
friedenheit und steigende Immobilienprei-
se. 

Tatsächlich kann in drei anderen asi-
atischen Staaten derzeit gut beobachtet 

werden, was unter smarter Überwachung 
(Smart Surveillance) eigentlich zu verste-
hen ist und wie sich staatliche Akteure 
den Zugriff auf die smarten Objekte und 
die neuartigen Datenräume der Internets 
der Dinge sichern wollen. 

In Singapur, einem sich als „smarte 
Nation“33 positionierenden Stadtstaat, 
lässt die Regierung unter Premierminister 
Lee gerade eine nationale Sensorplattform 
(„Smart Nation Sensor Platform“) errich-
ten. Alle Sensoren und smarten Objekte 
im Stadtstaat sollen künftig über diese 
Plattform erschlossen und mit Daten- und 
Videoanalysesystemen ausgewertet wer-
den. So ist geplant, jede Straßenlaterne 
mit Überwachungskameras und weite-
ren Sensoren zu einer smarten Laterne 

aufzurüsten. Das Abwasseramt verfügt 
über zahlreiche Sensoren, die den Was-
serstand in der Kanalisation erfassen, um 
auf Überschwemmung vorbereitet zu sein. 
Das Straßenverkehrsamt besitzt Überwa-
chungskameras, welche die Verkehrssi-
tuation auf den Straßen überwachen und 
unzulässiges Parken verhindern. Auch 
Hotels, Einkaufszentren und Bürogebäude 
haben eigene Videoüberwachungssyste-
me, die nun alle zusammengeführt werden 
sollen. In der Nationalen Sensorplattform 
sollen die Daten und Videofilme aus den 
verschiedenen Quellen kombiniert wer-
den. Mittelfristig wird sogar an die Ein-
bindung von Smartphones gedacht, die 
sich als sehr effektive Sensoren vor Ort 
erwiesen haben. Die Mitarbeiter der Sen-
sorplattform erlernen gerade mit Hilfe 
von künstlicher Intelligenz die zusam-
mengeführten Daten zu analysieren, um 

automatisch außergewöhnliche Ereignisse 
zu erkennen. Moderne KI-basierte Video-
analysedienste34 binden nur wenig Per-
sonal. Für die Überwachung von 10.000 
Kameras sind nur noch zehn Leute erfor-
derlich. Jede Person im Kontrollzentrum 
kann also 1.000 Überwachungskameras 
gleichzeitig beobachten. Erkennt der Algo-
rithmus mit Hilfe künstlicher Intelligenz, 
dass etwas Seltsames passiert, wird der 
Kontrolleur nahezu in Echtzeit informiert 
und kann gezielt reagieren.35 GovTech 
als Generalplaner der Regierung arbeitet 
mit den öffentlichen Stellen zusammen, 
um deren Anforderungen für den Einsatz 
von Sensoren zu optimieren und den Aus-
tausch von Daten, Sensordaten und Infor-
mationen zwischen den Behörden zu er-
leichtern, um diese bei einer effizienteren 

Stadt- und Einsatzplanung sowie bei War-
tungsarbeiten zu unterstützen. Insgesamt 
soll dies zu einem effizienteren Betrieb der 
Behörden von der Umwelt- und Verkehrs-
behörde bis hin zur Polizei beitragen. So 
kann eine gemeinsame Sensorkommuni-
kation entstehen. Die gesammelten Daten 
lassen sich gemeinsam nutzen. Offizielles 
Ziel ist die Erlangung eines besseren Ver-
ständnisses, was gerade am Puls der Stadt 

»Moderne KI-basierte Videoanalysedienste 
binden nur wenig Personal. Für die 
Überwachung von 10.000 Kameras sind nur 
noch zehn Leute erforderlich.«

31 Vgl. Fritz (2018), S. 20.

32 Vgl. Fritz (2018), S. 19; Krempl (2016) und 
Deutscher Bundestag (2016).

33 Smart Nation Singapore: https://www.smartnati-
on.sg. 

34 BriefCam: https://www.briefcam.com. 

35 Vgl. Lee (2017). Video der National Day Rally 2017 
Speech (Ausschnitt ab 48‘:45“: https://www.you-
tube.com/watch?v=oz46MbfBZvI&feature=you
tu.be&t=2925 
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eigentlich vor sich geht.36 Realistisch be-
trachtet wird die smarte Überwachung 
bald bis in den Alltag der Bürger reichen. 

In der Republik China (Taiwan) wer-
den derzeit unterschiedliche urbane Da-
tenräume und IoT-Plattformen aufgebaut. 
Im Rahmen des Smart City Summit & 
Expo 201837 stellten zahlreiche Aussteller 
moderne Netzinfrastrukturen für LoRa-
WAN, NB-IoT, SigFox, ZigBee, Bluetooth 
und Wifi sowie smarte Objekte wie Senso-
ren, Tracker, Zähler, Straßenbeleuchtung, 
Überwachungskameras, Kioskterminals, 
Roboter und Drohnen und darauf auf-
setzende CPS aus. Vorgestellt wurden 
Prototypen für smarte Straßen, smarte 
Gebäude, smarte Wohnungen und smarte 

Häfen. Besonders die Systemintegration 
bisher getrennter Welten und Datensilos 
war eines der Leitthemen der Messe. Ers-
te kommunale IoT-Datenplattformen wie 
jene von Hsinchu City38 und Kaohsiung 
City39 wurden vorgestellt. Ganz gezielt 
sollen bisher getrennte smarte Daten-
bestände mit neuartigen Datenanalysen 
kombiniert ausgewertet, zeitnah visu-
alisiert und so die passenden Entschei-
dungen rascher getroffen werden. Auch 
die smarte Überwachung mit Kameras, 
Big-Data-Analysen und künstlicher Intel-
ligenz war ein zentrales Ausstellungsthe-
ma. Die preisgekrönte laufende digitale 
Erfassung der KfZ-Kennzeichen von Mo-
torrädern und Automobilen auf taiwane-
sischen Autobahnen gehört bei mehr als 
14 Millionen Mauttransaktionen pro Tag 
längst zum Alltag. SkyEyes revolutioniert 
das Transport-, Flotten-, Container- und 
Fahrermanagement und warnt Fahrer bei 
erkennbarer Müdigkeit am Steuer. Die Po-
lizeibehörden in Taipeh, Neu-Taipeh und 

Hsinchu setzen auf eigene datenbasierte 
IoT-Plattformen, über die sie die Live-Bil-
der ihrer Überwachungskameras auswer-
ten. Vergleichbare Szenarien zum Einsatz 
in Hörsälen von Hochschulen zur Anwe-
senheits- und Aufmerksamkeitskontrolle 
von Studenten und Dozenten wurden von 
der Stadt Taipeh vorgestellt. Die Aussteller 
betonten durchweg Einsparmöglichkeiten, 
verbesserte Effizienz sowie den geringe-
ren Personalbedarf durch smarte Objekte 
und CPS. Überzeugend war etwa der Ein-
satz von Drohnen bei einer polizeilichen 
Aufnahme von Verkehrsunfällen im Kreis 
Hualin. Die Drohne mit Bildkamera er-
fasste den Tatort binnen fünf Minuten mit 
hochwertigen Bildern und speicherte diese 
direkt in der zugehörigen elektronischen 

Akte. Bei manueller Erfassung durch die 
Polizei benötigten die Kollegen 42 Minu-
ten plus anschließender Nachbereitung 
auf der Polizeiwache.

Die Volksrepublik China geht mit ih-
rem „Sozialkreditsystem“ schon weitere 
Schritte in Richtung eines vollkommenen 
Überwachungsstaats. Dieses sich derzeit 
im Aufbau befindliche und bis 2020 zu 
installierende Bewertungssystem soll das 
Verhalten chinesischer Staatsbürger er-
fassen und es über ein Punktesystem für 
den Staat, für öffentliche Stellen, für Un-
ternehmen und den Bürger selbst trans-
parent machen. Ohne dass Details zu Art 
und Umsetzung bekannt sind, soll ganz 
im Sinne von Gamification der Einzel-
ne für konformes Verhalten belohnt und 
für nicht-konformes Verhalten oder ab-
weichende Äußerungen gemeinsam mit 
seinem gesamten Freundeskreis bestraft 
werden. So wird die Bewertung des indi-
viduellen Sozialkredits durch jede Aktion, 

jeden Kauf oder jede Auseinandersetzung 
verändert. Liegt der Sozialkreditwert eines 
Tages unterhalb einer vorgegebenen Min-
destpunktzahl, könnte beispielswese die 
Benutzung von Flugzeugen und Hochge-
schwindigkeitszügen untersagt oder dem 
eigenen Kind der Zugang zu einer weiter-
führenden Schule verweigert werden. Zu-
dem sind durch die weite Verbreitung von 
Überwachungskameras und KI-basierten 
Videoanalysesystemen Polizeibehörden 
bereits in der Lage, Ordnungswidrigkeiten 
wie etwa das Überqueren einer Straße bei 
roter Fußgängerampel durch KI-basierte 
Gesichtserkennung eindeutig einem Bür-
ger zuzuordnen. Jedes Vergehen kann so 
nahezu in Echtzeit mit einer Herabsetzung 
des eigenen Sozialkredits sanktioniert 
werden. Zugleich gelingt es der Polizei 
mit KI-basierten Überwachungskame-
ras schnell gesuchte Personen in großen 
Menschenmengen zu identifizieren.40 Mag 
ein solches soziales Überwachungssys-
tem noch so große Irritationen in offenen 
und freien Gesellschaften erzeugen, lässt 
es sich durchaus auch als „neue sozialis-
tische Utopie“ verkaufen. Konkret soll es 
vor allem den langfristigen Machterhalt 
der Kommunistischen Partei Chinas si-
cherstellen. Die Bürger der Volksrepublik 
werden Objekte eines CPS mit permanen-
ter Überwachung, das auf ein konformes 
Verhalten und hohe Selbstdisziplin zielt 
und auch größere Gruppen rasch sanktio-
nieren kann. Kritiker sehen dagegen, dass 
ein sich selbst erziehender „Big Brother“ 
zum Leben erweckt wird, mit dem selbst 
George Orwell 1948 in seinen kühnsten 
Albträumen nicht gerechnet hätte. 

Vier Narrative zu smarten Städten 
und Smart Government

Stellt man den Ausführungen zu smarten 
Städten und Smart Government die Mög-
lichkeiten einer smarten Überwachung 
gegenüber, so stellt sich die Frage, wohin 

»Die Volksrepublik China geht mit ihrem 
‚Sozialkreditsystem‘ schon weitere 
Schritte in Richtung eines vollkommenen 
Überwachungsstaats.«

36 Vgl. GovTech (2017).

37 Smart City Summit & Expo 2018: https://
en.smartcity.org.tw/index.php/en-us/ 

38 Öffentliche Datenplattform der Stadt Hsinchu: 
https://hsinchu.omnithings.io. 

39 Datenplattform der Stadt Kaohsiung: https://api.
kcg.gov.tw. 

40 Vgl. Denyer (2016) und Ohlberg/Ahmed/Lang 
(2017). 
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Narrativ Plattform- und 
unternehmensgetriebenes 

Smart Government

Stark zentral 
getriebenes Smart 

Government

Vielfältiges, dezentral 
getriebenes Smart 

Government

Offene Ansätze zu 
Smart Government

Treibende Akteure Großunternehmen 
Plattformwirtschaft

Bundesverwaltung 
Landesverwaltung 

Kommunalverwaltung
Lokale Unternehmen 

Lokale Netzwerke 
Zivilgesellschaft

Aktivitätsfelder Smarte Wirtschaft, Smarte 
Politik, Unterhaltung 

Öffentliche Sicher heit, 
Überwachung, Smart 

City Cluster

Lokale Mobilität,
Lokale Energie,

Kennzahlendashboard

Transparenz, 
Bürgerbeteiligung, 
Zusammenarbeit

Ziel
Geschäftsmodell

Umsatz, Gewinn, Öffentlich-
Private Partnerschaft (ÖPP) 

Starke Regierung, 
Staatsentwicklung

Starke Kommune, 
Stadtentwicklung

Starke Gemeinschaft, 
Offenheit

Smarte Objekte Smarte Plattform 
mit IoT-Objekten

Zentrale IoT-Objekte Lokale IoT-Objekte Offene IoT-Objekte

CPS Plattform-CPS Bundes-/Landes-CPS Kommunale CPS Offene CPS
IoT/IoS-Plattform Unternehmens gesteuert Bundes-/Landes-

IoT-Plattform
Kommunale 

IoT-Plattform
Offene 

IoT-Plattform
Big Data/
Datenraum 

Geschlossener Datenraum Zentraler Datenraum Lokaler oder urbaner 
Datenraum 

Offener Datenraum 

Nutzung von 
Künstlicher Intelligenz 
(KI) 

Geschlossene, unternehmens-
kontrollierte KI

Geschlossene, 
Bundes-/Landes-
kontrollierte KI

Geschlossene, 
kommunal kontrollierte 

KI

Transparente KI in 
breiter Vielfalt

Autonome Systeme (AS) Geschlossene, unternehmens-
kontrollierte AS

Geschlossene, 
Bundes-/Landes-
kontrollierte AS

Geschlossene, 
kommunal kontrollierte 

AS

Transparente AS in 
breiter Vielfalt

Utopie oder Dystopie? Plattform-kontrollierte 
Gesellschaft

Zentral gesteuerte 
Gesellschaft

Dezentral organisierte 
Gesellschaft 

Freie und offene 
Gesellschaft

die Digitalisierung eigentlich Staat und 
Verwaltung sowie Wirtschaft und Gesell-
schaft langfristig führen wird. Im Folgen-
den werden mehrere idealtypische Narra-
tive41 beschrieben, die ihren Ursprung in 
laufenden Beobachtungen zur Entwick-
lung smarter Städte haben. Weltweit wer-
den seit mehr als 15 Jahren Smart-City-
Projekte realisiert. Da der Begriff einer 
smarten Stadt („Smart City“) in Projekten 
auf der ganzen Welt häufig unterschied-
lich verwendet wird, unterscheiden sich 
die Ansätze in ihrer Ausrichtung und 
Implementierungsstrategie. Das Spek-
trum reicht von der cleveren Nutzung 
von Ressourcen und einer nachhaltigen 
Energiewende über den Einsatz moderner 
Informations- und Kommunikationstech-
nologien für urbane Herausforderungen 
bis hin zur Nutzung smarter Objekte und 
CPS. Weltweit lassen sich vier Narrative 
im Kontext smarter Städte beobachten, 
die einen entscheidenden Einfluss auf die 
Gestaltung und Entwicklung dieser Städ-
te wie auf die Kontrolle einer Gesellschaft 
haben. 

Regierungen und Verwaltungen, die 
das Internet der Dinge und das Internet 
der Dienste für die Erfüllung öffentlicher 
Aufgaben nutzen wollen, müssen sich 
entscheiden, ob sie einen plattform- und 

Tab. 2: Vier Narrative mit Blick auf Smarte Städte (Smart Cities) und Smart Government

unternehmensgetriebenen Smart-Govern-
ment-Ansatz, einen stark zentral getrie-
benen Smart-Government-Ansatz, einen 
dezentral getriebenen Smart-Government-
Ansatz oder einen offenen Ansatz bevor-
zugen (vgl. Tab. 2). Diese Entscheidung 
wird Konsequenzen für die Zukunft des 
Staates und dessen Bürger haben, denn in 
den Zielen, Strategien, Rahmenbedingun-
gen, Methoden, Ergebnissen und Werten 
unterscheiden sich die Narrative deutlich 
voneinander. 

Narrativ eines plattform- und unterneh-
mensgetriebenen Smart Governments

Große multinationale Unternehmen und 
Plattformanbieter haben ein starkes Inter-
esse an der Entwicklung, Implementierung 
und dem Betrieb von Smart Government-
Lösungen.42 Von einem plattform- und 
unternehmensgesteuerten Ansatz erwarten 
sie langfristige Einnahmen, bezahlt von 
Regierungen, Verwaltungen, Organisati-
onen und Bürgern, die ihre smarten Pro-
dukte, Dienste und Daten nutzen. Jedes 
Outsourcing von Regierungs-IoT und Re-
gierungs-IoS führt zu mehr unternehmens-
getriebenen Lösungen. Der Staat wird da-
bei wie ein Kunde behandelt. Er muss sich 
um nichts kümmern, hat aber nur noch 
geringen Einfluss auf die Gestaltung und 

Nutzung von smarten Objekten und CPS. 
Umsatzmaximierung ist ein zentrales Ziel 
des Anbieters. Profite und privatisierte 
Gewinne aus smarten Daten und CPS sind 
die Regel, nicht die Ausnahme. Öffentlich-
private Partnerschaften (ÖPP) sind ein 
probates Mittel, um den Anbieter als zen-
tralen Akteur einer Smart-Government-
Plattform zu positionieren. Zur Beglü-
ckung der Anwender setzen die Anbieter 
auf eigene, unternehmensgesteuerte und 
geschlossene Big-Data-Lösungen, KI-Bots 
und autonome Systeme. Belohnungssyste-
me werden eingeführt, um die Bürger- und 
Kundenbindung zu stärken. Der Einfluss 
einer Regierung in einer solch dystopi-
schen, plattformgesteuerten Gesellschaft 
wird gering und begrenzt sein, selbst 
wenn viele leitende Beamte noch glauben, 
sie seien ein wichtiger Kunde des Platt-
formanbieters. Leider werden die meisten 
dieser Regierungsbehörden vergessen ha-

41 Die Anregung zu Narrativen stammt von Dieter 
Läpple aus seinem Vortrag „From the smart 
city to the social city – what is progressive ur-
ban development?“ auf der Konferenz Digitaler 
Kapitalismus im November 2017. Die vier vorge-
stellten Narrative wurden vom Autor des Beitrags 
neu aufgesetzt. 

42 Vgl. Beinrott (2015), S. 28-40. 
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ben, sich selbst Kenntnisse über smarte 
Technologien anzueignen. Aber ohne eige-
nes Wissen sind sie vor allem auf Angebo-
te und Dienstleistungen der Plattforman-
bieter angewiesen. Sie müssen ihren Platz 
in einer Plattformwirtschaft neben einer 
smarten Wirtschaft und der Unterhal-
tungsbranche als weitere permanent aus-
zunehmende „Melkkuh“ finden. Außer-
dem müssen sie sich bewusst werden, dass 
eine smarte Politik eine ganz neuartige 
Methode der privaten Partner sein kann, 
um Wähler und Politiker mit Armeen von 
Lobbyisten, smarten Social-Bots und be-
eindruckenden Big-Data-Visualisierungen 
zu beeinflussen.43 Aber genau darin liegt 
auch das Risiko für die Anbieter. Sobald 
eine Regierung erkennen sollte, dass sie 
sich in einer solch ausgelieferten Situati-
on befindet, muss sie den Stecker ziehen, 

um wieder die Kontrolle über ihre eigenen 
Angelegenheiten zu erlangen. 

Narrativ eines zentral getriebenen 
Smart Governments

Das zweite Narrativ beschreibt einen zen-
tralstaatlichen oder stadtstaatlichen An-
satz, bei dem die Bundes- oder Landesre-
gierung alle relevanten Entscheidungen 
trifft. Bei diesem stark zentral getriebenen 
Smart-Government-Ansatz werden die Vi-
sionen, Pläne und Implementierungen von 
einem mächtigen Minister und seinem 
Ministerium orchestriert und finanziert. 
Das Spektrum der Smart-Government-
Aktivitäten reicht von der Beglückung 
der Bürger, die etwa an Indikatoren auf 
Basis sensorgenerierter Daten gemessen 
werden könnte, über den Aufbau smar-

ter Infrastrukturen bis hin zu Clustern 
von smarten Städten. Öffentlich-private 
Partnerschaften wären Ansätze für den 
Staat, um die erforderlichen Ressourcen 
zur Realisierung mit dem Privatsektor 
zu teilen. Mächtige Regierungen werden 
es jedoch niemals zulassen, ihre Positi-
on durch private Partner zu schwächen. 
Deshalb werden sie es vorziehen, Smart 
Government-Plattformen zusammen mit 
Regierungsbehörden, nachgeordneten Ein-
richtungen oder öffentlichen Unterneh-
men zu betreiben. Von ihren Investitionen 
in Smart Government erwarten sie eine 
Stärkung ihrer politischen und wirtschaft-
lichen Position, eine intelligent vernetzte 
nationale Infrastruktur sowie höheren 
Wohlstand, Sicherheit und Schutz für ihre 
Bürger. Regierungen haben ein besonderes 
Interesse an intelligent vernetzten CPS-

Lösungen für die öffentliche Sicherheit, 
mobile Einsatzzentren, Überwachungs-
systeme und Leistungsbilanzen. In einem 
autoritären Umfeld ziehen es Regierungen 
vor, alle smarten Objekte, alle CPS sowie 
alle Plattformen zentral und vollständig 
zu steuern. Aufgrund möglicher Störungen 
und anderer Risiken bedarf die Einfüh-
rung von Big-Data-Analysen, künstlicher 
Intelligenz und autonomer Systeme für 
Regierungszwecke einer besonderen Ge-
nehmigung. Diese könnten durchaus auch 
untersagt werden. Regierungen in einer 
freien und offenen Gesellschaft erlauben 
es normalerweise allen Verwaltungs-
ebenen Smart-Government-Aktivitäten 
durchzuführen. Möglicherweise verlangen 
sie vorher jedoch eine Folgenabschätzung 
und die Einhaltung von Interoperabilitäts-
standards. Im Krisenfall werden sie einen 

Zugang zu betroffenen Bereichen haben 
wollen. Konsequenz dieses Narrativs wäre 
eine stark zentral gesteuerte Gesellschaft 
mit smarten Überwachungskameras an 
jeder Straßenecke, mit kontrollierenden 
CPS im Hintergrund und umfassenden di-
gitalen Akten über alle Bürger und deren 
Verhalten.

Narrativ eines dezentral getriebenen 
Smart Governments

Das dritte Narrativ beschreibt einen de-
zentral getriebenen Ansatz in Städten und 
Gemeinden vor allem in Flächenstaaten. 
Bei diesen Smart-Government-Ansätzen 
werden die Pläne und Implementierungen 
auf der kommunalen Ebene erstellt, zum 
Teil entstanden im Wettbewerb mit oder 
gegen benachbarte Städte und Regionen, 
zum Teil als Ergebnis eines Stadtentwick-
lungsplans, stets mit Unterstützung des 
Bürgermeisters und der Stadtverwaltung. 
Das Spektrum möglicher Aktivitäten ist 
breit und vielfältig und endet in der Regel 
an den Stadtgrenzen. Vielfach sollen loka-
le Herausforderungen bewältigt und neue 
Akzente gesetzt werden. Ohne Förderpro-
gramme der Bundes- oder Landesverwal-
tung und ohne ein Sponsoring durch die 
Wirtschaft fällt es aber vielen Kommunen 
schwer, aus eigener Kraft ambitionierte 
Smart-Government-Aktivitäten anzuge-
hen. Oft müssen daher ganz neue Wege 
gegangen werden. Beispielsweise kann mit 
einer Leistungsbilanz (Performance Dash-
board) für den Bürgermeister und den 
Gemeinderat begonnen werden, um die-
se als dauerhafte Treiber des Wandels zu 
gewinnen. Da Kommunen über den städ-
tischen Haushalt oft nur wenig Mittel be-
reitstellen können, fordern Kämmerer die 
kommunalen Unternehmen auf, Investiti-
onen zur Verbesserung der Infrastruktur 
zu tätigen, die diese den Bürgern als ihren 
Kunden direkt in Rechnung stellen. Smar-
te Mobilität und autonome selbstfahrende 
Fahrzeuge stehen im Fokus der Unter-
nehmen des öffentlichen Personennahver-
kehrs. Energiewerke investieren in smarte 
Netze, smarte Zähler und smarte Ener-
gietankstellen. Ihre Kunden erhalten eine 
modernisierte Infrastruktur mit neuen 
smarten Diensten zu einem höheren Preis. 

»Regierungen und Verwaltungen müssen 
sich entscheiden, ob sie einen plattform- 
und unternehmensgetriebenen, einen 
stark zentral getriebenen, einen dezentral 
getriebenen oder einen offenen Smart-
Government-Ansatz bevorzugen.«

43 Vgl. Novoselic (2016), S. 77-95. 
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»Drei der vier aufgezeigten Narrative 
zu Smart Government führen ziemlich 
direkt in die dystopische Richtung eines 
Überwachungsstaates.«

Smarte Kameras, Kontrollzentren und bei 
Bedarf auch Patrouillen bedeuten mehr 
Überwachung, mehr Sicherheit, mehr 
Schutz und weniger Freiheit, aber verbes-
sern auch die Rendite durch höhere Ver-
kaufspreise für Häuser und Wohnungen. 
In föderalen Staaten gibt es in der Regel 
keine zentrale Kontrolle oder freiwillige 
Koordination dieser Aktivitäten. Entschei-
dungen über den Einsatz von smarten 
Objekten und CPS, IoT-Plattformen, Big-
Data-Analysen, künstlicher Intelligenz 
und autonomen Systemen werden vor 
Ort unter Berücksichtigung der besonde-
ren lokalen Gegebenheiten getroffen. Dies 
führt zu einer erheblichen Verbreitung 
von Ansätzen, Lösungen und Standards 
mit hohen Folgekosten und geringer In-

teroperabilität. Mittelfristige Konsequenz 
dieses Narrativs ist eine Konsolidierung 
zur Senkung der laufend steigenden Be-
triebskosten. Zudem muss mit überzo-
gener smarter Überwachung gerechnet 
werden, da die Wiederwahl der Politiker 
auch von gefühlter Sicherheit abhängt. 
Überwachungssysteme mit automatischen 
Analysen geben den Bürgern ein Gefühl 
von Sicherheit. Langfristig führt aber auch 
diese Einstellung in eine smarte „Überwa-
chungsstadt“. 

Narrativ eines offenen Ansatzes für 
Smart Government

Das vierte Narrativ verbindet offene An-
sätze mit Smart Government. Dieser stark 
zivilgesellschaftlich geprägte Ansatz ba-
siert hauptsächlich auf der Idee von Inte-
roperabilität, offenen Standards und offe-
nen Schnittstellen sowie auf offener Hard-
ware und Open Source Software. Ziel ist 

Abhängigkeiten zu verringern und einen 
raschen Austausch von smarten Objekten, 
CPS und deren Anbietern zu ermöglichen, 
sollten die in sie gesetzten Erwartungen 
nicht erfüllt werden. In Anlehnung an die 
Vielfalt eines offenen Regierungs- und 
Verwaltungshandelns kann auch Smart 
Government breit angelegt werden. Eine 
Verwaltung könnte beispielsweise alle 
jene Datenbestände öffnen, die von öf-
fentlichen Sensoren und öffentlichen 
smarten Objekten erzeugt werden. Open-
by-Default für diese Sensoren wäre ein 
kluger Vorschlag zur Stärkung der eige-
nen Open-Data-Agenda. Transparenz 4.0 
eröffnet neue Formen der Transparenz 
durch smarte Objekte und CPS. Bürger-
beteiligung 4.0 würde neue Möglichkei-

ten der Mitgestaltung und Mitwirkung im 
politischen Prozess eröffnen, aber auch ei-
nen unkontrollierten Anstieg sozialer Bots 
und Desinformationsroboter zur Folge 
haben.44 Aus einer Zusammenarbeit 4.0 
können neue CPS entstehen, die Verwal-
tungsleistungen erbringen, die Regierungs-
arbeit monitoren und diese auch bewer-
ten. Aus offener Innovation können neue 
Impulse zur Gestaltung und Implemen-
tierung von Smart Government entste-
hen. Offene Prozesse in einer öffentlichen 
Prozessbibliothek wäre die Grundlage für 
smarte Vorgangsbearbeitungssysteme und 
smarte Bescheide. Ein weiteres großes 
Potenzial liegt in offenen Open-Source-
Software-Repositorien und kollabora-
tiven Softwareentwicklungsplattformen 
für Smart Government. Auch sollten alle 
Forschungsergebnisse zu Smart Govern-
ment über Open-Access-Plattformen und 
offene Forschungsdaten-Plattformen ver-
fügbar sein.45 Obwohl diese Ansätze von 

der Zivilgesellschaft und lokalen Verei-
nigungen favorisiert werden, erhalten sie 
meist nur geringe Unterstützung durch 
die öffentliche Verwaltung. Offenheit als 
Ziel überzeugt Entscheidungsträger nicht 
so wie etwa ertragsreiche Geschäftsmo-
delle geschlossener Lösungen. Angesichts 
des Erfolgs des offenen Betriebssystems 
Android ist mittelfristig dennoch damit 
zu rechnen, sobald weltweit eine kritische 
Masse an Konsumenten offene smarte 
Objekte, offene CPS und offene IoT-
Plattformen nutzt, dass sich ein auf offe-
nen Standards und offenen Schnittstellen 
basierendes Smart Government durchset-
zen wird. Dadurch eröffnen sich weitere 
Einsatzszenarien für Big-Data-Analysen, 
künstliche Intelligenz und autonome Sys-
teme. Die südkoreanische Stadt Busan ist 
mit der Global Smart City Busan und ih-
rer Open IoT Platform46 einer der frühen 
Vorreiter dieser Bewegung. Diese Ansätze 
stärken das Ideal einer freien und offenen 
Gesellschaft. 

Gestaltungsoptionen: Smarte 
Objekte für Smart Government 

Drei der vier aufgezeigten Narrative zu 
Smart Government führen ziemlich direkt 
in die dystopische Richtung eines Über-
wachungsstaates. Beschattet, bespitzelt 
und belauert werden die Bürger durch 
smarte Objekte in ihrem direkten Umfeld. 
Gesammelt, ausgewertet und verwendet 
werden die mit Sensoren erhobenen Da-
ten dann von Unternehmen und Platt-
formbetreibern, von nationalen Behörden 
oder den Rathäusern vor Ort. Wollen sich 
die Akteure in einer smarten Gesellschaft 
der Zukunft ein Gesamtbild einer Lage 
verschaffen, so werden sie sich nicht nur 
auf smarte Objekte im staatlichen Be-
sitz verlassen, sondern auch auf private 
Wearables, smarte Haushaltsgeräte sowie 
stationäre und mobile smarte Geräte so-
wie deren Datensammlungen zugreifen 
wollen. Wearables sind mit dem Internet 
verbundene Geräte, die Menschen mit 
sich führen wie etwa smarte Armbänder, 
smarte Uhren, Smartphones, Bodycams, 

44 Vgl. Novoselic (2016), S. 77-95. 

45 Vgl. von Lucke/Große (2017), S. 13-15.

46 Global Smart City Busan (2017): http://k-smartci-
ty.kr/english.  
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smarte Brillen und smarte Fußfesseln. Zur 
Kategorie der smarten Haushaltsgeräte 
zählen Leuchten, Lichtschalter, Bewe-
gungsmelder, Thermostate, Türschlösser, 
smarte Fernseher, smarte Mülltonnen, 
smarte Kühlschränke, smarte Waschma-
schinen und smarte Verbrauchszähler. Die 
Kategorie der stationären smarten Geräte 
umfasst unbewegliche Dinge, die von au-
ßen mit hoher Flexibilität zugänglich sind. 
Dazu gehören etwa Überwachungskame-
ras, Fahrbahnsensorik, Umweltmesssta-
tionen und smarte Straßenlaternen. Zur 
den smarten mobilen Geräten werden 
tragbare Apparate wie Pumpen, Sensor-
stationen und mobile (Wärmebild-)Ka-
meras, bemannte und unbemannte Fahr-
zeuge einschließlich Landfahrzeuge, Über-
wasserfahrzeuge, Unterwasserfahrzeuge 
und Luftfahrzeuge (wie Drohnen) sowie 
Roboter gezählt. Und über eine Funkver-
bindung kann ein Smartphone beispiels-

weise zum Online-Dashboard und Steuer-
gerät für alle diese smarten Objekte wer-
den.47 

An der Gestaltung neuartiger smar-
ter Objekte und ihrer Datenräume ar-
beiten Entwicklerteams weltweit. Den 
Entwicklern und Designern obliegt dabei 
eine besondere Verantwortung, auch ein 
IT-Sicherheitskonzept zu entwerfen und 
personenbezogene Datensammlungen vor 
unberechtigten Zugriffen Dritter zu schüt-
zen. Oft fehlt aber das Vorstellungsvermö-
gen, wozu das smarte Objekt eigentlich 
noch verwendet werden kann. Smarte 
Objekte und ihre Datensammlungen kön-
nen schließlich für ganz unterschiedliche 

»An der Gestaltung neuartiger smarter 
Objekte und ihrer Datenräume arbeiten 
Entwicklerteams weltweit. Die Entwickler 
und Designer haben dabei eine besondere 
Verantwortung, IT-Sicherheitskonzepte zu 
entwerfen und personenbezogene Daten 
vor unberechtigten Zugriffen zu schützen.«

Aufgaben verwendet werden, sowohl für 
gewünschte als auch für schlechte, illega-
le oder verfassungsfeindliche Zwecke. In-
sofern ist eine frühzeitige Folgenabschät-
zung unerlässlich, wie sie etwa mit Art. 35 
DSGVO vorgesehen ist. 

Anbieter, Eigentümer und Nutzer wer-
den durch Entwicklungsplattformen für 
das Internet der Dinge immer besser in die 
Lage versetzt, beliebige smarte Objekte 
für eigene Zwecke zu nutzen, zu manipu-
lieren und in ihren Funktionen zu erwei-
tern oder einzuschränken. Auch staatliche 
Behörden werden sich, ganz im Sinne von 
Smart Government, diesen Möglichkei-
ten bedienen wollen. Staat und Verwal-
tung können die Verwendung bestimmter 
smarter Objekte empfehlen oder sogar 
zur Pflicht machen, insbesondere wenn sie 
eine bessere Erfüllung öffentlicher Aufga-
ben erwarten. Feuermelder, Bodycams und 

smarte Fußfesseln sind drei Beispiele, de-
ren Einsatz vom Gesetzgeber in Deutsch-
land beschlossen wurde. Die Öffentlich-
keit ist aber auch gewarnt. Nicht alle 
Hersteller bieten das Maß an Datenschutz 
und IT-Sicherheit, das gesetzlich vorge-
schrieben ist. Manchmal sind staatliche 
Eingriffe erforderlich, wenn der Markt 
versagt. Staat und Verwaltung haben sich 
in einem Rechtsstaat aber an Recht und 
Gesetz zu halten. Eine vollständige Über-
wachung des Verhaltens aller Bürger in 
ihrem Alltag ist in der Bundesrepublik 
Deutschland inakzeptabel. Smarte Laut-
sprecher mit Mikrofon etwa wie Amazons 
Alexa oder Googles Echo machen dies, 
zugegeben auf Wunsch ihrer Eigentümer 

und nur im Binnenverhältnis zum Platt-
formbetreiber. Denken deutsche Behörden 
darüber nach, die sensorgenerierten Da-
tenbestände bestimmter smarter Objek-
te der Bürger systematisch auszuwerten, 
etwa um Rechtsverstößen zeitnah auf die 
Spur zu kommen und um Warnungen und 
Strafen aussprechen zu können, wäre der 
Aufschrei und die Empörung groß. Staat 
und Verwaltung haben eine große Verant-
wortung. Sie müssen sorgfältig abwägen, 
welche smarten Objekte sie offen und 
welche verdeckt zur Aufgabenerfüllung 
nutzen wollen, wo Grenzen zu ziehen und 
welche Rechtsgrundlagen zu ändern sind. 

Gestaltungsoptionen: 
Cyberphysische Systeme für Smart 
Government

Die intelligente Vernetzung smarter Ob-
jekte wird durch CPS realisiert. Diese 
nutzen in der Regel eine Vielzahl von 
smarten Objekten, eingebetteten Syste-
men oder Sensornetzwerken für die Er-
ledigung von Aufgaben. Sie sammeln die 
verteilten sensorgenerierten Daten, werten 
sie mit Algorithmen aus und treffen dann 
Entscheidungen, die sie an ausgewählte 
Systemkomponenten weitergeben. Durch 
eine Anbindung an das Internet kann je-
des CPS seine Funktionen, Dienste und 
Features weltweit anbieten. Leistungs-
starke CPS erfassen sofort ihre verteilte 
Anwendungs- und Umgebungssituation 
und interagieren mit Anwendern, um sie 
interaktiv zu beeinflussen und so ihr Ver-
halten in Bezug auf die jeweilige Situati-
on zu steuern.48 So lassen sich intelligent 
vernetzte Ökosysteme entwickeln, in die 
IT-Systeme, Menschen, Dinge, Daten und 
Dienste gleichermaßen integriert sind und 
die sich zum Teil selbst informieren, ana-
lysieren, überwachen und steuern. Soziale 
cyberphysischen Systeme sind eine speziel-
le Form eines CPS, das die Gemeinschaft, 
die sozialen Systeme und natürlich die 
Bürger in der realen Welt umfasst.49 Bür-
ger werden in sozialen cyberphysischen 
Systemen allerdings zu bloßen Objekten 
degradiert, die sich den Vorstellungen des 
Systems unterzuordnen haben. Dieser aus 
Japan stammende Denkansatz passt aber 
nicht zum Idealbild des mündigen Bürgers 
in Deutschland, der selbst alle sein Leben 

47 Vgl. von Lucke (2018), S. 99-102. 
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betreffende Entscheidungen treffen möch-
te. Und dies ist die eigentliche Herausfor-
derung bei der Gestaltung von CPS im öf-
fentlichen Raum. 

Mit dem zunehmenden Erfolg des In-
ternet der Dinge werden sich CPS in den 
kommenden Jahren auch im öffentlichen 
Sektor durchsetzen. Vielleicht geschieht 
dies unter anderen Bezeichnungen wie 
etwa „Plattformen“, „City-Cloud“, „ur-
baner Datenraum“ oder „smarte Stadt“. 
Im Kern wird es sich um im Besitz der 
öffentlichen Hand befindliche IT-Systeme 
handeln, die sensorgenerierte Daten sam-
meln, auswerten und mit diesen Aktionen 
initiieren, um öffentliche Aufgaben wahr-
zunehmen. Verwaltungen müssen sich 
bewusst sein, dass staatliche CPS Daten-
bestände enthalten, die Bürger durch ihr 
Verhalten generiert haben, ohne dass eine 
Möglichkeit bestand, sich der Datenerfas-
sung zu entziehen. Deswegen ist im Um-
gang mit CPS eine besondere Sensibilität 
notwendig. Insbesondere muss auch über 
eine Anonymisierung und Löschung von 
Datenbeständen nachgedacht werden, 
wenn diese zur Aufgabenerfüllung nicht 
mehr gebraucht werden. 

An drei Beispielen lässt sich verständ-
lich aufzeigen, welche Position CPS im öf-
fentlichen Sektor einnehmen können und 
warum Entwicklern bei ihrer Gestaltung 
eine besondere Verantwortung obliegt. 
Ein smartes Amtsgebäude bietet Verwal-
tungsmitarbeitern eine smarte Arbeitsum-
gebung, die durch Anwendungen des 
Internets der Dinge optimiert wird. Die 
Gebäudeautomation hilft, das Raumklima 
und die Temperatur zu regulieren, den Be-
darf an fossilen Brennstoffen zum Heizen 
oder Kühlen zu reduzieren, Komfort und 
Sicherheit zu verbessern und Fahrstühle 

nach Nachfrage zu steuern. Smarte Regie-
rungsgebäude und smarte Schulgebäude 
tragen in diesem Sinne dazu bei, den Ver-
brauch von Steuergeldern zu reduzieren. 

Das Konzept einer smarten Stadt als 
Ort der Nutzung des Internets der Dinge 
und des Internets der Dienste ist ein zwei-
tes Beispiel für ein CPS im öffentlichen 
Sektor. Die koreanische Sicht auf smarte 
Städte als Plattformen für smarte Daten 
und smarte Dienste50 wirkt viel überzeu-
gender als viele andere Konzepte unter 
dem gleichen Namen.51 Nach Ansicht der 
koreanischen Nationalen Agentur für die 
Informationsgesellschaft setzten smarte 
Städte der ersten Generation nur auf das 
Internet und Breitband. In der zweiten 
Generation kamen zusätzlich Sensoren ins 
Spiel. Die dritte Generation von smarten 
Städten wird durch Big-Data-Analysen 
geprägt, um aus den zahlreichen smarten 
Sensordaten zusätzliche neue Erkenntnis-
se zu gewinnen. Algorithmen der künstli-
chen Intelligenz werden der kommenden 
vierten Generation smarter Städte hel-
fen, die richtigen Entscheidungen auf der 
Grundlage smarter Sensordaten zu treffen 
(vgl. Abb. 1).52 Vergleichbare Ansätze sind 
auch für smarte Regionen und smarte 
Nationen vorstellbar. In Asien mag dieser 
Denkansatz rasch weite Verbreitung fin-
den. Werden in der westlichen Welt des 
21. Jahrhunderts die Bürger in smarten 
Städten zu bloßen Objekten des Han-
delns, ohne Einfluss- und Gestaltungs-
möglichkeiten auf die eigene Zukunft, 
einer auf Management- und Kennzahlen 
orientierten Denkhaltung degradiert, so 
wird dies rasch Proteste und Widerstände 
zur Folge haben. Die gelebte Tradition der 
Bürgerbeteiligung wird in Europa andere 
smarte Städte und andere CPS hervorbrin-
gen als etwa in Asien. 

Das dritte Bei-
spiel für ein künf-
tiges CPS ist eine 
„auf der grünen 
Wiese“ konzipierte 
digitale Behörde, 
die mit einer sen-
sorbasierten Daten-
sammlung sowie 
smarten Akten- 
und Vorgangsbear-
beitungssystemen 
die Informations-
verarbeitung und 

Entscheidungsfindung hochautomatisiert 
durchführt, ohne die wenigen menschli-
chen Entscheidungsträger aus ihrer Ver-
antwortung zu entlassen. Eine solche 
digitale Behörde setzt auf elektronisch 
unterstützte Massenbearbeitung von An-
trägen, Rechnungen und Genehmigun-
gen. Smarte Vorgänge unterstützen die 
Vorgangsbearbeitungsprozesse. Vorgänge 
steuern sich selbst durch Zuständigkeiten 
und dynamische Wertschöpfungsnetzwer-
ke. Autonome, sich selbst organisierende 
Vorgangsbearbeitungssysteme mit Geneh-
migungsfiktion ersetzen die in klassischen 
Behörden bewährte papierbasierte wie 
botenlastige Aktenhaltung. Portalbasierte 
einheitliche Ansprechpartner kümmern 
sich um das gesamte Anliegen der Bürger 
und Unternehmen, ohne diese mit admi-
nistrativen Kenntnissen zu überfordern. 
Proaktive Verwaltungsleistungen und 
smarte Bescheide ergänzen das Leistungs-
portfolio. All diese neuartigen koope-
rativen Ansätze stärken die dynamische 
Selbstorganisation und führen zu einer 
Auflösung von klassischen Zuständig-
keits- und Fachbereichsgrenzen.53 Da ein 
solcher Ansatz auf der grünen Wiese für 
den öffentlichen Sektor erhebliche disrup-
tive Folgen haben wird, wird die Politik 
auf echte Neugründungen setzen. Sollten 
diese erfolgreich gelingen, werden sie ein 
wichtiger Motor für Innovation und Kon-
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Abb.1: Koreanische Sicht auf verschiedene Generationen intelligenter Städte (Hwang 2017, S. 9-13).

48 Vgl. Geisberger/Broy (2012), S. 22 und acatech 
(2011).  

49 National Institute of Informatics (2017).  

50 Vgl. Hwang (2017).  

51 Vgl. Chourabi et al (2012), S. 2290; Meier/
Portmann (2016); Privacy International (2017), S. 
5-10.  

52 Vgl. Hwang (2017), S. 9-13.  

53 Vgl. von Lucke (2015), S. 8.  
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solidierung sein. Schrittweise wird dann 
die Last in den bestehenden Strukturen 
heruntergefahren und Aufgaben verlagert. 
Das Onlinezugangsgesetz (OZG) schafft 
in Deutschland dazu den rechtlichen Rah-
men. 

Weitere Beispiele für CPS im öffentli-
chen Sektor finden sich in smarten Häfen 
wie etwa in Singapur, Antwerpen, Rot-
terdam oder Hamburg, smarten Flughä-
fen wie dem Dubai International Airport 
(DXB), smarten Straßen, smarten Tun-
neln, smarten Gleisen und smarten Strom-
netzen. Es gibt unzählige Möglichkeiten 
zum Einsatz von Sensoren im Verkehr, 
beim Parken, zur Beleuchtung und zur 
Überwachung öffentlicher Plätze und zu 
deren Einbettung in CPS. Im öffentlichen 

Sektor werden zunächst Feuerwehrleute, 
Polizisten und Soldaten von diesen Ent-
wicklungen profitieren, denn eine smarte 
Vorgehensweise hilft hier Leben zu ret-
ten, bietet den Mitarbeitern einen besse-
ren Schutz und hilft gesundheitliche und 
finanzielle Verluste zu reduzieren. Viele 
weitere Bereiche werden folgen. 

Regierungs- und 
Verwaltungshandeln durch 
Menschen und autonome 
Systeme 

Smart Government bedeutet nicht nur 
verbesserte Informationen und tiefgreifen-
dere Analysen für Entscheidungsträger. Es 
setzt auch auf eine stärkere Automatisie-
rung der Abläufe und auf Steuerung und 
Kontrolle durch Informationssysteme. 
Smarte Objekte und CPS tragen dazu bei, 
dass autonome Systeme immer komplexe-

re Entscheidungen treffen können. Diese 
profitieren dabei auch vom technischen 
Fortschritt durch Big Data, künstlicher In-
telligenz und der Verhaltensökonomie. 

Big Data ist ein weiterer Treiber des 
Wandels im öffentlichen Sektor.� Mit dem 
Begriff wird der Prozess der Erfassung 
und Analyse großer Mengen strukturierter 
und unstrukturierter Daten mit Hilfe leis-
tungsfähiger Rechner und Softwarepro-
gramme nahezu in Echtzeit beschrieben. 
Smarte Datensammlungen, die durch ei-
nen konstanten Datenfluss von smarten 
Objekten weiter gefüllt werden, sind eine 
perfekte Quelle für Big-Data-Analysen in 
Staat und Verwaltung, für CPS und neue 
Verwaltungsleistungen. Aber nicht alles, 
was technisch möglich wäre, ist gesetz-

lich auch erlaubt. Mit den Vorgaben zum 
Datenschutz, zur nationalen Sicherheit 
und in den Parlamenten debattierten ethi-
schen Grenzen gibt es einen Rahmen, der 
eine Regierung im freien Umgang mit ih-
ren Datenräumen einschränkt. Dabei ist 
der Staat mit seinen Einwohnerregistern, 
Volkszählungsdaten, Geodaten, Grundbü-
chern, Haushaltsdaten und Beschaffungs-
daten auch einer der größten Eigentümer 
von großen Datenbeständen. Jede Kom-
bination dieser Daten mit smarten Daten 
kann neue und vielleicht auch überra-
schende Erkenntnisse bringen. Zahlreiche 
Datenlabore und Datenwissenschaftler 
zeigen ihr Interesse, diese Datenschät-
ze für Regierung, Wirtschaft, Presse und 
Gesellschaft zu erforschen und zu entwi-
ckeln. Insbesondere solange es weder Re-
geln noch Gesetze des Parlaments gibt, 
ist ein verantwortungsvoller Umgang mit 
großen Datenmengen unbedingt erforder-

lich, um sicherzustellen, dass die Öffent-
lichkeit das Vertrauen in staatliche Insti-
tutionen und deren Umgang mit staatlich 
erhobenen Daten nicht verlieren.

Die künstliche Intelligenz (KI) bietet 
Algorithmen und Techniken, um aus Da-
ten und Erfahrungen zu lernen und um 
neue Anwendungen zu entwickeln. Kog-
nitive Dienste ist ein besserer Begriff für 
diese Ansätze, denn KI-Systeme ersetzen 
derzeit nicht Menschen durch eine men-
schenähnliche Superintelligenz, sondern 
unterstützen diese doch eher mit einfa-
chen Zusatzdiensten wie Chatbots, Über-
setzungsdiensten und anderen kognitiven 
Ansätzen, die auf maschinellem Lernen 
basieren.55 Die Kombination von KI oder 
kognitiven Diensten mit smarten Objek-
ten, sensorgenerierten smarten Daten und 
CPS könnte zu neuartigen sozialen CPS 
und smarten Verwaltungsleistungen füh-
ren, bei denen nur noch Computer die 
Entscheidungen treffen. 

Schon heute können smarte Dienste, 
Big-Data-Analysen und kognitive Dienste 
zum Stupsen (Nudging) genutzt werden. 
Beim Stupsen geht es darum, Menschen 
in einer Entscheidungssituation einen 
kleinen Hinweis zu geben. Verhaltens-
ökonomisch ist bekannt, dass große po-
litische Ziele nicht immer die gewünsch-
te Wirkung erreichen, kleine Anstöße 
manchmal aber schon. Veränderungen in 
Entscheidungssituationen können Men-
schen sanft zu einem Verhalten führen, 
das dem Gemeinwohl förderlich ist. Die 
verhaltensökonomische Modellierung des 
Nudgings dient dazu, die richtigen Im-
pulse zu identifizieren. Große Mengen an 
smarten Daten und deren Analyse sowie 
kognitive Dienste eröffnen völlig neue 
Möglichkeiten zur effizienten und effek-
tiven Umsetzung politischer Maßnahmen 
– bei voller Entscheidungsfreiheit für die 
Betroffenen.56 Gute Beispiele dafür sind 
etwa die Sparpreise für Fahrkarten der 
Deutschen Bahn AG, die auf Nachfrage 
und Auslastung reagieren. Smarte Objek-
te und CPS könnten Kernbestandteile von 

»Smart Government bedeutet nicht 
nur verbesserte Informationen 
und tiefgreifendere Analysen für 
Entscheidungsträger. Es setzt auch auf 
eine stärkere Automatisierung der Abläufe 
und auf Steuerung und Kontrolle durch 
Informationssysteme.«

54 Vgl. Fasel (2017), S. 14-24. 

55 Vgl. Lakemeyer (2017), S. 2-7.

56 Vgl. Weber (2016), S. 3.

von Lucke, In welcher smarten Welt wollen wir eigentlich leben?

192 VM 4/2018

https://doi.org/10.5771/0947-9856-2018-4-177 - Generiert durch IP 216.73.216.36, am 18.01.2026, 11:15:57. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.5771/0947-9856-2018-4-177


»Autonome Systeme treffen Entscheidungen. 
Dazu setzen sie auf Algorithmen, die ihnen 
entweder von Entwicklern einprogrammiert 
wurden oder die sie sich als lernendes 
System im Laufe der Zeit selbst erarbeitet 
haben.«

Nudging-Diensten sein, da sie die Daten 
und das Ökosystem liefern, um die Analy-
sen durchzuführen und um die Vorschläge 
zu präsentieren. 

In Deutschland sind die Ideen eines in-
telligent vernetzten Verwaltungshandelns 
bereits seit 2017 Teil des Verwaltungs-
rechts. §35a des Verwaltungsverfahrens-
gesetzes erlaubt es, einen Verwaltungsakt 
vollständig durch automatische Einrich-
tungen zu erlassen, sofern dies durch 
Rechtsvorschrift zugelassen ist und weder 
ein Ermessen noch ein Beurteilungsspiel-
raum besteht. Erste Anwendungsfälle fin-
den sich in § 155 Abs. 4 AO und § 31a 
SGB X. Die Prüfung der eingereichten 
Steuererklärungsformulare und die Er-
stellung des Steuerbescheids ist eine gän-
gige Verwaltungsleistung, die in Deutsch-
land bereits vollständig von IT-Systemen 
durchgeführt werden kann.57 Auch die 

jährliche Erhöhung der mehr als 25,6 
Millionen Renten um den politisch verein-
barten Prozentsatz nach der Rentenformel 
läuft in Deutschland vollautomatisch ab. 
Automatisierte Frühwarnsysteme für Erd-
beben, Vulkane, Überschwemmungen und 
Tsunamis sind weitere Beispiele außerhalb 
von Deutschland. Autonome, selbstfah-
rende Eisenbahnen, Straßenbahnen und 
Busse müssen in diesem Zusammenhang 
ebenfalls genannt werden. 

Autonome Systeme treffen Entschei-
dungen. Dazu setzen sie auf Algorithmen, 
die ihnen entweder von versierten Ent-
wicklern einprogrammiert worden sind 
oder die sie sich als lernendes System im 
Laufe der Zeit selbst erarbeitet haben.58 
Angesichts komplexer Probleme können 

Rechner durchaus bessere Entscheidungen 
treffen, wenn sie unzählige Alternativen 
in kurzer Zeit durchspielen und bewer-
ten. Auch hierzu können sie sich smarter 
Objekte und CPS bedienen. Autonome 
Systeme bedeuten aber auch, dass Men-
schen aus Entscheidungsprozessen her-
ausgenommen werden und sich die Ver-
antwortlichen vom bisher verfolgten Ideal 
eines entscheidungsunterstützenden Sys-
tems verabschieden. Bislang sind die Ein-
satzmöglichkeiten von autonomen Syste-
men noch sehr begrenzt. Die Technologie 
ist noch nicht bereit, in Situationen mit 
Spielräumen und Diskretion eingesetzt zu 
werden. Auch fehlt es ihnen auch an Ein-
fühlungsvermögen und Kreativität. Die 
technische Entwicklung durch Big Data 
und künstliche Intelligenz könnte in den 
kommenden Jahren zu ganz neuen An-
wendungsszenarien in Staat und Verwal-
tung führen, die bisher als nicht vorstell-

bar galten. Die skizzierten Möglichkeiten 
einer smarten Überwachung mit smarten 
Kameras und KI-basierten Videoanalysen 
sowie die aufgezeigten Ansätze in Singa-
pur, Taiwan und der Volksrepublik China 
zeigen, dass autonome Systeme, die sich 
gegen die Bürger richten, heute schon am 
Markt verfügbar sind und technisch je-
derzeit auch in Europa installiert werden 
könnten. 

Gestalten wir unsere Zukunft 
noch selbst!

Die Digitalisierung wird Staaten und de-
ren Verwaltung nachhaltig verändern. 
Smart Government ist dabei nicht nur 
der nächste Entwicklungsschritt nach 
E-Government, Open Government und 

Open Government Data. Es führt das 
Internet der Dinge und das Internet der 
Dienste mit all seinen Nebenwirkungen in 
den öffentlichen Sektor ein. Smarte Ob-
jekte und CPS werden die Aufbau- und 
Ablauforganisationen in Staat und Ver-
waltung in vielerlei Hinsicht verändern. 
Neben konstruktiv-unterstützenden und 
überzeugenden Szenarien einer smarten 
Feuerwehr und bei den Stadtwerken59 gibt 
es auch genügend Raum für dystopische 
Szenarien. Hierzu zählt etwa ein „City 
Performance Monitoring“ mit Leistungs-
bilanzen oder die smarte Überwachung 
der Bevölkerung.60 Technisch könnte das 
Ganze sehr schnell umgesetzt werden. Er-
fahrungen zu Plänen, Implementierungen 
und dem laufenden Betrieb liegen etwa 
in Asien schon länger vor. Ein Verwal-
tungshandeln nahezu in Echtzeit, das von 
einer Gigabitinfrastruktur und den Netz-
werken der fünften Mobilfunkgeneration 
sowie smarten Objekten, CPS, Big Data, 
Anwendungen mit künstlicher Intelligenz 
und autonomen Systemen profitiert, wäre 
dann nur noch der nächste Schritt. Aber 
wäre das Leben in einem solchen smarten 
Staat wirklich noch lebenswert? 

Müssen etwa Verwaltung oder Poli-
zei sofort tätig werden, wenn sich Bürger 
oder Unternehmen nicht an Regeln und 
Gesetze halten? Das kommt natürlich auf 
die Schwere des Verstoßes und den Scha-
den für Dritte an. Zumindest theoretisch 
könnten Verwaltung und Polizei mit ei-
nem smarten Überwachungskonzept si-
cherstellen, dass Verstöße aller Art sofort 
erkannt und in Echtzeit sanktioniert oder 
bestraft werden. Das Leben in einer di-
gital überwachten Welt, in der staatliche 
Stellen das Handeln der Bürger ständig 
überwachen können und diese bei Fehl-
tritten oder kritischen Kommentaren so-
fort zur Rechenschaft ziehen, wäre aller-
dings weit mehr als nur ein dystopischer 
Albtraum. Rückzugsräume wird es dann 
kaum oder gar nicht mehr geben. Alles 
was ein Bürger sagt, twittert und macht, 

57 Vgl. Braun-Binder (2016) und Braun-Binder 
(2016b).

58 Vgl. von Lucke (2018), S. 112.  

59 Vgl. von Lucke (2015), S. 26-31.  

60 Vgl. IEC (2017), S. 135 und Privacy International 
(2017).  
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kann gegen ihn verwendet werden. Das 
smarte CPS vergisst nichts. Das Ganze 
führt relativ schnell zu einer Selbstzen-
sur in den Köpfen der Bürger, die sich 
mit ihren Aussagen nicht selbst schaden 
wollen. Singapur, Taiwan und die Volks-
republik China zeigen mit ihren Plänen 
zum Aufbau smarter Überwachungssys-
teme, wie eine digital überwachte Smart-
Government-Welt heute bereits technisch 
aufgebaut und in Betrieb genommen wer-
den kann. Dies beginnt eher harmlos mit 
der Vernetzung einiger smarter Objekte 
über eine gemeinsame Sensor- oder IoT-
Plattform. Überzeugen die Ergebnisse die 
Politik, so werden die Sicherheitsbehörden 
neue Argumente wie etwa die erforderli-
che Bekämpfung von organisierter Krimi-
nalität und Terrorismus präsentieren, um 
dem Ziel einer flächendeckenden smarten 
Überwachung der Bevölkerung näher zu 
kommen. 

Bürger in autoritär geführten Staaten 
mit mächtigen Polizei- und Geheimdiens-
ten werden auf smarte Überwachungs-
systeme anders, vielleicht auch gar nicht 
reagieren, um sich selbst und ihre Familie 
nicht zu gefährden. Bürger in demokrati-
schen Staaten mit all ihren Möglichkeiten 
der freien Meinungsäußerung und allen 
Vorteilen einer starken Zivilgesellschaft 
würden hingegen vermutlich für diese 
über Jahrhunderte errungenen Freiheiten 
auch heute noch kämpfen. 

Derzeit sind vier Narrative zu beob-
achten, wie sich Thementreiber in aller 
Welt einer smarten Zukunft von Staat 
und Verwaltung annähern. Unternehmen 
und Plattformbetreiber sehen für sich ein 
großes Potential in den Datenräumen und 
ihren darauf aufsetzenden Geschäftsmo-
dellen. National denkende Akteure sehen 
in Smart Government eher die Chance, in 
allen Bereichen zentrale Ansätze auf ho-
hem Niveau dauerhaft zu etablieren. Bür-
germeister und Gemeinderäte favorisieren 
für smarte Städte und Smart Government 
dagegen lokale Lösungen, vor allem um 
die eigene Position und das eigene Leis-
tungsportfolio dauerhaft abzusichern. 
Offene, datenschutzkonforme und vor 
allem von den Bürgern mitinitiierte An-
sätze zur Gestaltung eines intelligent ver-
netzten Regierungs- und Verwaltungshan-
delns, zur Konzeption smarter Objekte 
und CPS werden von einer anderen Logik 

»Derzeit sind vier Narrative zu beobachten, 
wie sich Thementreiber in aller Welt einer 
smarten Zukunft von Staat und Verwaltung 
annähern.«

getrieben. Sie sind bisher noch selten. In 
Deutschland ist die Stadt Ulm im Rah-
men der Wettbewerbe Zukunftsstadt Ulm 
2030 und Zukunftskommune@bw einer 
der ersten Vorreiter.61 

Aktuell gewinnen smarte Objekte in 
vielen Bereichen an Bedeutung. Sie wer-
den ausgereifter und auch bezahlbar. 
Smarte Armbänder, smarte Uhren und 
Smartphones sind sogar zu Statussymbo-
len geworden. Die dazugehörigen Apps 
erzeugen zahlreiche Mehrwerte im All-
tag, ohne dass sich die Nutzer wegen der 
Datensammlungen im Hintergrund ernst-
hafte Sorgen machen. Manchmal wäre 
das aber angebracht. Die intelligente Ver-

netzung von Wohnungen und Häusern 
(Smart Home) wird erst in den kommen-
den Jahren an Bedeutung gewinnen. Die 
Vernetzung von Überwachungskameras, 
Umweltmessstationen und Straßenla-
ternen ist ein ganz relevantes Thema auf 
kommunaler Ebene. Der Einsatz von 
Drohnen und Robotern im öffentlichen 
Dienst beginnt gerade erst. CPS werden, 
vielleicht auch auf Grund ihrer Komple-
xität, im Kontext von smarten Städten 
und Smart Government bisher noch kaum 
wahrgenommen. Einsatzleitzentralen und 
Sicherheitsdienste setzen auf solche Ansät-
ze. Dabei verfügen CPS über das Potenti-
al, mit ihrer neuartigen Funktionslogik 
bestehende Systeme substantiell zu über-
treffen und diese dauerhaft zu ersetzen. 
Anwendungen für Staat und Verwaltung 
auf Basis großer Datenbestände, künstli-
cher Intelligenz und autonomer Systeme 
befinden sich in Deutschland überwiegend 
noch in einem sehr frühen Entwicklungs-

stadium. Andere Staaten sind in diesen 
Anwendungsfeldern mit ihrer Entwick-
lung schon sehr viel weiter fortgeschritten. 
Und das kann durchaus Konsequenzen 
haben. 

Die Installation und der Einsatz von 
smarten Objekten und CPS im öffentli-
chen Raum wird oft in Fachgremien be-
schlossen. Debatten über den Zweck, Sinn 
und Unsinn, Chancen und Risiken werden 
oft nur in einer kleinen Fachöffentlich-
keit geführt. Hier engagieren sich unter 
anderem auch die Datenschutzbeauf-
tragten von Bund und Ländern. Bürgern 
und Kunden des ÖPNVs bleibt oft aber 
nichts anderes übrig, als die Installation 

von Überwachungskameras und WLAN-
Zugängen zur Kenntnis zu nehmen, wenn 
sie weiterhin mit Bus und Bahn fahren 
wollen. Politik und Verwaltung setzen sich 
derzeit kaum für bürgerorientierte und 
datensparsame Ansätze in smarten Städte 
ein. Hier sind es vielmehr internationale 
Konzerne, die ein großes Interesse an der 
Vermarktung ihrer Lösungspakete haben 
und die in den smarten Datensammlungen 
zahlreiche neue Geschäftsfelder erkennen, 
die es aus ihrer Sicht zu sichern gilt. 

Zum Abschluss stellt sich also die ei-
gentlich relevante Frage: „In welcher 
Smart-Government-Welt wollen wir in 
Deutschland eigentlich leben?“ Und de-
ren Beantwortung hat viel mit Wissen, 

61 Zukunftsstadt Ulm 2030: https://www.zukunfts-
stadt-ulm.de.
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Wille, Kompetenz, Gestaltung und Hand-
lungsfenstern zu tun. Die vier vorgestell-
ten Narrative haben alternative Wege mit 
unterschiedlichen Konsequenzen aufge-
zeigt. Keines dieser Narrative ist perfekt, 
aber einige von ihnen führen mehr in eine 
dystopische als in eine utopische Zukunft. 
Der technische Fortschritt und der Markt 
werden schneller als gedacht Fakten 
schaffen. Sobald sich ausgereifte smarte 
Objekte und CPS am Markt und im Be-
wusstsein der Öffentlichkeit durchsetzen, 
werden diese Bestandteil einer Smart-
Government-Strategie sein. Entscheidend 
sollten jedoch nicht die technischen Mög-
lichkeiten und deren Marktdominanz, 
sondern der politische Wille und das Wohl 
der Bevölkerung sein. Eine Antwort auf 
die Abschlussfrage wird nicht dauerhaft 
gleichbleibend sein. Sie muss von jeder 
Generation neu beantwortet werden. 
Schließlich liegt es am öffentlichen Inte-
resse, an den politischen Zielen der Par-
teien und an den vom Gesetzgeber iden-
tifizierten öffentlichen Aufgaben, wie ein 
intelligent vernetztes Verwaltungshandeln 
und wie smarte Städte der Zukunft zu 
gestalten und zu regulieren sind. Freiheit, 
Sicherheit, Kontrolle und Flexibilität sind 
aber ganz entscheidende Parameter, mit 
denen Entwicklerteams, Kommissionen 
und Expertengremien zur Erarbeitung von 
Rahmenempfehlungen für Smart-Govern-
ment-Ansätze in der offenen und freien 
Gesellschaft arbeiten müssen. 

Ganz entscheidend ist es, dass Staaten 
mit ihren Behörden, Unternehmen, Wis-
senschaftlern und Bürgern in der Lage 
sind, selbst und aus eigenem Antrieb 
smarte Objekte sowie sichere und ver-
trauenswürdige CPS für den öffentlichen 
Sektor zu planen, implementieren, starten, 
betreiben und warten. Staat und Verwal-
tung sollten in der Lage sein eigenmäch-
tig zu entscheiden, für welche Aufgaben 
smarte Objekte und CPS, Big Data, künst-
liche Intelligenz und autonome Systeme 
eingesetzt werden sollen und wo Grenzen 
zu ziehen sind. Politiker, Gesetzgeber, Da-
tenschutzbeauftragte und Richter müssen 
Grenzen und Barrieren setzen können, 
wenn smarte Objekte und CPS so han-
deln, dass die Gesellschaft als Ganzes oder 
bestimme Gruppen von Bürgern Schaden 
nimmt. Sie müssen auch Verbote ausspre-
chen dürfen, etwa wenn das Wohl der 
Kinder, die grundgesetzlich garantierten 

»Ganz entscheidend ist aber auch das 
Engagement der Bürger und deren 
Mitwirkungsmöglichkeiten. Eine 
bürgerorientierte Gestaltung von Smart 
Government muss daher in der Umsetzung 
unbedingt verankert werden.«

Freiheiten der Bürger oder die nationale 
Sicherheit gefährdet werden. Ganz ent-
scheidend ist aber auch das Engagement 
der Bürger und deren Mitwirkungsmög-
lichkeiten. Diese tragen den Staat und 
die Gesellschaft. Eine bürgerorientierte 
Gestaltung von Smart Government muss 
daher in der Umsetzung unbedingt veran-
kert werden. Vielleicht mag dies auch als 
Korrektiv dienen, um dauerhaft sicher-
zustellen, dass die Interessen der Bürger 
im Vordergrund stehen und der Aufbau 
eines smarten Überwachungsstaats in der 
Bundesrepublik Deutschland verhindert 
wird. Schließlich wird das Interesse der 
Sicherheitsbehörden an einer zeitgemäßen 
technischen Unterstützung zur Aufgaben-
erfüllung niemals abnehmen. Können sie 
mit neuen Technologien viel wirtschaft-

licher und sparsamer handeln, werden 
sie Investitionen befürworten. Aber nicht 
alles, was technisch möglich und polizei-
politisch gewollt ist, ist gesellschaftlich 
und politisch erwünscht sowie rechtlich 
zulässig. Die Bundesrepublik Deutschland 
ist ein Rechtsstaat. Die Polizei und andere 
Sicherheitsbehörden haben sich an Recht 
und Gesetz zu halten. Die Erfahrungen 
aus den beiden Überwachungsstaaten 
auf deutschem Boden im 20. Jahrhundert 
sollten mehr als eine Warnung und Er-
mahnung sein, dass so etwas nicht wieder 
passieren darf. Und diese Botschaft sollte 
insbesondere auch die heutige, nachwach-
sende „Facebook-Generation“ erreichen, 
der Datenschutz vielfach viel zu lästig ist 
und die von sich behauptet, sie hätte doch 
„nichts zu verbergen“. Schließlich über-
nimmt sie in wenigen Jahren nach und 
nach die Verantwortung für die IT-Syste-
me in Staat und Verwaltung. 

Ohne Wissen und Engagement ist die 
künftige Gestaltung von Smart Govern-
ment kaum beeinflussbar. Smarte Objekte 
und CPS würden dann in den kommen-
den Jahren in Krisensituationen und oft 
auf Druck der Politik eingeführt werden 
müssen, insbesondere wenn diese Lösun-
gen öffentliche Aufgaben effizienter und 
effektiver als bisher wahrnehmen. Bundes- 
und Landesregierungen müssten dann an-
derswo konzipierte und bewährte Smart-
Government-Lösungen mit all ihren 
Risiken und unbeabsichtigten Nebenwir-
kungen kaufen, selbst wenn diese nur be-
dingt den eigenen Anforderungen entspre-
chen. Zu den befürchteten Nebenwirkun-
gen können ein Monitoring der eigenen 
Aktivitäten, eine smarte Überwachung 
der Bevölkerung und andere störende 

Dienste sein, ohne dass diese Analysen 
Dritter auf den ersten Blick auffallen wer-
den. Auch deshalb ist es erforderlich, jetzt 
zu handeln, sich aktiv an der Gestaltung 
von Smart Government zu beteiligen, um 
die eigene Zukunft auch mitgestalten zu 
können. Gerade für eine breite Akzeptanz 
sollten die Bürger wirklich von Anfang 
an aktiv in die Gestaltung miteinbezogen 
werden. Gerade die bisherigen Erfahrun-
gen in Deutschland bei der Konzeption 
und Aufbau smarter Städte sowie die Sor-
ge von dystopischen Szenarien legen bür-
gerorientierte Ansätze besonders nahe.62

62 Vgl. Beinrott (2015), S. 81-88 und BBSR (2017), S. 24-
32.
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