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1. Einleitung

Durch die Digitalisierung unterliegt die politische Kommunikation einem funda-

mentalen Wandel. Bürger1 in etablierten Demokratien und darüber hinaus greifen

zunehmend über Websites oder Smartphone Apps auf Nachrichten zu und beteili-

gen sich über soziale Netzwerkseiten (SNS) wie Facebook oder Twitter aktiv am po-

litischen Diskurs (Newman et al. 2018). Die politische Kommunikationsforschung

greift zur Analyse dieser Trends vermehrt auf digitale Verhaltensdaten und com-

putergestützteMethoden zurück; Ansätze, die häufig unter dem interdisziplinären

Forschungsparadigma der Computational Social Science (CSS) gefasst werden (Lazer

et al. 2009).

Digitale Verhaltensdaten (englisch »digital trace data«), können definiert werden

als »records of activity (trace data) undertaken through an online information sys-

tem (thus, digital)« (Howison et al. 2011, 769). Diese Spurenmenschlicher Aktivität,

z.B. in sozialen Netzwerken oder über Smartphones verzeichnet, eröffnen einen

bislang nicht möglichen, direkten Einblick in das Verhalten von Bürgern und poli-

tischen Eliten und sind dabei nicht-intrusiv, d.h. die Beobachtungsobjekte werden

durch Interventionen des Forschers nicht beeinflusst. Die resultierenden Daten

sind multimodal (Text, Videos), temporal hochauflösend, dank präziser Zeitstem-

pel, und legen so je nach Anwendungsgebiet Spuren der politischen Kommuni-

kation und Informationsrezeption von Millionen Bürgern offen. Das vorliegende

Kapitel gibt einen kurzen Abriss über relevante Forschung im Feld, reflektiert diese

kritisch und skizziert schließlich eine zukünftige Forschungsagenda, die die theo-

retischen Stärken der Sozialwissenschaften und den methodischen Innovations-

gehalt der CSS gewinnbringend zusammenführt.

1 Aus Gründen der besseren Lesbarkeit wird das generische Maskulinum genutzt.
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2. Forschungsstand

SNS wie Facebook und Twitter gewinnen zunehmend an Relevanz für die Rezep-

tion politischer Informationen sowie Meinungsbildungs- und Partizipationspro-

zesse. Sie wurden deshalb schnell von der politischen Kommunikationsforschung

in den Blick genommen. Im Folgenden sollen zentrale Themen und methodische

Trends umrissen werden.2

Wahlkampf- und Parteienforschung

Digitale Verhaltensdaten, insbesondere Twitter-Daten, sind längst ein etabliertes

Mittel zur Erforschung von Wahlkämpfen und ihren Dynamiken (Jungherr 2016;

siehe auch Borucki 2019 in diesem Band). Dabei ist zwischen publikums- und eli-

tenzentrierten Forschungsdesigns zu unterscheiden. Publikumszentrierte Studien in-

teressieren sich für die politische Kommunikation von Bürgern, indem Tweets mit

kampagnenbezogenen Schlagworten oder Hashtags wie z.B. #btw17 oder #MA-

GA erfasst werden. Diese Forschung konzentrierte sich häufig auf Fokuspunk-

te wie das »Second Screening« während TV-Debatten (Freelon/Karpf 2015; Jung-

herr 2014; Trilling 2015; Vaccari et al. 2015a), einflussreiche Nutzer (Dubois/Gaffney

2014; Jungherr 2015; Jürgens et al. 2011) und die Identifikation zentraler politischer

Themen (Jungherr 2015; Trilling 2015). Der Großteil der Wahlkampfforschung kon-

zentriert sich auf Twitter, da im Gegensatz zum anderen sozialen Netzwerk mit

großer politischer Relevanz, Facebook, die meisten Nutzerbeiträge öffentlich sind.

Ausnahmen hierzu bilden jedoch Studien, die Publikumsreaktionen auf Facebook-

Seiten politischer Parteien oder Spitzenkandidaten untersuchen (Arzheimer 2015;

Stier et al. 2017; siehe auch Fitzpatrick 2019 in diesem Band).

Publikumszentrierte Analysen demonstrieren unabhängig von ihren spezifi-

schen Fragestellungen das beträchtliche Forschungspotential digitaler Spurenda-

ten, die den politischen Diskurs in (Teil-)Öffentlichkeiten dokumentieren. So er-

halten wir Einblick in die Verteilung und Dynamik öffentlicher Aufmerksamkeit

(Freelon/Karpf 2015; Jungherr et al. 2017), die öffentliche Interpretation und Ver-

handlung vonWahlkampfereignissen (Trilling 2015; Vaccari et al. 2015a; Zhang et al.

2019) oder das Verhalten von Diskursteilnehmern in unterschiedlichen politischen

Kommunikationsumgebungen (An et al. 2019; Freelon und Karpf 2015). Dadurch

verspricht die CSS, etablierte Forschungszweige der politischen Kommunikations-

forschung zu bereichern.

2 Unsere Auswahl ist nicht erschöpfend. Es gibt weitere Themen- und Methodenschwerpunkte

wie z.B. agentenbasierte Modelle, deren Nutzung in der politischen Kommunikationsforschung

allerdings noch am Anfang steht.
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Einige publikumszentrierte Studien versuchten sich zudem an der Vorhersage

vonWahlergebnissen auf Basis von Social Media-Daten (z.B. Tumasjan et al. 2011).

Diese Studien entpuppten sich allerdings als wenig robust und konzeptionell un-

terfundiert. Da das Zielkonstrukt Wahlverhalten nicht über einen plausiblen Me-

chanismusmit den Aktivitäten einer kleinen Zahl an politisch aktiven Twitterern in

Zusammenhang gesetzt werden kann, sind die veröffentlichten Erfolgsmeldungen

nicht mehr als Scheinkorrelationen (Jungherr et al. 2012, 2017). Es gibt allerdings

auch Ansätze, die Online- und Offline-Sphären zueinander in Bezug setzen, oh-

ne diese falschen Inferenzschlüsse zu ziehen, indem Verhaltensdaten in SNS mit

Umfrage- oder Mediendaten in Bezug gesetzt werden (Jungherr 2014; Jungherr et

al. 2016; Neuman et al. 2014; Posegga/Jungherr 2019; Stier et al. 2018a; Wells et al.

2016).

Elitenzentrierte Ansätze fokussieren auf eine wohl definierte Gruppe an Accounts

von Interesse, meist Kandidaten, Parteien oder Journalisten. Studien konzentrier-

ten sich auf die Adaption einer Plattformdurch Politiker (Quinlan et al. 2017; Verge-

er et al. 2013), die parteipolitische Zusammensetzung von Kandidatennetzwerken

bzw. Fragmentierungstendenzen entlang von Parteizugehörigkeit (Conover et al.

2011; Lietz et al. 2014) und die Resonanz von Eliten beim Publikum anhand von

Interaktionsmetriken, wie die Zahl der Likes oder Retweets (Nielsen/Vaccari 2013;

Yang/Kim 2017). Eine wachsende Zahl an Studien untersucht zudem, inwiefern Po-

litiker und Parteien in sozialenMedien eine populistische Rhetorik bedienen (Ernst

et al. 2017) oder populistische Parteien und Bewegungen in ihren Themenschwer-

punkten von etablierten Parteien abweichen (Stier et al. 2017). Die Ergebnisse eli-

tenzentrierter Ansätze demonstrieren, dass bekannte Variablen wie die Ressour-

censtärke, der Bekanntheitsgrad und die Parteizugehörigkeit weiterhin zentrale

Bestimmungsfaktoren des Verhaltens und des Erfolgs von Parteien oder Politikern

in SNS sind.

Insgesamt weist diese Literatur aber auch einige Defizite auf. So basiert die

Fallauswahl häufig auf Ad-hoc-Entscheidungen wie z.B. wenigen ausgewählten

(Partei-)Accounts oder Schlagwörtern während einer Kampagne. Mögliche Defizi-

te dieser Sampling-Strategien werden kaum thematisiert oder auf ihre Robustheit

hin überprüft. Zumeist verharren die Analysemethoden im Bereich simpel mess-

barer Metriken wie Likes, Retweets oder Schlagwortnennungen anstatt das volle

methodische Portfolio der CSS, z.B. (semi-)automatisierte Inhaltsanalysen auszu-

schöpfen.

Digitale Öffentlichkeit und Connective Action

Die mediale Agenda in etablierten Demokratien wird mittlerweile stark durch die

politische Kommunikation in sozialen Medien beeinflusst (Chadwick 2013; Neu-

man et al. 2014; Wells et al. 2016). Insbesondere auf Twitter interagieren Journalis-
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ten, Politiker und interessierte politische Bürger miteinander und interpretieren

das politische Geschehen in Echtzeit. Dieser Diskurs erreicht dann über Rückkopp-

lungsschleifen im sogenannten »hybriden Mediensystem« ein größeres Publikum

(Chadwick 2013). Aktivisten und einfache Bürger, die sich in spezifischenThemen-

netzwerken engagieren (z.B. netz- oder umweltpolitischen Themen), nehmen im

politischen Meinungsbildungsprozess zumindest zeitweise eine zentralere Rolle

ein als im analogen, von Journalisten und Politikern dominierten Mediensystem

(Bennett et al. 2018; Entman/Usher 2018). Einige Studien verfolgten die verwand-

te Frage, inwiefern die journalistische Praxis auf Twitter etablierten Normen ent-

spricht oder davon abweicht (Nuernbergk 2016).

Insbesondere Protestbewegungen während des Arabischen Frühlings und

in westlichen Demokratien wie Occupy Wall Street oder die spanischen Indi-

gnados haben demonstriert, dass bislang marginalisierte Akteure durch digitale

Kommunikations- und Vernetzungsmöglichkeiten begünstigt werden können.

Netzwerkanalytische Verfahren zeigen, dass durch die »connective action« (Ben-

nett/Segerberg 2013) in SNS auch weniger politisch Involvierte an der Peripherie

von Kommunikationsnetzwerken zumindest zu virtuellen Teilen von Protestbewe-

gungen werden können (Barberá et al. 2015b; Bennett et al. 2018; Steinert-Threlkeld

2017). Allerdings zeigt sich, dass trotz des Optimismus hinsichtlich einer Egalisie-

rung politischer Kommunikation die etablierten Gatekeeper wie Massenmedien,

Politiker und organisierte und ressourcenstarke Interessen weiterhin zumin-

dest bei hinreichender eigener Aktivität eine zentrale Rolle in Online-Diskursen

einnehmen (Stier et al. 2018b).

Qualität politischer Informationen und versteckte Beeinflussung

digitaler Öffentlichkeiten

Mit der wachsenden politischen Relevanz digitaler Medien legt die Wissenschaft

ein besonderes Augenmerk auf potentiell demokratieschädigende Aspekte digita-

ler Vernetzung. Dazu gehört die Furcht vor einer abnehmenden Qualität politi-

scher Informationen, die sich in der öffentlichen Debatte am problematischen Be-

griff »Fake News« manifestiert, sowie versteckte Informationskampagnen, um im

Schutze der Anonymität des Internets demokratische Öffentlichkeiten zu manipu-

lieren.

Wissenschaftler sind vom Begriff »Fake News« weitgehend abgerückt oder be-

mühen sich zumindest um eine präzisere Konzeptualisierung. Einige Arbeiten un-

terscheiden zwischen Desinformationen, falschen Informationen, die intentional

verbreitetet werden, und Missinformationen, falschen Informationen, die ohne

größeres strategisches Ziel von individuellen Nutzern weitergeleitet werden, z.B.

Gerüchte in sozialen Medien nach Breaking News-Events oder zur Flüchtlingskri-

minalität (Wardle/Derakhshan 2017, 20). Gleichwohl wurden noch keine Anstren-
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gungen unternommen, den Charakter, die Verbreitung undWirkung dieser beiden

»information disorders« (Wardle/Derakhshan 2017) vergleichend und in größerem

Maßstab zu untersuchen.

Die aktuellen Forschungsergebnisse zur Bedeutung von Des- oder Missin-

formationen in SNS sind dementsprechend fragmentiert und widersprüchlich.

Zwar waren z.B. viele der meistgelesenen Nachrichtenartikel auf Facebook im

US-Wahlkampf 2016 einseitig politisch geprägt, irreführend oder sogar eindeutig

falsch (Allcott/Gentzkow 2017). Laut einer Studie verbreiten sich Falschinfor-

mationen auf Twitter schneller als von Fact-Checkern als wahr klassifizierte

Nachrichten (Vosoughi et al. 2018). Andererseits zeigen Studien aus dem US-

Kontext, die digitale Verhaltensdaten mit Daten auf individueller Ebene verlinken,

dass der Konsum von Des- und Missinformationen im Vergleich zu etablierten

Nachrichtenquellen marginal ist (Grinberg et al. 2019; Guess et al. 2018). Außer

einigen wenigen experimentellen Studien (z.B. Pennycook et al. 2018) ist zudem

viel zu wenig zur Wirkung solcher Nachrichten bekannt. Es verbleiben zentrale

Fragen, z.B. ob Bürger Des- und Missinformationen tatsächlich Glauben schenken

und ob diese politische Einstellungen beeinflussen können. Wie schwerwiegend

die Beeinflussung der US-Präsidentschaftswahl 2016 durch die Agenten der rus-

sischen Troll-Fabrik Internet Research Agency (IRA) beispielsweise ausfiel, ist

allein anhand der Verbreitungszahlen ihrer Tweets und Facebook-Posts nicht

bestimmbar.3

Die oben beschriebenen methodischen Unsicherheiten wiegen noch schwerer

im Falle der viel diskutierten Social Bots, computergestützten (semi-)automati-

sierten Accounts, die (politische) Debatten in SNS vermeintlich beeinflussen. Die

überwiegende Zahl der Forschungsergebnisse basiert auf der Annahme, dass Ma-

chine Learning-Algorithmen Social Bots identifizieren (z.B. Varol 2017) oder dass

Accounts mit mehr als 50 Tweets pro Tag zuverlässig als Social Bots klassifiziert

werden können (Howard/Kollanyi 2016). Beide Annahmen haben sich zwischen-

zeitlich als zu optimistisch herausgestellt. Dies liegt einerseits an sich stetig wan-

delnden Taktiken versteckter, koordinierter Social-Media-Kampagnen, dem soge-

nannten »Astroturfing« (Kovic et al. 2018), die die Erkennung über vermeintlich

langfristig stabile Eigenschaften oder Signale hinfällig macht, andererseits an der

mangelnden Datenbasis, die Forscher ohne privilegierten Zugriff auf Daten von

Onlineplattformen zwingt, ihre Analysen auf nur einem Bruchteil der potentiell

relevanten Signale durchzuführen. Zusätzlich haben sich entsprechende Studien

bisher zu wenig für die Validierung der automatisch von ihnen als Bots klassifi-

zierten Accounts interessiert, so dass entsprechende Ergebnisse über die Reich-

3 Mittlerweile hat Twitter eine Liste der IRA-Accounts und Beteiligter weiterer versteckter Infor-

mationskampagnen veröffentlicht.
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weite von Social Bots in der politischen Kommunikation mit Vorsicht zu bewerten

sind (Gallwitz/Kreil 2019; Rauchfleisch/Kaiser 2019).

Um die erheblichen Unsicherheiten von Detektionsverfahren zu umgehen,

stützen sich jüngere Arbeiten auf externe Informationen wie z.B. die von Twitter

veröffentlichten IRA-Accounts (Lukito et al. 2018), Leaks aus dem chinesischen

Regierungsapparat (King et al. 2017) oder Gerichtsdokumente, die Accounts einer

verdeckten Social Media-Operation des südkoreanischen Geheimdienstes nennen

(Keller et al. 2017, 2019, i.E.). Diese Studien lassen präzisere Aussagen über den

Charakter und die Rezeption von versteckten Informationskampagnen zu, als

dies mit Verfahren der Bot-Detektion möglich ist. Schließlich zeigen sich dank

externer Informationen zu beteiligten Accounts auffällige Koordinationsmuster,

auf deren Basis Methoden für die Aufdeckung von Astroturfing generell entwickelt

werden können (Keller et al. 2019, i.E.).

Echokammern und Filterblasen

Ein weiterer Themenschwerpunkt liegt auf der Frage, ob digitale Medien über so-

genannte Echokammern (Sunstein 2007) oder Filterblasen (Pariser 2011) zu politi-

scher Polarisierung beitragen. Die Vorstellung von Echokammern basiert darauf,

dass Menschen im Falle der Wahl zwischen Informationsquellen immer diejeni-

ge wählen würden, von der sie eine Bestärkung ihrer eigenen Meinung erwarten.

Diese Annahme wird häufig auf verkürzte Lesarten der psychologischen Ansätze

kognitive Dissonanz und Selective Exposure (Zillich 2019) gestützt. Da das frühe

Internet von einem Informationsüberfluss geprägt war, gingen manche Autoren

davon aus, dass Nutzer sich über die Zeit ausschließlich in Echokammern bewegen

würden, die ihre eigenen Meinungen spiegelten. Die Filterblase stellt eine Aktuali-

sierung dieser Idee dar. In einem Internet, das von Plattformen und Apps bestimmt

sei, habe der Nutzer gar keine Möglichkeit mehr zur Informationsauswahl. Algo-

rithmisch erstellte Filterblasen spielten, auf Basis personalisierter Profile, Nutzern

nur noch Informationen zu, die ihre Meinung stützen, ohne alternative Informa-

tionen zur Wahl zu stellen.

Die Ideen der Echokammern und Filterblasen sind sehr erfolgreich und pro-

minent rezipiert. Allerdings berücksichtigen sie schon konzeptionell eine Reihe

von Einflussfaktoren nicht, die ihr Auftreten, oder zumindest ihre dominieren-

de Wirkung, einschränken. Zum einen zeigen die Kommunikationsforschung und

die Psychologie bereits seit Jahren, dass die Wahl meinungsverstärkender Quel-

len oder Informationen stark kontextabhängig ist (Kunda 1990), so dass Nutzer

nicht automatisch Kommunikation in politisch homogenen Gruppen bevorzugen.

Zusätzlich zeigt die Medienrepertoireforschung (Hasebrink/Domeyer 2012), dass

gerade politisch interessierte Menschen nicht nur einzelne Medien konsumieren,

sondern breite Kombinationen von Medien. Dies führt empirisch nicht zu aus-
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schließlich politisch homogener Mediennutzung, sondern zur Nutzung von Me-

dien aus diversen politischen Lagern (Fletcher/Nielsen 2017; Webster 2014). Dies

lässt das Auftreten der in den Konzepten Echokammer und Filterblase beschriebe-

nen Mechanismen zumindest zweifelhaft erscheinen.

Die Analyse von Kommunikations- und Interaktionsdaten von SNS-Nutzern

zeigte sowohl Evidenz für Kommunikation in homogenen Gruppen (An et al. 2019)

als auch polarisierte Interaktionsnetzwerke (Barberá et al. 2015a; Conover et al.

2011; Lietz et al. 2014). Wir sollten allerdings vorsichtig sein, diese Befunde vor-

schnell als Bestätigung von Echokammern und Filterblasen zu sehen. Ein zentra-

ler Defekt beider Konzepte ist die deterministische Verknüpfung von empirischen

Beobachtungenmit weitreichenden gesellschaftlichen Effekten, ohne diese Verbin-

dung glaubwürdig zu testen. Das Auftreten homogener Kommunikations- oder In-

teraktionsnetzwerke allein ist kein Beleg für die von Echokammern oder Filterbla-

sen angenommene politische Polarisierung, vor allem da Nutzer nicht ausschließ-

lich in diesen Strukturen kommunizieren (An et al. 2019; Conover et al. 2011).

Jüngere Studien stellen sogar die demokratietheoretischen Grundannahmen

der Echokammer-Hypothese in Frage. So zeigen Bail et al. (2018) in einem inno-

vativen Feldexperiment auf Twitter, dass die Rezeption von politisch dissonanten

Inhalten nicht etwa zu weniger Polarisierung, sondern zu einer Verhärtung be-

stehender Einstellungen führt. Die Ergebnisse korrespondieren mit laborexperi-

mentellen Studien, die einen sog. »Backfire Effect« als Folge von dissonanter In-

formationsaufnahme identifizieren konnten (Nyhan/Reifler 2010).

Schon dieser kurze Überblick zeigt, dass digitale Verhaltensdaten und Metho-

den aus der Computational Social Science in der Forschung zur politischen Kom-

munikation geholfen haben, neue Gegenstandsbereiche zu erschließen und eta-

blierte Forschungsfelder weiterzuentwickeln. Allerdings zeigten sich auch bereits

Limitationen. Im folgenden Abschnitt skizzieren wir auf dieser Basis eine For-

schungsagenda für die sozialwissenschaftliche Integration der CSS in der politi-

schen Kommunikationsforschung.

3. Forschungsagenda

Frühen, geradezu euphorischen Erwartungen an das Potential digitaler Verhaltens-

daten stehen erhebliche Herausforderungen gegenüber, die zunehmend deutlich

werden und die Akzeptanz der CSS in etablierten sozialwissenschaftlichen Kern-

bereichen einschränken.

https://doi.org/10.14361/9783839448649-016 - am 13.02.2026, 06:45:18. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.14361/9783839448649-016
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-sa/4.0/


316 Sebastian Stier und Andreas Jungherr

Theorieanbindung

Die erste Phase der CSS war überwiegend durch deskriptive Studien geprägt, die

anhand neuer Methoden und Datensätze Nutzer- oder Elitenverhalten darstell-

ten. In diesen Studien fand selten eine explizite Verortung in Theorien der So-

zialwissenschaft statt. Stattdessen wurde häufig auf tagesaktuelle Ängste, in Be-

zug auf vermeintlicheWirkungen digitaler Medien auf politische Kommunikation,

Bezug genommen. Während dieses Vorgehen öffentliche Aufmerksamkeit garan-

tierte, zeigt sich über Zeit, dass diese Arbeitsweise nicht zur Einbindung der CSS

im zentralen sozialwissenschaftlichen Diskurs geführt hat. Ohne ernstzunehmen-

de Auseinandersetzung mit sozialwissenschaftlichen Konzepten oder sorgfältige

Theoriebildung für neue Kommunikations- oder Interaktionsumgebungen droht

sich die CSS in eine Spielart der angewandten Informatik, mit nur schwacher Re-

zeption und Anknüpfung an die Sozialwissenschaft, zu entwickeln (Jungherr 2019;

Jungherr/Theocharis 2017).

Augenblicklich liegt der Schwerpunkt der überwiegenden Zahl an CSS-Studien

auf der Anwendung und Entwicklung neuer Methoden oder Datensätze. Hierbei

werden allerdings häufig Fragen der Konzeptualisierung und Operationalisie-

rung übersprungen. Ein Beispiel hierfür bieten Arbeiten, die Polarisierung im

politischen Diskurs online zeigen wollen (Jungherr 2019). Politische Polarisie-

rung ist ein Phänomen, das seinen Ursprung in den spezifischen Bedingungen

US-amerikanischer Politik hat, das unterschiedlich konzeptualisiert wurde (Prior

2013) und das selbst in den USA empirisch überwiegend für politische Eliten und

Aktivisten gezeigt werden konnte (Fiorina et al. 2005). Diese Debatte findet sich in

den prominentesten Studien der CSS zu diesem Thema nicht wieder. Stattdessen

wird der vermeintliche Fakt breiter gesellschaftlicher Polarisierung als Motivation

genommen, willkürlich gewählte Interaktionsmuster in digitalen Verhaltensdaten

auf homogene oder heterogene Interaktionsmuster hin zu untersuchen. Werden

überwiegend homogene Cluster gefunden, gilt dies als Beleg für Polarisierung

(Adamic/Glance 2005; Conover et al. 2011). Es bleibt bei diesen Studien unklar, auf

welche Konzeptualisierung politischer Polarisierung sich ihre Befunde beziehen.

Sprechen überwiegend homogene Link-Netzwerke zwischen politischen Blogs

(Adamic/Glance 2005) oder Retweet-Netzwerke (Conover et al. 2011) tatsächlich

für politische Polarisierung? Sind für diese spezifischen Formen von (Teil-)Öf-

fentlichkeiten heterogene Interaktionen überhaupt theoretisch zu erwarten? Und

erlauben es die entsprechenden Befunde tatsächlich, von politischer Polarisierung

in Gesellschaften zu sprechen? Um hierzu Antwort zu geben, braucht die CSS

eine deutlich stärker ausgeprägte Kultur der bewussten Konzeptualisierung und

Operationalisierung.

Parallel hierzu gilt es auch neue Konzepte zu entwickeln, die den veränder-

ten Rahmenbedingungen und Wirkungsweisen zeitgenössischer politischer Kom-
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munikation gerecht werden (Neuman 2016). Die Sozialwissenschaften bieten zahl-

reiche hilfreiche Konzepte für die Arbeit zu digitaler Kommunikation. Dennoch

bedürfen einige davon zumindest der Anpassung, wenn nicht sogar dem Ersatz,

um Phänomenen digitaler Kommunikation gerecht zu werden. Seien es diskursive

Macht in der neuen Konstellation von Mediensystemen (Jungherr et al. 2019), neue

Erwartungen an Nachrichtennutzungsverhalten (de Zuñiga et al. 2017) oder neue

Formen der politischen Partizipation (vanDeth/Theocharis 2018); neue Phänomene

brauchen neue Konzepte, um die Potentiale der CSS nutzbar zu machen.

Datenerhebungsverfahren und Rezeptionsmessung

Zusätzlich gilt es auch, Fragen der Datenerhebung und der Messung gesellschaft-

licher Phänomene kritischer zu reflektieren.Wichtig ist hier die Limitation großer

Teile der bestehenden CSS-Forschung in der Nutzung digitaler Spurendaten. Die-

se Daten stellen Beobachtungen des Verhaltens von Nutzern bestimmter Online-

plattformen dar.Wir haben es allerdings mit einer Stichprobe zu tun, die zweifach

auf Selbst-Selektion basiert: Politikwissenschaftlich relevante, digitale Verhaltens-

daten werden nur von denjenigen Nutzern generiert, die aktive SNS-Nutzer sind

(Mellon/Prosser 2017) und unter dieser spezifischen Population von einer Gruppe

an Nutzern, die ein hinreichendes politisches Interesse aufweisen, um öffentlich

sichtbar Inhalte zu »liken«, »sharen« oder sogar eigene Beiträge auf Facebook oder

Twitter zu erstellen. Dies ist solange kein Problem, insofern sich die Studie nur

auf politisches Verhalten auf den jeweiligen Onlineplattformen beschränkt. Dies

erlaubt jedoch keine Rückschlüsse auf die Gesamtbevölkerung oder politisches Ver-

halten im Allgemeinen.

Erschwert wird die Problematik der Zusammensetzung der Stichprobe noch

zusätzlich dadurch, dass digitale Verhaltensdaten zwar reiche Informationen über

öffentliches Online-Verhalten enthalten, aber keine Daten über sozio-demographi-

sche Eigenschaften der Nutzer oder das Verhalten außerhalb der Online-Plattform.

Dies macht es schwierig, die tatsächliche Verzerrung des Samples zu identifizie-

ren oder die Messung gesellschaftlicher Phänomene in Spurendaten mit anderen

Messungsarten zu validieren (Jungherr et al. 2016, 2017).

Es gibt allerdings neue Forschungsdesigns, die es ermöglichen, digitale Verhal-

tensdaten für Rezeptions- und Wirkungsmessungen heranzuziehen. So erlauben

es Feldexperimente innerhalb von SNS, Effekte vonMedienrezeption auf politische

Einstellungen zu schätzen – unter experimenteller Kontrolle auf alternative Medi-

enstimuli in SNS sowie sich wandelnde Plattformcharakteristika (Bail et al. 2018;

Theocharis/Lowe 2015).

Eine weitere Möglichkeit, digitale Verhaltensdaten mit der individuellen Ebe-

ne zu verbinden ist ihre Verlinkung mit Umfragen (Stier et al. 2019). So können

Facebook- oder Twitter-Nutzer befragt werden (Jäger 2017; Vaccari et al. 2015b)
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oder aber Befragte in Online- oder bevölkerungsrepräsentativen Umfragen um ih-

re informierte Zustimmung zur Sammlung ihrer digitalen Verhaltensdaten gebe-

ten werden. Derartige verlinkte Daten haben bereits dazu beigetragen, Verzerrun-

gen in Selbsteinschätzungen im Medienkonsum zu schätzen (Guess 2015; Schar-

kow 2016) und substantielle Fragestellungen aus der politischen Kommunikati-

on wie z.B. die Rezeption politischer Nachrichten in Facebook zu untersuchen

(Wells/Thorson 2017).

Schließlich ist der Forscher bei der Erhebung von digitalen Verhaltensdaten,

z.B. über die Programmierschnittstellen von SNS, darauf angewiesen, dass die

Plattformen qualitativ hochwertige und repräsentative Daten zur Verfügung stel-

len. Im Falle der Twitter-Programmierschnittstellen (APIs) gibt es erhebliche Ver-

zerrungen, die allerdings nur schwer zu rekonstruieren und nachvollziehbar sind

(Morstatter et al. 2013). Noch schwerwiegender sind generelle Änderungen von Zu-

griffsrechten wie z.B. Facebooks Deaktivierung der Graph API, wonach der Wis-

senschaft sogar der Zugriff auf öffentliche Facebook-Daten verwehrt bleibt. For-

scher rufen bereits dazu auf, Daten aus sozialen Netzwerken unter Umgehung der

APIs zu erheben (Freelon 2018). Eine rechtlich und ethisch unverfänglichere Vari-

ante zur Datenerhebung ist die Datenspende. Seit Inkrafttreten der europäischen

Datenschutz-GrundverordnungmüssenOnline-Plattformen denNutzern ihre per-

sönlichen Daten gebündelt und übersichtlich zum Download anbieten (Datenpor-

tabilität, Art. 20 EU-DSGVO). Diese Daten könnten dann unter Anwendung an-

gemessener Pseudonymisierungs- und Datenschutzmaßnahmen von den Nutzern

für wissenschaftliche Zwecke zur Verfügung gestellt werden.

Wie bei der Verlinkung von Umfrage- und digitalen Verhaltensdaten ist die

informierte Einwilligung und Kooperationsbereitschaft von Teilnehmern auch bei

der Datenspende essentiell. Daher stehen Zugewinnen in der wissenschaftlichen

Kontrolle, der internen Validität und dem Wissen über die Nutzerpopulation Ein-

bußen in der Skalierbarkeit der Datenerhebung gegenüber. Es benötigt noch eini-

ges an Grundlagenforschung und innovativen Rekrutierungsmethoden, um qua-

litativ hochwertige Stichproben von Bürgern mit digitalen Verhaltensdaten anzu-

reichern (Stier et al. 2019).

Institutionelle Verankerung

Die weitere Etablierung der CSS in den Sozialwissenschaften steht auch vor

spezifischen institutionellen Herausforderungen. Zum einen erfordert der stetige

technologische Wandel und die damit verbundene Steigerung an Datenquellen,

-mengen und Analysemethoden zunehmend vielfältige Methodenkenntnisse und

Ressourcenzugriffe, die immer seltener von einzelnen Forschern zu bewältigen

sind. Dies legt die Nutzung eines in den Naturwissenschaften und der Informatik

verbreiteten Lab-Ansatzes nahe, der große Forscherteams mit vielfältigen Spezia-
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lisierungen zusammenbringt. Vor dem Hintergrund verfügbarer Personalmittel

stellt dies die meisten sozialwissenschaftlichen Institute, von einzelnen Profes-

suren ganz zu schweigen, vor eine erhebliche Herausforderung. Dies macht die

Zusammenarbeit mit Informatikern zu einer Vorbedingung langfristig erfolgrei-

cher CSS. Direkt damit verbunden sind Fragen der Finanzierung entsprechender

Forschungsverbünde. Während Interdisziplinarität ein in der Wissenschaft breit

geteiltes Ziel ist, orientieren sich Publikationsprozesse, Forschungsfinanzierung

und Berufungen noch immer vorwiegend an fachspezifischen Grenzen. Dies

stellt eine entscheidende Hürde für die nachhaltige Etablierung der CSS in der

Sozialwissenschaft dar.

Die Breite an Aufgaben und Methoden der CSS hat auch Konsequenzen für

die sozialwissenschaftliche Methodenausbildung.Während es wünschenswert wä-

re, die CSS in die Methodenausbildung mit aufzunehmen, stellt sich dies prak-

tisch als schwierig heraus. Letztlich geht es um vieldimensionale Aspekte der Da-

tensammlung, -verarbeitung, -aufbereitung und -analyse. Auch die Datenanaly-

se fächert sich in unterschiedliche Teilbereiche auf: Machine Learning, Netzwerk-

analyse, quantitative Textanalyse oder Bildanalysen sind nur einige Beispiele für

prominente, in der CSS verwendete, Analysemethoden. Nur wenige sozialwissen-

schaftliche Institute werden dieses vielfältige Methodenset in ihrer Ausbildung al-

lein abbilden können. Interdisziplinär unterrichtete Masterprogramme bieten hier

vielversprechende Alternativen, um die CSS gezielt in der sozialwissenschaftlichen

Ausbildung zu verankern.

4. Fazit

Die Computational Social Science bietet ein vielversprechendes neues Instrumen-

tarium an Datentypen und Analysemethoden für die politische Kommunikations-

forschung. Ihr Potential erstreckt sich von der Arbeit zu neuen Fragestellungen

und Phänomenen digitaler Kommunikation hin zu neuen Analysemöglichkeiten

für traditionelle Fragen des Feldes. Um dieses Potential freizusetzen, gilt es je-

doch für die CSS und ihre Praktiker, einige Anfangsschwierigkeiten zu überwin-

den. Gerade sozialwissenschaftlich ausgebildete Forscher sollten ihre Kernkom-

petenzen nicht methoden-, software-, und datenfixierten Zielen unterordnen. Es

gilt, in der CSS und der Anwendung ihrer Methoden gezielt und systematisch Fra-

gen der Theoriebildung, Konzeptualisierung, Datenqualität und Messung zu be-

tonen, um so anschlussfähig für Debatten in der Sozialwissenschaft zu bleiben.

Darüber hinaus sind auch forschungspraktische Fragen zu adressieren. Wie ent-

wickeln wir nachhaltig erfolgreiche interdisziplinäre Forschungspartnerschaften,

die institutionell verankert sind? Und wie stellen wir die Finanzierung entspre-

chender Forschungsprojekte in streng disziplinär organisierten Forschungsförde-
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rungsstrukturen sicher? Die Antwort auf diese Fragen wird darüber entscheiden,

ob das Forschungspotential der CSS in der Sozialwissenschaft realisierbar ist.
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