Im Frithjahr 2023 starteten die Deutsche Nationalbibliothek
(DNB) und das Science Data Center for Literature eine Archi-
vierunginitiative fur das deutschsprachige Twitter per Crowd-
sourcing. Im Beitrag werden die Motivation fur die Initiative,
die technische und organisatorische Vorgehensweise und
schlieBlich die Ergebnisse beschrieben und ein Ausblick fir die

kinftige Bereitstellung und Nutzung der Daten gegeben.
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In spring 2023, the German National Library and the Science
Data Center for Literature launched a crowdsourced archiving
initiative for German-language Tweets. The article describes the
motivation behind the initiative, the technical and organisational
aspects involved and finally the results. It also provides an outlook
on the provision and use of the data in the future.
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Einleitung

ocial Media ist Teil des kulturellen Erbes, und mit
S jeder Plattform, die entsteht, aufblitht und wie-

der zugrunde geht oder sich weitgehend trans-
formiert, verschwinden Teile der damit verbundenen
Gesellschafts- und Kulturgeschichte.! Denn wihrend
zum Beispiel fiir gedruckte Publikationen gut ausdiffe-
renzierte Abliufe definiert sind, die daftr sorgen, dass
Druckerzeugnisse weitgehend erhalten werden, existie-
ren fiir Social-Media-Publikationen keine vergleichbaren
Grundlagen. Fir Twitter wurde dieser Zustand durch die
weitreichende Transformation der Plattform nach der
Ubernahme durch ein Investorenkonsortium um Elon
Musk im Herbst 2022 deutlich. Dabei riickt Twitter be-
reits seit einigen Jahren auch als historischer Gegenstand
in den Blick, das heiflt als Medium historischer Quellen
und als Medium mit eigener Geschichte.? Eine umfas-
sende Archivierung findet im deutschsprachigen Raum
bisher nur ansatzweise institutionalisiert statt.> Sammlun-
gen werden eher von einzelnen Forscher*innen oder von
Forschungsprojekten angelegt,* konnen aber aufgrund
der restriktiven Terms of Service und aus Griinden des
Urheberrechts oft nicht so verfugbar gemacht werden,
wie dies fiir nachvollziehbare und reproduzierbare For-
schungsergebnisse notwendig wire.

Die neuen Zugriffsbeschrinkungen von Twitter — eine
starke Mengenbegrenzung fir den verbliebenen kosten-
freien Zugang und kein kostenfreier Zugang mehr fiir
Forschende — stellen ganz unterschiedliche Forschungs-
disziplinen vor weitreichende Herausforderungen. Ers-
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tens werden selbst kleine themen- oder autorenorientierte
Sammlungen dadurch finanziell nicht mehr tragbar oder
finanziell zumindest so aufwendig, dass eine Archivie-
rung von zusitzlichen Mittelzuweisungen abhingig und
die Bereitschaft zur Archivierung dadurch gesenkt wird.
Zweitens fungierte Twitter in den letzten Jahren zuneh-
mend als alleiniger Data Provider fiir die Forschung.
Obwohl die Zugangspolitik der Plattform im Vergleich
mit anderen grofien Plattformen grof3ziigig gestaltet war,
verbieten die Terms of Service eine Weitergabe von Da-
tensatzen, auch fiir die wissenschaftliche Nachnutzung.
Ublicherweise werden daher Tweet-Datensitze als Lis-
ten von Tweet-1Ds veroffentlicht. Mithilfe der Tweet-IDs
konnen dann unter Nutzung der Twitter-APIs vollstin-
dige Datensitze rekonstruiert werden. Neben der Ein-
schrinkung einer moglichen Zirkulation von Daten fithrt
dieses Vorgehen auch dazu, dass bei der Rekonstruktion
oder Rehydrierung, so die iibliche Bezeichnung, zwi-
schenzeitlich geloschte Tweets nicht mehr Teil des Da-
tensatzes sind. Aus Sicht einer auf Reproduzierbarkeit
angelegten Forschung ist das schlecht, andererseits behal-
ten auf diese Weise die Nutzer*innen eine gewisse Hoheit
Uber ihre Daten, was durchaus als positiver Aspekt im
Umgang mit ethischen Fragen bei der Archivierung von
Social-Media-Daten verstanden werden kann. Schwerer
wiegt allerdings, dass Twitter als alleiniger Data Provider
fir Forschung und Archivierung einen single point of
failure darstellt, der nicht einfach ersetzt werden kann.’
Auch Kulturerbeeinrichtungen sind von der weitreichen-
den Monetarisierung des Zugangs zu den Twitter-APIs
betroffen, sofern sie fiir die Archivierung auf diesen
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Zugang zurtickgreifen. Andere Techniken fiir die Web-
archivierung und Dokumentation von Webseiten, die
an die ausgelieferten Seiten der Webanwendung anschlie-
len — also browserbasierte Webarchivierung, Screenshots
und dhnliches - sind weiterhin nutzbar, allerdings eben-
falls nur eingeschriankt, weil die Auslieferung von Tweets
uber die Webanwendung inzwischen ebenfalls zahlen-
miflig beschrinkt ist.®

Die weitreichenden Transformationen von Twitter,
die spitestens mit der Umbenennung der Plattform in
»X.com« das Soziale Medium Twitter als Zusammenhang
von Plattformfunktionen und Interaktionen an sein his-
torisches Ende geftihrt hat, fiihren zu einem gesteigerten
Bedarf auch institutioneller Erhaltung von Tweets als Teil
des digitalen Kulturerbes. Dabei mussen Tweets Uber-
haupt erhalten, das heifit archiviert werden,” zudem ist
auch an eine institutionell geregelte Archivierung und Be-
reitstellung zu denken, damit beispielsweise die Heraus-
geberin der Gesammelten Werke einer Autorin, die heute

vielleicht noch unbekannt ist, in einer Tweet-Sammlung
die frithen Texte findet.®

Die Archivierungsinitiative

Twitter kiindigte Ende 2022 an, die Zugangsbedingun-
gen fiir die bestehenden APIs zu dndern, wobei der Zeit-
punkt der Anderung und die neuen Bedingungen lange
unklar blieben. Diese Ankiindigung war die Motivation
fir die gemeinsame Initiative der Deutschen National-
bibliothek (DNB) und des Science Data Center for
Literature, moglichst viele deutschsprachige Tweets aus
dem Twitter-Archiv bei der DNB zu archivieren und
dafiir ein Crowdsourcing zu organisieren. Zugleich war
durch die Ankiindigung ein gewisser Zeitdruck entstan-
den. Im November 2022 wurde mit den Vorarbeiten fiir
die Archivierungsinitiative begonnen und im Februar
2023 ein Unterstitzungsaufruf an verschiedene For-
schungscommunities verschickt. Mit dem Abschalten des
Academic Research Access und anderer Access-Level am
29. April 2023 kam die Initiative zu threm Ende. Im Fol-
genden wird beschrieben, wie die Initiative technisch und
organisatorisch angelegt war.

Archivierung von Tweets

Die institutionelle Archivierung von Tweets an Bi-
bliotheken und Archiven ist im deutschsprachigen Raum
tber die jeweiligen Sammlungsziele und -richtlinien oft
themen- oder accountgebunden. Dabei sind auch the-
men- oder accountgebundene Sammlungen auf die Kla-
rung sammlungsstrategischer, technischer und rechtlicher
Fragen angewiesen, sodass anlisslich entsprechender
Sammlungen bereits Grundlagen fiir die Archivierung
von Tweets durch Archive und Bibliotheken gelegt
sind.” Auflerdem gab und gibt es international weitrei-
chende Anstrengungen zur institutionellen Archivierung
von Tweets.!® So hat die Library of Congress (LoC) bis
zum Jahr 2017 in Zusammenarbeit mit der Plattform
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ein vollstindiges Archiv simtlicher Tweets angelegt, das
den Zeitraum von 2006, dem Beginn der Plattform, bis
einschliefflich 2017 umfasst. Mit Beginn des Jahres 2018
wurde die vollstindige Sammlung zugunsten einer auf
Auswahl gerichteten Sammlung aufgegeben. Das Tweet-
Archiv der LoC ist ein dark archive, die letzten verbind-
lichen Aussagen dazu finden sich nach unserem Wissen
in einem Blogpost, in dem das Ende der vollstindi-
gen Sammlung mitgeteilt und begriindet wird.!" Andere
Nationalbibliotheken wie die Bibliotheque nationale
de France oder die neuseelindische Nationalbibliothek
setzen auf ereignisorientierte, thematische und account-
orientierte Auswahlregeln.!?

Auch in der Forschung tberwiegen themen- und ac-
countorientierte Sammlungen, weil Datensitze in der
Regel anlisslich von Forschungsfragen zusammengestellt
werden. Dabei ist die Zusammenstellung eines Korpus
fir ein bestimmtes Themenfeld ausgehend von einer
Forschungsfrage oft weitreichender nutzbar, etwa wenn
thematische Sammlungen auch fir die Bearbeitung an-
derer Fragen auf dem gleichen Feld verwendet werden
konnen.” Nicht themengebundene, auf deutschsprachige
Tweets orientierte Sammlungen finden sich vorwiegend
in den Bereichen Linguistik und Sozialwissenschaften.!*
Dartiber hinaus finden sich weitere umfangreiche, weder
themen- noch sprachgebundene Sammlungen mit einem
Anspruch auf Vollstindigkeit oder reprisentative Aus-
wahl, die in internationalen Forschungskontexten erstellt
und an Forschungseinrichtungen verwaltet und bereitge-
stellt werden.”® Forschung zu Twitter basiert dabei nicht
notwendig auf Tweets. Insbesondere in der Sozialfor-
schung spielen Netzwerkdaten eine wichtige Rolle. Be-
stimmte Netzwerkstrukturen konnen von Tweet-Texten
und -Metadaten abgeleitet werden, beispielsweise tiber
zitierte Tweets, Retweets oder die Nennung von Ac-
countnamen in einem Tweet. Insbesondere fiir Friends-
Follower-Netzwerke, die eine direkte Verbindung zwi-
schen Accounts tber die >Folgen«-Funktion anzeigen,
sind aber accountbezogene Metadaten notwendig, die in
der Regel nicht Teil von Tweet-Sammlungen sind, weil
sie nur tber eine eigene mengenbegrenzte API verfiig-
bar sind bzw. waren und daher separat abgerufen werden
mussten.'®

Gegenstand der Archivierungsinitiative

Die Archivierung von Tweets und zugehorigen Me-
tadaten setzt, wie alle Archivierungsbemiihungen, ein
spezifisches Verstindnis des Gegenstands voraus. Die
zu erhaltenden Figenschaften miissen mit erwarteten
Umgangsformen und Erkenntnisinteressen abgestimmt
und mit Blick auf Archivierbarkeit bewertet und do-
kumentiert werden. Das elementare Objekt der Samm-
lung ist ein Tweet, die Sammlung ist also eine Menge
von einzelnen Tweets. Durch die Metadaten sind Infor-
mationen zu bestimmten Eigenschaften und Kontexten
eines Tweets erhalten, darunter der sendende Account, ob

»Den Heuhaufen archivieren«: Archivierungsinitiative fiir deutschsprachige Tweets

https://dolorg/10.3196/186420502471445 - am 12.01.2026, 08:54:27. EEE

237


https://doi.org/10.3196/186429502471445
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

238

der Tweet eine Antwort auf einen anderen Tweet ist und
wenn ja auf welchen, die Anzahl der Likes und Retweets
zum Zeitpunkt des Abrufs usw. Ziel der Archivierungs-
initiative war die umfassendste Dokumentation aller
Tweets durch den Abruf moglichst umfangreicher Meta-
daten. Die Entscheidung fiir moglichst umfangreiche Me-
tadaten ist durch den breit streuenden webarchivarischen
Fokus begrindet, anders als etwa bei Sammlungen, die
fiir konkrete Forschungsfragen erstellt werden. Kathrin
Passig hat in einem fiir uns wegweisenden Vortrag auf
der Jahreskonferenz des DHd-Verbands vorgerechnet,
wie umfangreich ein Archiv mit allen deutschsprachigen
Tweets ist, verbunden mit der impliziten Forderung, das
moglichst bald in die Wege zu leiten.”” Hintergrund fir
diese Forderung ist das von Passig in einem anderen Zu-
sammenhang prisentierte Bild von im Internet veroffent-
lichten Texten als Nadel im Heuhaufen, die wegen der
kurzen Halbwertszeit von Texten im Internet zusammen
mit dem Heu schneller verschwinden als sie gefunden
oder als Nadeln iiberhaupt identifiziert werden konnen.
Ein Beispiel dafiir sind Texte von Autor*innen, deren
Werk erst zu einem spiteren Zeitpunkt fiir vollstindig
erhaltenswert erachtet wird, wenn Texte im Internet, zum
Beispiel Tweets, lingst verschwunden oder hinter fiir
Herausgeber*innen undurchdringlichen Paywalls ver-
sperrt sind."” In diesem Bild ist jeder Tweet ein Text oder
eine eigenstandige Publikation, das Einzelobjekt durch
die zugehorigen Metadaten identifiziert. Die Nadeln sind
dabei spiter nur zu finden, wenn der ganze Heuhaufen
archiviert wird. Tweets sind aus dieser Perspektive histo-
rische Texte, die erhaltenswert sind, weil sie moglicher-
weise einmal wichtig werden konnten. Gleichzeitig im-
pliziert das Bild des Heuhaufens auch eine Menge Heu,
das heifdt sehr viele Tweets. In den Blick riicken damit
korpusorientierte Fragestellungen, also Forschungen,
die sich nicht mit den Nadeln, sondern mit dem Heu be-
schiftigen und etwa textstatistische oder auf aggregierte
Metadaten gerichtete Fragestellungen bearbeiten. Der
Heuhaufen als Menge von Tweets ermdglicht damit alles,
was zwischen den Grenzfillen einer Suche nach einzel-
nen Tweets einer Autorin oder eines Autors und kor-
pusorientierten Analysen mit groffen Datenmengen liegt.

Tweets bestehen nicht allein aus Texten und Meta-
daten. Sie erscheinen zunichst im Kontext der Plattform
in accountbezogenen Timelines, Conversations oder
Suchergebnislisten. Neben den Tweet-Daten riicken hier
auch visuelle und funktionale Aspekte in den Blick. Fiir
ein Verstindnis von Social Media aus mediengeschicht-
licher Sicht sind diese Aspekte grundlegend relevant.
Bruns und Weller betonen daher die Notwendigkeit,
im Umgang mit Social-Media-Plattformen auch solche
Aspekte zu erhalten oder zu dokumentieren.!” Doku-
mentation kann dabei als Aufgabe verstanden werden,
die Forschung und Archivierung gleichermafien betrifft.
Denn erstens ist fiir ein wissenschaftliches Verstindnis
historischer Daten auch ein Verstindnis der historischen
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Plattform als primirem Kontext relevant, zweitens ist
Twitter als Plattform aus webarchivarischer Sicht ein
grenzenloses Objekt (boundless object), das nicht voll-
standig erhalten werden kann.?® Plattformfunktionen,
-gestaltung und -nutzung konnen aber dokumentiert, die
veroffentlichten Texte mit Metadaten archiviert werden.
Allerdings geht durch die Archivierung der dynamische
Kontext der Plattform verloren. Es ist also zu unterschei-
den zwischen Tweets auf der Plattform und archivierten
Tweets, die mit ihrer Archivierung von der Plattform
getrennt und zu einem auch eigenstindigen Gegenstand
oder Archivobjekt werden.

Die hier dokumentierte Sammlung deutschsprachiger
Tweets war aus Zeitgrinden auf die Archivierung via
Twitter-Search-API beschrinkt. Als elementarer Ge-
genstand wurden »deutschsprachige Tweets« bestimmt,
wobei der Fokus auf der Archivierung von originalen
Tweets lag. Retweets wurden im verwendeten Suchstring
aus Zeit- und Kapazititsgriinden ausgeschlossen. Medien
(Bilder, Video, Audio) werden nicht iiber die Twitter-
API ausgespielt und wurden daher nicht gespeichert.
Die entsprechenden URIs zu den Mediendateien sind
Teil der gespeicherten Metadaten. Friends-Follower-
Daten wurden aufgrund der Fokussierung von Tweets
als primirem Gegenstand und aus Kapazititsgrinden
ebenfalls nicht gespeichert. Mit der Studie von Hammer
zur deutschsprachigen Twittersphire liegt eine entspre-
chende Netzwerkanalyse auf Grundlage einer umfang-
reichen Datenerhebung bereits vor.?! Die Beschrankung
auf deutschsprachige Tweets ist durch den Sammlungs-
auftrag der DNB und dartber hinaus pragmatisch be-
griindet. Die DNB hat den gesetzlichen Auftrag, alles zu
sammeln, zu erschlieflen, zu archivieren und zuginglich
zu machen, was seit 1913 in oder iiber Deutschland er-
scheint. Seit 2006 umfasst der Sammlungsauftrag auch die
sogenannten unkorperlichen Medienwerke, wozu auch
Websites und in diesem Zuge auch Inhalte von Social-
Media-Plattformen gehdren. Social Media sind Teil der
hybriden Medienlandschaft Deutschlands und eine wich-
tige Quelle der Kultur- und Gesellschaftsgeschichte. Das
deutschsprachige oder auf Deutschland bezogene Twitter
gehort also grundsitzlich in den Sammlungsauftrag der
DNB.

Bei der Operationalisierung wurde die sprachbezo-
gene Auswahl von Tweets in Anbetracht der geforderten
Eile als bester Kompromiss zwischen notwendiger Be-
grenzung und gewtiinschter Breite der Auswahl identi-
fiziert. Wiinschenswert und fir den Fall ausreichender
Kapazititen optional vorgesehen war, mit zusitzlichen
Verfahren auch multilinguale Tweets im Sinne des Samm-
lungsauftrags zu finden und erginzend zu archivieren,
etwa durch eine nachgeordnete Identifikation von Ac-
counts oder Hashtags auf Basis der sprachgebundenen
Sammlung. Ein Beispiel dafiir sind englischsprachige
Tweets deutscher Politiker*innen. Mit der institutio-
nellen Archivierung an der DNB (im Unterschied zur
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Sammlung durch einzelne Forscher*innen oder For-
schungsgruppen) verbunden ist, dass die Sammlung
spater nach den gesetzlich geregelten und institutionell
etablierten Zugangsregeln der DNB fiir rechtlich ge-
schiitztes Material bereitgestellt und genutzt werden

kann.

Methodik

Die Sammlung wurde unter Nutzung der Twitter-
Search-API mit dem Zugangsmodus »Academic Re-
search Access« umgesetzt. Fiir die sprachliche Ein-
schrinkung wurde das von Twitter vergebene Sprachlabel
verwendet. Zielvorgabe fiir den Suchstring war deshalb:
alle Tweets, die von Twitter als deutschsprachig gela-
belt sind. Die Search-API erforderte zum Zeitpunkt der
Sammlung mindestens eine eigenstandige Zeichenkette
als Suchstring, das heifit eine Suche mit Festlegung des
Sprachlabels allein (als optionalem Attribut) war nicht
moglich. Die Sammlungen von Scheffler’? und X-GTA?
arbeiten mit einem Most-Frequent-Words-Ansatz un-
ter besonderer Berticksichtigung von Verbindungswor-
tern, um moglichst umfangreich und dabei trennscharf
deutschsprachige Tweets zu identifizieren. Vorteil dieser
Strategie ist, dass sie prinzipiell ohne Anwendung der
Spracherkennung von Twitter funktioniert, dabei aller-
dings sehr kurze Tweets oder Tweets, die lediglich Hash-
tags, Medien oder Emojis enthalten, nicht mit abgedeckt
sind. Auch aus Zeitgriinden wurde fiir die Sammlung
schliefllich ein Suchstring definiert, der die erforder-
liche Zeichenkette als negatives Kriterium enthalt. Das
bedeutet, dass die Suchergebnisse die gesetzte Zeichen-
kette nicht enthalten.?* Der Suchstring wird damit recht
uberschaubar: »lang:de -krzlfhrrrrbnldgh -is:retweet.
Die Minuszeichen stehen dabei fiir ein Ausschlusskri-
terium. Gesucht und gesammelt werden damit also alle
Tweets, die von Twitter als deutschsprachig gelabelt sind,
die nicht die Zeichenkette »krzlthrrrrbnldgh« enthalten
und die kein Retweet sind. Retweets sind Tweets, die
lediglich erneut gepostet werden. Diese Eigenschaft ist
fir Analysen wiinschenswert, erhoht aber die Anzahl
der herunterzuladenden Tweets und damit den Bedarf
an entsprechender Zugangs-Quota fir die Search-API
betrichtlich. Fiir die Sammlung wurden daher originale
Tweets (Ausgangstweets und Antworten) priorisiert. Vor
Einsatz des negativen Suchworts wurde eine Suche mit
dem Suchwort als positivem Suchkriterium durchgeftihrt,
um sicherzustellen, dass keine Tweets existieren, die die
Zeichenkette beinhalten.

Die Twitter-eigene Sprachklassifizierung ist in einem
Blogpost der Entwickler*innen teilweise dokumen-
tiert.”” Eine unabhingige Prifung und Qualititskon-
trolle fir die Klassifizierung deutschsprachiger Tweets
liegt unseres Wissens nach bisher nicht vor.? Aus diesem
Grund wurden im Zuge der Entwicklung des Suchstrings
Stichproben mit jeweils hundert Tweets aus den Jahren
2008-2022 mit einem jeweils zweijahrigen Abstand
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manuell annotiert. Die Stichproben beinhalten jeweils
10-15% false positives, d.h. nicht deutschsprachige
Tweets, die als deutschsprachig gelabelt sind. False nega-
tives, also deutschsprachige Tweets, die nicht als deutsch-
sprachige gelabelt sind, sind nur mittels umfangreicher
Daten sinnvoll zu ermitteln. Eine entsprechende Unter-
suchung steht nach unserem Wissen noch aus, ist aber
fir die Einschitzung von Sammlungen und davon abge-
leiteten Geltungsanspriichen in Bezug auf Vollstindigkeit
ein Desiderat.

Mit dem Zugangslevel » Academic Research Access«
erlaubte Twitter zum Zeitpunkt der Sammlung einen Zu-
gang zum gesamten Archiv. Die Nutzung der Twitter-
Search-API mit Academic Research Access bietet eine
sehr hohe Zuverlissigkeit, die archivarischen Anspriichen
vollkommen gentigt.” Die Mengenbeschrinkung fiir
Accounts mit Academic Research Access betrug in
der Regel zehn Millionen Tweets pro Monat. Acade-
mic Research Access war zum Zeitpunkt der Samm-
lung nach einer Beantragung im Developer-Portal von
Twitter nach Nachweis und Uberpriifung der geplanten
wissenschaftlichen Nutzung verfiigbar. Im Laufe des
Sammlungszeitraums wurden neu gestellte Antrage al-
lerdings nicht mehr bearbeitet. Die zu Beginn der Samm-
lung gtiltigen Zuginge fur entsprechend freigeschaltete
Entwickler*innen-Accounts wurden schliefflich im Zuge
der Umstellung auf ein neues Zugriffsmodell und die um-
fangreiche Monetarisierung des Zugangs bis Ende April
2023 sukzessive deaktiviert.

Die Anzahl der Tweets fiir einen bestimmten Such-
string wurde vorbereitend mithilfe der Twitter-Count-
API ermittelt. Diese Schnittstelle lieferte auf eine Such-
anfrage, wie sie auch an die Search-API gestellt werden
konnte, lediglich die Anzahl der Tweets fiir die Anfrage
zurtick. Fiir die verwendete Suchanfrage wurde auf diese
Weise ein Umfang von rund drei Milliarden Tweets er-
mittelt. Die Monetarisierung des Zugangs war beim Start
der Initiative bereits absehbar, die ermittelte Menge von
Tweets war also lediglich durch parallelen Zugriff mit
mehreren Accounts denkbar. Mit einem Aufruf wurden
daher Forscher*innen zur Unterstiitzung der Initiative
eingeladen. Zur Umsetzung dieses Crowdsourcing-An-
satzes wurden die mittels Count-API ermittelten erwar-
teten Tweets auf mehrere Batches aufgeteilt, die jeweils
durch ein Start- und ein Enddatum definiert sind und
eine Million Tweets umfassen. Fiir die Koordination der
gemeinsamen Archivierung wurde eine Webanwendung
entwickelt und auf der DNB-Infrastruktur bereitgestellt,
die eine Reservierung einzelner Batches mit nachfolgen-
der Lieferung oder das Auslosen der Archivierung re-
servierter Batches auf dem DNB-Server ermoglichte.?
Auf diese Weise konnten Teilnehmer*innen in einer Sit-
zung jeweils 1-10 Batches reservieren und archivieren.
Die Archivierung der einzelnen Batches wurde mit dem
Python-Paket Twarc realisiert.”” Twarc wurde von der
Initiative Documenting the Now mit einem Fokus auf
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die Archivierung von Tweets entwickelt. Es ermoglicht
den einfachen Abruf von umfangreichen Metadaten
uber die API und schreibt Prozessmetadaten fur jeden
einzelnen Tweet in die Ergebnisdaten, insbesondere den
Zeitpunkt des Zugriffs auf die API, den verwendeten
Suchstring und die verwendete Programmversion.

Die fir eine vollstindige Archivierung der rund drei
Milliarden deutschsprachigen Tweets notwendige Dauer
hingt bei gleichbleibender Quota von der Anzahl der
parallel durchfiihrbaren Archivierungen vordefinierter
Batches und damit von der Anzahl der beteiligten Ac-
counts ab. Eine Rechnung ergab fir die Durchfihrung
mit einem einzigen Account eine Dauer von 30 Jahren,
mit zehn Accounts drei Jahre, mit funfzig Accounts
sieben Monate und mit 350 Accounts weniger als ei-
nen Monat. Die Anzahl der Teilnehmer*innen betrug
schlieflich zwischen 20 und 30 Personen. Die aktive
Teilnahme an der Aktion erfolgte mithilfe von Zugangs-
daten fir die Webanwendung. Die Zuginge wurden aus
Datenschutzgriinden nicht gespeichert. Die archivierten
Daten sind generisch gespeichert, das heifit accountbe-
zogene oder anderweitige personliche Informationen der
Teilnehmer*innen wurden nicht gespeichert.

Ergebnisse und Ausblick

Die Sammlung wurde mit den frithen Tweets begon-
nen und dann chronologisch fortgesetzt. Wihrend der
Sammlungsphase von Februar bis April 2023 konnte ein
umfangreiches Korpus »Frithes Twitter« erstellt werden,
das den Zeitraum vom Beginn der Plattform im Jahr 2006
durchgehend bis einschliefflich Juni 2011 umfasst. Das
Korpus enthilt rund 220 Millionen Tweets von mehr als
sechs Millionen Accounts. Forschungsrelevante Meta-
daten sind bereits strukturiert erfasst und umfassen etwa
Hashtags, Hyperlinks, Timestamps, Mentions, die An-
zahl Likes, Retweets und Replies fiir jeden einzelnen
Tweet zum Zeitpunkt des Downloads, Conversation-IDs
und weitere.*® Auf Basis der Daten ist die Zusammen-
stellung von Subkorpora zur Bearbeitung spezifischer
Fragestellungen moglich, z.B. Hashtag-Analysen oder
accountorientierte Analysen.

Im Zuge der Twitter-Archivieren-Initiative ist der
DNB ein Forschungsdatensatz zur Archivierung ange-
boten worden, der das Korpus »Friihes Twitter« hervor-
ragend erginzt und von der DNB iibernommen wurde.
Dieses Korpus enthilt ca. 2 Milliarden deutschsprachige
Tweets und umfasst den Zeitraum Juli 2014 bis Mirz
2023. Das Korpus wurde unter Zugriff auf die Twitter-
Streaming-API mit einem Most-Frequent-Words-Ansatz
zusammengestellt.’ Neben den Tweet-Texten wurden in
dem Korpus nur einzelne Metadaten gespeichert, nimlich
Tweet- und User-ID, Zeitpunkt des Postings, Reply-to-
ID und Geodaten. Im Zuge einer weiteren Erschlieffung
werden Hashtags und Links aus den Tweet-Texten auto-
matisiert ausgelesen und dem Datensatz in strukturierter
Form beigefiigt. Die Daten liegen als CSV-Dateien vor.
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Fur die DNB ist die Sammlung, Archivierung und Be-
reitstellung von Social-Media-Daten in Form strukturier-
ter Rohdaten ein Experimentierfeld. Die Bereitstellung
und Nutzung der Twitter-Daten wurde im Rahmen eines
Datasprints im Anschluss an die Tagung »Nachhaltige
Archivierung, Erschliefung, Bereitstellung dynamischer
Daten aus sozialen Medien — Twitter und danach«*? im
Mirz 2024 erstmals ermdglicht. Das Korpus ist auflerdem
Teil des Digital-Humanities-Calls 2024 der DNB.* Die
Nutzung des Korpus ist grundsitzlich nur in den Rium-
lichkeiten und auf der Infrastruktur und den Geridten der
DNB moglich. Die Rechner, an denen mit den Twitter-
Daten gearbeitet wird, haben aus rechtlichen Griinden
keine Verbindung zum Internet. Da fiir die Nutzung je
nach Anwendungsfall und Forschungsfrage bestimmte
Software-Tools notwendig sind, die aus den o.g. Griin-
den vorinstalliert werden miissen, ist ein direkter Zugang
zu den Daten nicht moglich, vielmehr eine gewisse Vor-
bereitung notwendig. Wegen der rechtlichen Einschrin-
kungen kann es zudem sein, dass bestimmte Ergebnisse
der Arbeit mit den Daten nicht veroffentlicht werden
diirfen, dies ist im Einzelfall zu priifen. Interessierte miis-
sen zudem im Umgang mit den Tools geschult sein, da
die DNB keine Einfuhrungen und Schulungen anbieten
kann. Aus diesen Griinden ist fiir kiinftige Bereitstellun-
gen und Nutzungen eine Bewerbung notwendig, die das
konkrete Vorhaben und die Bedarfe der Interessierten be-
schreibt, sodass die DNB im Rahmen ihrer Kapazititen
im Dialog mit den Interessierten den Zugang ermoglichen
kann. Viele Forschungsfragen lassen sich mit abgeleiteten
Daten oder statistischen Kennzahlen zu aggregierten Da-
ten bearbeiten, zum Beispiel die Haufigkeit bestimmter
Hashtags tiber die Zeit, die Anzahl von Tweets fiir einen
oder mehrere Hashtags, die haufigsten verlinkten Web-
seiten oder Eigennamen von Personen oder Stidten.**
Um unter diesen einschrinkenden Bedingungen fiir den
Zugang zum Gesamtkorpus dennoch einen direkten Zu-
gang zu bestimmten Aspekten der Twitter-Sammlung zu
bieten, sollen perspektivisch abgeleitete Daten definiert,
hergestellt und tiber das DNBLab? frei zuginglich be-
reitgestellt werden.
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