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Vorwort

Das Konzept von »Ethics by Design« ist mit dem Ziel entwickelt
worden, ethische Prinzipien bereits in der Entwicklungsphase von
Technologien, Prozessen, Modellen oder Systemen aktiv zu integrie-
ren. Moralisch erstrebenswerte Ergebnisse sollen strukturell veran-
kert werden, anstatt Ethik nur reaktiv oder als nachtrégliche Korrek-
tur einzubringen. Die Idee, die insbesondere im Zusammenhang mit
Softwareentwicklung entstanden ist, geht davon aus, dass Technolo-
gien nicht wertneutral sind, sondern immer auch normative Impli-
kationen mitfiihren, die in ihrer Funktionalitdt verankert sind und
damit auch ihre Funktionsweise bestimmen. Diese sollte von Anfang
an systemisch in eine ethisch rechtfertigbare Richtung gelenkt wer-
den. Gleichwohl dies die Akzeptabilitit von Technik in der Gesell-
schaft erhohen soll, stof3t dieser Ansatz in der philosophischen Ethik
jedoch auch auf eine Reihe kritischer Einwénde, die sich auf unter-
schiedliche Dimensionen moralischer Urteilsbildung, Handlungs-
und Entscheidungsfreiheit beziehen. Insbesondere Vertreter*innen
kantianischer oder diskursethischer Ansdtze kritisieren die Redukti-
on ethischen Urteilens auf technisch-funktionale oder gestalterische
Fragen. Wenn ethische Prinzipien in Form von Voreinstellungen
in eine Software oder einen Prozessablauf eingebaut werden - et-
wa durch voreingestellte Datenschutzoptionen oder die Protektion
bestimmter Personengruppen - kann dies dazu fiihren, dass die
Nutzer*innen einer bestimmten Technik oder eines Verfahrens nicht
mehr aktiv moralische Entscheidungen treffen, sondern eher passiv
dem ,ethisch richtigen Pfad folgen, den eine Technik vorgibt, ohne
sich eine Eigenverantwortung bewusst zu machen. Die eigentliche
moralische Reflexion wird damit durch technische Vorgaben ersetzt,
was die Idee einer autonomen moralischen Urteilsbildung unterlautt.

Mit dieser Kritik eng verbunden ist die fehlende Normenplurali-
tait und mangelnde Kontextsensitivitat, die eine urteilende Person
beriicksichtigen miisste. Ethik ist nie in vollem Umfang universell,
sondern in hohem Mafle von Situationen, sozio-kulturell bedingten
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Kontexten und Wertemustern abhingig. Demgegeniiber besteht bei
Ethics by Design stets die Gefahr, bestimmte normative Prinzipien
als selbstverstidndlich in Systeme zu integrieren, ohne zu reflektieren,
ob diese iiberall Giiltigkeit beanspruchen kénnen. Es stellt sich da-
mit die grundsatzliche Frage: Wessen Ethik wird in einen Prozess
eigentlich eingebaut oder programmiert — und wer sind die Ent-
scheidungstrager*innen? Daraus erwéchst ein Risiko, dass ethische
Vielfalt durch technologische Vereinheitlichung unterdriickt wird.
Am Konzept wird zudem seine Intransparenz hinsichtlich der in
ihm versteckten Machtstrukturen kritisiert. Werden ethische Prinzi-
pien in Designentscheidungen eingebettet, ist fiir die Nutzer*innen
hédufig nicht ersichtlich, welche normativen Annahmen dahinterste-
hen. Dadurch entsteht eine ethische Black Box: Die moralische
Dimension einer Technologie wird unsichtbar, ihre Wertorientie-
rung nicht offengelegt. Diese Kritik ist besonders machtanalytisch
fundiert — etwa in Anlehnung an Michel Foucaults Uberlegungen
zu versteckten Normierungen und Disziplinierungen durch schein-
bar neutrale Systeme. Ethics by Design kann damit einer subtilen
Durchsetzung bestimmter Werte folgen, ohne demokratische Aus-
handlung oder offentliche Diskussion. Transparenz der integrierten
Normen ist aber auch deshalb zentral, weil sich so erst ermessen
ldsst, ob die Systeme auch, wie beabsichtigt, die normativen Annah-
men widerspiegeln. So kann eine Integration utilitaristischer Erwé-
gungen dann, wenn unzureichende oder einseitige Nutzenabwagun-
gen integriert werden, zu unbeabsichtigten negativen Konsequenzen
fithren - etwa Diskriminierung durch algorithmische Verzerrungen.
Ein weiterer Kritikpunkt an Ethics by Design stellt darauf ab,
dass Moral darin vorwiegend funktionalistisch oder technokratisch
aufgefasst wird, indem das, was als moralisch »richtiges« Design
gilt, durch technologische Umsetzbarkeit oder Effizienz bestimmt
wird. Ein solches Modell folgt einer wesentlich utilitdren oder prag-
matistischen Entscheidungslogik. Was sich technisch »normativ«
gut umsetzen ldsst oder funktional wirksam ist, wird automatisch als
moralisch erstrebenswert hingestellt. Damit kann die tiefergehende
ethische Auseinandersetzung entfallen oder marginalisiert werden.
Anstelle eines offenen, pluralen und diskursiven Umgangs mit mora-
lischen Fragen wird Ethik in monologische und oft schwer verhan-
delbare Designentscheidungen iberfiihrt. Insbesondere Vertretende
tugendethischer Ansétze verstehen moralisches Handeln aber gerade
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nicht als blofie regelgeleitete Umsetzung des Guten, sondern als Aus-
druck eines iiber die Zeit gebildeten Charakters. Diese Entwicklung
lasst sich jedoch nicht automatisieren oder technisieren.

Trotz dieser gewichtigen Einwédnde erkennen viele ethiktheoreti-
sche Positionen das Potenzial von Ethics by Design. Es bietet die
Chance, ethische Uberlegungen friihzeitig in technische Entwick-
lungsprozesse einzubringen — und somit Schidden zu vermeiden, die
bei einer rein nachtriglichen Betrachtung oft nur noch partiell be-
riicksichtigt und adressiert werden konnen. Ethics by Design kann
als Briicke zwischen normativer Theorie und praktischer Gestaltung
fungieren, indem es ethische Prinzipien nicht nur theoretisch for-
muliert, sondern auch konkret in Handlungssysteme tiberfiihrt.

Gleichzeitig zeigen die Kritikpunkte aus der philosophischen
Ethik, dass Ethics by Design kein ethischer Selbstldufer sein kann.
Damit es seinem Anspruch gerecht wird, bedarf es grundlegender
Voraussetzungen: Es braucht Transparenz iiber die normativen
Grundlagen, Diskursmoglichkeiten innerhalb des Designprozesses,
eine kontinuierliche Reflexion iiber die Machtverhiltnisse der in-
volvierten Akteur*innen sowie offene Strukturen, die Raum fiir ab-
weichende rechtfertigungsfihige ethische Perspektiven lassen. D. h.
Ethics by Design darf nicht bedeuten, Ethik einfach »einzubauen,
sondern neben der Technologie auch die Ethik selbst als gestaltbar
und kontextsensitiv aufzufassen und eine entsprechende autonome
Praxis zu ermoglichen.

Ein gelingendes Konzept von Ethics by Design setzt also auch
ganz grundsdtzlich beim allgemeinen Verstindnis von Ethik an.
Wie kann eine solche Fundierung gelingen? Zunichst miisste Ethics
by Design ein Verstindnis von Ethik zugrunde gelegt werden, das
eben keine simple Erweiterung funktionalistischer Technikauffas-
sung darstellt. Denn wenn Ethik technisch »eingebaut« wird, wird
sie selbst Teil jenes Gestells, das Heidegger als die bestimmende
Weise beschreibt, in der sich die Welt im Zeitalter der Technik zeigt
- namlich als etwas, das berechnet, gesteuert und verfiigbar gemacht
werden soll. Ethik ist hingegen bestenfalls als offener Prozess zu
verstehen und damit nicht als etwas Funktionales, das in technische
Systeme integriert und kontrollierbar gemacht werden kann und,
statt existenzieller Tiefe, letztlich auf Effizienz und Steuerbarkeit
zielt.
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Zudem miisste ein solches Verstindnis von Ethik in Ethics by
Design von dem Verstindnis des Menschen als freiem, verantwor-
tungsfahigen Wesen angeleitet werden. Als Wesen, dessen Verhalten
durch Reflexion gelenkt wird und nicht (primér) durch systemisches
Design. Dabei sollte menschliches Denken und damit auch ethisches
Denken dazu beitragen, sich dem zu 6ffnen, was sich zeigt, im offe-
nen Vollzug des Fragens und Antwortens und jenseits von Kontrolle
und Machbarkeit. Das ethisch Relevante ist nicht immer planbar
oder einheitlich formulierbar; es zeigt sich oft im Konkreten, im
Widerstindigen, im Unverfiigbaren. Wenn Ethik jedoch zum festen
Modul im technischen System wird, kann gerade diese Dimension
verschwinden. Was bleibt, ist eine programmierte Moral, aber kein
Raum mehr fiir das Unerwartete, das Ambivalente, das Unsichtbare
- all das, was echte ethische Auseinandersetzung erst notwendig
und moglich macht. Ethics by Design miisste sich daher von diesem
instrumentellen Verstdndnis von Moral abgrenzen und so die funda-
mentale Dimension von Offenheit, Unverfiigbarkeit und existenziel-
ler Tiefe abbilden.

Ungeachtet der dargelegten Herausforderungen, Einwédnde und
Bedenken kann Ethics by Design einen wertvollen Beitrag zur
verantwortungsvollen Gestaltung technologischer Systeme leisten -
vorausgesetzt, es wird nicht als diese skizzierte technokratische Lo-
sung moralischer Fragen missverstanden. Vielmehr muss Ethics by
Design als Einladung zu kontinuierlicher ethischer Reflexion, plura-
ler Aushandlung und gestalterischer Offenheit verstanden werden,
wenn sie durch demokratische Diskurse legitimiert wird, transpa-
rent ist und Offenheit zu ldsst. Nur so ldsst sich verhindern, dass aus
gut gemeinter Ethik im Technikdesign ein Instrument der Entmiin-
digung oder Machtausiibung wird.

Zu diesem Diskurs mochte der vorliegende Sachstandsbericht
beitragen. Der erste Teil legt Grundlagen und ethische Aspekte des
Konzeptes dar, indem die Genese von Ethics by Design in Abgren-
zung zu Ansdtzen wie dem des Privacy by Design nachgezeichnet
wird. Zudem werden in der Darstellung ausgewahlter Rahmenwerke
von Ethics by Design - etwa aus EU-Forschungsprojekten — Vor-
schlige fiir eine konkrete Uberfithrung des Ansatzes in Prinzipien
erlautert und abschlieflend kritisch betrachtet. Der zweite Teil wen-
det sich Umsetzung, Potenzialen und Grenzen von Ethics by Design
zu. Darin werden insbesondere Mdglichkeiten dargelegt, wie Ethics

12
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by Design anhand ausgewdhlter Methoden operationalisiert werden
kann. Zwei weitere Anwendungsdimensionen, eine mit Schwerpunkt
auf ethisch angeleitete Forschung, eine mit Schwerpunkt auf die
ethisch angeleitete Ausrichtung von Geschéftsmodellen und Unter-
nehmenskulturen, tragen die konkrete Umsetzung von Ethics by
Design weiter in die Praxis. Der dritte Teil betrachtet schliefilich,
wie die universitire Ausbildung von Ingenieur*innen so gestaltet
werden kann, dass sie in ihrer spiteren beruflichen Tatigkeit der
an sie herangetragenen sozialen Verantwortung gerecht werden kon-
nen. Hierzu wird ein Lehrkonzept vorgestellt, welches jenseits einer
nur regelgeleiteten Vermittlung ethischer Inhalte insbesondere eine
gender- und diversititssensible Perspektive einschliefst.

Dirk Lanzerath und Aurélie Halsband
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Julia Maria Ménig

I. Ethics by Design: Grundlagen und ethische
Aspekte

Ethics by Design ist ein Ansatz zur Technikgestaltung, der sicher-
stellen soll, dass Werte von Beginn an und wiahrend des gesamten
Lebenszyklus’ einer Technologie in deren Gestaltung miteinbezogen
werden. Der Begriftf wird seit den spiten 2010er Jahren im europa-
ischen Kontext insbesondere in Bezug auf die Entwicklung von men-
schenzentrierten, vertrauenswiirdigen Kiinstlichen Intelligenz (KI)-
Anwendungen verwendet. Im deutschsprachigen Diskurs bezieht
sich »Ethics by Design« in einem weiteren Sinne auf die Gestaltung
von Technologien im Allgemeinen. Begriffsgeschichtlich handelt es
sich »vermutlich« (Brey & Dainow, 2023) um eine Verallgemeine-
rung des Prinzips »privacy by design«.

Ubergeordnetes Ziel neben der Verhinderung von Verletzungen
ethischer Werte und Grundlagen der liberal-demokratischen Ord-
nung ist in der Européischen Union (EU) die Idee, dass Ethik nicht,
wie ihr oft unterstellt wird, Innovation verhindere, sondern gerade
im internationalen Wettbewerb einen »unique selling point« und
»key asset« darstellen kénne. KI »made in Europe« hitte somit den
Vorteil einer Garantie dafiir, dass Werte bewahrt und somit das
allgemeine Personlichkeitsrecht und letztlich die Menschenwiirde
geschiitzt werden. Dies ldsst sich auch diesbeziiglich verstehen, dass
im globalen Wettbewerb um KI die USA und China aufgrund ande-
rer zugrundeliegender rechtlicher, politischer und wirtschaftlicher
Systeme einen uneinholbaren technischen Fortschritt haben.

Die vorliegenden Ansitze sind teilweise vor beziehungsweise wih-
rend der Arbeit an der europdischen KI-Verordnung formuliert wor-
den. Diese beruht in Bezug auf ethische Grundsitze u. a. auf der
Vorarbeit der explizit von der Europdischen Kommission eingesetz-
ten High Level Expert Group on AI (AI-FHLEG), auf Statements der
European Group on Ethics in Science and New Technologies (EGE),
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sowie auf diversen Kommentaren im Rahmen der Public consulta-
tion und den Anmerkungen aus Parlament und Rat wéhrend der
verschiedenen Iterationen der Entscheidungsfindung fiir den finalen
Gesetzestext.

1. Ethics by Design — Urspriinge und Grundlagen

Ausgangspunkt der Idee, dass Technik durch ihre Gestaltung zum
Guten bzw. auf gesellschaftlich gewiinschte Auswirkungen hin beein-
flusst werden kann, ist die Beobachtung, dass Technik nie neutral
ist. Das sog. Erste Gesetz des Technologiehistorikers Malvin Kranz-
berg lautet: »Technology is neither good nor bad; nor is it neutral«
(Kranzberg, 1986). In Zusammenhang mit der Annahme, dass Tech-
nik nie neutral ist, steht auch die Uberzeugung, dass Technologien
im Allgemeinen und KI-Systeme im Besonderen nie isoliert zu be-
trachten sind, sondern immer Teil eines soziotechnischen Systems
sind (Dignum, 2020, S. 216).

1.1 Privacy / X by Design

Privacy by Design wurde als Konzept in den 1990er Jahren von
der ehemaligen Datenschutzbeauftragten (Information and Privacy
Commissioner) der kanadischen Provinz Ontario, Ann Cavoukian,
veréftentlicht. Privacy by Design umfasst sieben Prinzipien: u.a.,
dass es proaktiv und nicht reaktiv sein solle und »by default, al-
so standardmaf3ig von vorneherein gelten solle (Cavoukian, 2011).
Die im Jahre 2016 in Kraft getretene europdische Datenschutzgrund-
verordnung schreibt »data protection by design« und »data protec-
tion by default« vor (Verordnung 2016/679). In der deutschspra-
chigen Fassung werden die Begriffe »Datenschutz durch Technik-
gestaltung« (Art.25 DSGVO) bzw. »Datenschutz durch Technik«
(Erwiagungsgrund 78 DSGVO) und »datenschutzfreundliche Vor-
einstellungen« (Art. 25 DSGVO) verwendet (Verordnung 2016/679).
Eine deutsche Ubersetzung des Begriffs »Ethics by Design« konnte
also »Ethik durch Technikgestaltung« lauten.

Neben »Privacy by Design« hat sich eine ganze »by Design«-Fa-
milie (Nurock et al., 2021) etabliert, auch subsumiert unter dem

16
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Begriff »X-by-design« (AI-HLEG, 2019). Unter anderem umfasst
sie »Safety by Design«, »Security by Design« oder auch »Human
Rights by Design«.

1.2 Benachbarte Konzepte

Neben Ethics by Design gibt es zahlreiche andere Konzepte, die da-
rauf abzielen, Produkte, Prozesse, Unternehmen und Technologien
durch Gestaltungsprozesse und bereits wihrend der Designphase
ethisch(er) und orientiert an liberal-demokratischen Werten zu ge-
stalten. Die Idee, dass Ethiker*innen als Designer*innen (»ethicist
as designer«, van Wynsberghe & Robbins, 2014) fungieren sollen,
Design ethisch ausgerichtet sein solle (»ethically aligned design«,
Institute of Electrical and Electronics Engineers [IEEE], 2018), sowie
die Forderung, dass technologiebasierte Produkte und Dienste qua
Design ethisch (»Ethical by Design«, Nurock et al., 2021) sein sollen
[Hervorhebung von mir, JMM], spiegeln nicht nur einen allgemei-
nen »ethics turn« wider, der in den spiten 2010er Jahren durch
ein erhohtes Interesse an KI- und Algorithmenethik deutlich wurde
(Dignum et al., 2018) und sich in zahlreichen Leitlinien (guidelines)
und Ethik-Kodizes verschiedenster Provenienz manifestierte,! son-
dern auch einen »design turn in applied ethics« (van den Hoven,
2017). Dariiber hinaus gibt es Design-Ethik in einem weiteren Sinne,
beispielsweise als Berufsethos von Menschen in Designberufen. Des
Weiteren gibt es Fille und Veréffentlichungen, in denen der Begriff
»Ethics by Design« nicht fiir Technologieentwicklung, sondern z. B.
in Bezug auf ethische Unternehmens- und Organisationsentwick-
lung verwendet wird (vgl. z.B. Moore, 2010). Verwandte Konzepte
umfassen Values in Design (Simon, 2016) und, prominent, Value-ba-
sed Design (vgl. unten). Das Institut fiir Digitale Ethik (IDE) an
der Hochschule der Medien Stuttgart definiert Ethics by Design als
»beruhend auf den Methoden und Konzepten eines Value Sensitive
Design« (IDE, o. ].). Sarah Spiekermann und Till Winkler schlagen

1 Verschiedenste Akteur*innen aus Wirtschaft, Wissenschaft und Gesellschaft, ein-
schliefllich grofler (Digital-) Unternehmen und NGOs veroffentlichten eigene
Ethik-Richtlinien. Corréa et al. (2023) identifizierten 2023 200 Richtlinien und
Empfehlungen fiir KI-Governance.
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die Praxis des »Value-based Engineering« zum Erreichen von Ethics
by Design vor (2020).

Wie einige Bezeichnungen bereits vermuten lassen, sind die meis-
ten Ansitze werteorientiert. In der Literatur wird die Art der be-
trachteten Werte dabei (teilweise) niher beschrieben:? moralische,
gesellschaftliche und rechtliche Werte (Dignum et al., 2018), sowie
»human values« in Abgrenzung zu »functional values«, die auch von
anderen, nicht spezifisch ethischen Ansétzen wie User-centered De-
sign als Grundlage angesetzt werden. Im Values for Design-Ansatz
wird davon ausgegangen, dass bestehende Designmethoden Werte
von Nutzenden und gesellschaftliche Werte realisieren, wobei es
sich im Allgemeinen eben nicht um moralische Werte handelt, in
manchen Fillen jedoch moralische Werte beinhaltet sind (Vermaas
et al,, 2015); deutlich wird dies durch die terminologische Unter-
scheidung zwischen »user values«, »social values« und »moral va-
lues«. Des Weiteren wird davon ausgegangen, dass die Methoden
entweder »designer-driven« oder »user-driven« sein kénnen. Im ers-
teren Falle reflektieren und definieren die Gestaltenden oder die
Auftraggebenden die einflielenden, umzusetzenden und resultieren-
den Werte. Die Verantwortung fiir das Design liegt also bei der
bzw. dem Designer*in. Es kénnen auch explizit nicht nur Werte der
Nutzenden, sondern gesellschaftliche Werte (social values) in den
Gestaltungsprozess einflieflen und diesen leiten. Im letzteren Fall
liegt der Schwerpunkt darauf, die Wiinsche, aber auch Besorgnisse
von Nutzenden zu beriicksichtigen. Explizit umgesetzt wird dies
mit partizipativen Ansétzen, die — potentielle - Anwender*innen in
die Gestaltung einbinden. Die Werte und Prinzipien bedingen sich
teilweise gegenseitig.

Als politisches Steuerungsinstrument im Rahmen der Forschungs-
forderung, das jedoch einen ganzheitlicheren Ansatz verfolgt, wird
seit Anfang der 2010er Jahre das Konzept von Responsible Research
and Innovation (RRI) im européischen Rahmen eingesetzt (von
Schomberg & Hankins, 2019). In dieser Hinsicht stehen ebenfalls
die Begriffe ELSI (Ethical, Legal and Social Implications) und ELSA
(Ethical, Legal and Social Aspects), die die ethischen, rechtlichen und

2 Vgl. auch Abschnitt 3. (»Ethics by Design als Teil der Digitalen Ethik und der
Wertebegrift«) des zweiten Teils (Umsetzung, Potenziale und Grenzen) des vor-
liegenden Sachstandsberichts.
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sozialwissenschaftlichen Aspekte bzw. Implikationen in Forschungs-
projekten adressieren sollen, jedoch teilweise auch weiterhin, paral-
lel zu oder in Kombination mit Ethics by Design verwendet werden.?

Kritisiert wurde am ELSI-Ansatz, dass er oft parallel zu den tech-
nischen Forschungen laufe und Erkenntnisse u. U. erst am Schluss
der Forschungsforderphase vorldgen, so dass diese nicht (mehr) in
das Projekt und somit in die Technikgestaltung einflieflen konnten
(dAquin et al., 2018; vgl. auch unten). Um zu vermeiden, dass
ELS-Aspekte nur nebenherlaufen, wird ebenfalls der Ansatz der »in-
tegrierten Forschung« verfolgt (Gransche & Manzeschke, 2020). In
zwei Handbiichern aus den benachbarten Feldern, die jedoch aus
den Jahren 2015 und 2019 stammen, wird Ethics by Design (noch)
nicht als Begriff erwdhnt (van den Hoven et al., 2015; von Schom-
berg & Hankins, 2019).

Neben Ethics by Design ist verschiedentlich auch die Rede von
Ethics in Design (Datenethikkommission, 2019; Deutscher Ethikrat,
2020) und zusitzlich von Ethics for Design (Dignum, 2020). Virginia
Dignum definiert die drei Ausprigungen folgendermafien, wobei
entsprechend ihres Artikels von 2018 von Ethics by Design fiir auto-
nome Systeme ausgegangen wird:

»Ethics by Design: the technical/algorithmic integration of ethical rea-
soning capabilities as part of the behavior of artificial autonomous
systems.

Ethics in Design: the regulatory and engineering methods that support
the analysis and evaluation of the ethical implications of Al systems as
these integrate or replace traditional social structures.

Ethics for Design: the codes of conduct, standards, and certification
processes that ensure the integrity of developers and users as they
research, design, construct, employ, and manage artificial intelligent
systems.« (Dignum, 2020).*

3 So hief} beispielsweise im BMBF-geforderten Projekt KoFFI, das am Institut fiir
Digitale Ethik eines der ersten Projekte war, in denen Ethics by Design umgesetzt
wurde, das entsprechende Arbeitspaket ELSI (Erbach et al., 2020).

4 Ethics by Design: die technisch/algorithmische Integration von ethischen Denk-
fahigkeiten als Teil des Verhaltens kiinstlicher autonomer Systeme. Ethics in
Design: die regulatorischen und technischen Methoden, die die Analyse und
Bewertung der ethischen Implikationen von KI-Systemen unterstiitzen, wenn
diese traditionelle soziale Strukturen integrieren oder ersetzen. Ethik fiir Design:
die Verhaltenskodizes, Normen und Zertifizierungsprozesse, die die Integritit
von Entwickler*innen und Anwender*innen bei der Erforschung, dem Design,
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Im Folgenden werden exemplarisch zwei unterschiedliche, mit
Ethics by Design verwandte Konzepte ndher beleuchtet. Die Wahl
der beiden ist durch ihre Unterschiedlichkeit begriindet. Das eine
ist seit Jahrzehnten etabliert und in der Forschungscommunity be-
kannt. Es steht ein breiter Korpus an empirischer und theoretischer
Forschungsliteratur zur Verfiigung, wiahrend das andere ein Konzept
ist, das kompakt auf einer Seite dargestellt wird und von zwei einzel-
nen Designer*innen in der Mitte des letzten Jahrzehnts als Antwort
auf den zunehmenden Uberwachungskapitalismus (Zuboff, 2019)
formuliert wurde. Dies zeigt die Breite der bestehenden Herange-
hensweisen.

1.2.1 Value Sensitive Design

Value Sensitive Design (VSD) ist ein Ansatz, der in den 1990er Jahren
formuliert wurde, mit dem Ziel, Werte in das Design von (Informa-
tions-)Technologie einzuschreiben und die Aufmerksamkeit auf die
moralische und soziale Dimension von Design zu richten: »shaping
technology with moral imagination« (Friedman & Hendry, 2019).
VSD baut auf Erkenntnissen der Mensch-Maschine-Interaktions-
Forschung auf, unterscheidet sich jedoch durch seinen Fokus auf
moralische Werte von anderen Ansitzen, die funktionale oder in-
strumentelle Werte betrachten (wie beispielsweise Benutzerfreund-
lichkeit). Wie Ethics by Design ist VSD proaktiv, iterativ, in den
Forschungs- und Entwicklungsprozess integriert und darauf ausge-
richtet, Werte bereits in einer frithen Phase des Designprozesses zu
beriicksichtigen. Ausgangspunkt ist die Annahme, dass jedes einzel-
ne Design spezifische Features, Chancen und Optionen erméglicht,
wihrend andere nicht zum Zuge kommen. Im Unterschied zu Ethics
by Design, das in manchen Interpretationen (z.B. derjenigen der
Européischen Kommission), spezifisch auf Kiinstliche Intelligenz
ausgerichtet ist, ist Value Sensitive Design aufgrund einer aktiven
Entscheidung hierzu technologieagnostisch (Friedman & Hendry,
2019, S. 41).

der Konstruktion, dem Einsatz und dem Management kiinstlicher intelligenter
Systeme sicherstellen.
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Im Rahmen des Value Sensitive Design-Ansatzes wird in drei
Phasen versucht, Werte in Technologie zu transferieren.’ Die erste
Phase der konzeptuellen Analyse (conceptual analysis) ist informiert
durch ethische und moralphilosophische Einsichten, die fir das
vorliegende Design relevant sind. In der zweiten Phase (empirical
mode of investigation) werden empirische Daten zur Unterstiitzung
der in Phase eins untersuchten Werte mit einbezogen sowie empi-
rische Daten, die Feedback zur Unterstiitzung der technischen Un-
tersuchung eines spezifischen Designs zur Verfiigung stellen (van
den Hoven & Manders-Huits, 2017). In der dritten Phase, der techni-
schen Analyse (technical analysis), werden technische Designspezifi-
kationen und Variablen untersucht, die bestimmte Werte im Kontext
der zu gestaltenden Technologie fordern oder verhindern kdnnten.
Wissentlich oder unwissentlich kénnten Entscheidungen wihrend
des Designprozesses die moralischen und politischen Implikationen,
die eine Technologie in der Praxis haben konnte, beeinflussen (van
den Hoven & Manders-Huits, 2017, S. 331).

Eng verwandt mit Value Sensitive Design ist das Konzept »Va-
lues at Play«, das ebenfalls dreischrittig vorgeht und in einer Entde-
ckungsphase (discovery phase) versucht, Werte zu identifizieren. Im
Anschluss werden in der Ubersetzungsphase (translation phase) die
zuvor identifizierten Werte in die Architektur und Eigenschaften der
Technologie tibersetzt, bevor in einer Verifizierungsphase (verificati-
on phase) tiberpriift wird, ob die Werte erfolgreich implementiert
wurden (van den Hoven & Manders-Huits, 2017). Van den Hoven
betonte bereits 2005, dass es sich um eine Auspragung von »doing
ethics« handle (van den Hoven & Manders-Huits, 2017). Es wird
explizit davon ausgegangen, dass sich menschliche Gestaltung des
Designs und die Technologien bzw. das Design reziprok beeinflussen
(Friedman & Hendry, 2019). Insofern spiegeln alle Technologien bis
zu einem gewissen Grad die menschlichen Werte wider und wirken
auf sie ein. Laut Friedman und Hendry (2019) wire es deshalb kei-
ne verantwortliche Position, Werte im Designprozess auflen vor zu
lassen. Im Gegenteil wiirden gerade kreative Moglichkeiten fiir tech-
nische Innovation und zur Verbesserung der menschlichen Bedingt-
heit bereitgestellt, wenn Werte im Design beriicksichtigt wiirden.

5 Siehe auch Abschnitt 4.1. (»Praktische Methode des Value Sensitive Design«)
des zweiten Teils (Umsetzung, Potenziale und Grenzen) des vorliegenden Sach-
standsberichts.
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Werte definieren Friedman et al. als das, was fiir Menschen in
ihrem Leben wichtig ist, mit einem Fokus auf Ethik und Moral
(Friedman & Hendry, 2019, S. 45). Hierzu wird unter Beriicksichti-
gung ihrer Verbundenheit (interconnectedness) ein breites Set an
Werten untersucht. Friedman und Hendry geben die folgende Liste
von Werten mit ethischer Bedeutung an, die ihrer Meinung nach
oft in »System Design« impliziert sind: Menschliches Wohlergehen /
Gemeinwohl, Eigentum und Besitz, Privatsphire, Unvoreingenom-
menheit, universelle Nutzbarkeit, Vertrauen, Autonomie, informier-
te Zustimmung, Verantwortlichkeit, Hoflichkeit, Identitdt, Gelassen-
heit und 6kologische Nachhaltigkeit (Human welfare, ownership and
property, privacy, freedom from bias, universal usabiltiy, trust, autono-
my, informed consent, accountability, courtesy, identity, calmness and
environmental sustainability (Friedman & Hendry, 2019, S. 50f.) und
beriicksichtigen auch, dass es zu Spannungen, Konflikten und Abwi-
gungen zwischen diesen kommen kann. Hinter der Methode steckt
eine bewusste Entscheidung, nicht auf spezifische Werte, Technolo-
gien, Bevolkerungsgruppen oder Kontexte zu fokussieren. In ihrem
Werk von 2019 listen Friedman und Hendry siebzehn Value-sensitive
Design-Methoden auf, u.a. Stakeholder-Analyse, Value source analy-
sis, bei welcher zwischen den expliziten Projektwerten, den person-
lichen und professionellen Werten der Designer*innen sowie den
Werten anderer direkter und indirekter Stakeholder unterschieden
wird, und beispielsweise einem teilstrukturierten Interview, bei dem
die Werte der Befragten gegeniiber einer Technologie herausgearbei-
tet werden (value-oriented semi-structured interview) (Friedman &
Hendry, 2019, S. 86 f1.)

1.2.2 The Ethical Design Manifesto

Eine Kurzformel fiir ethisches Technologiedesign stellt das »Ethical
Design Manifesto« (Ind.ie, 2016) dar, das als Antwort auf das vor-
herrschende Paradigma des Uberwachungskapitalismus ausbuchsta-
biert wurde. Ausgehend von Abraham Maslows Theorie der mensch-
lichen Motivation (Maslow, 1943) entwickelte das Non-Profit-Unter-
nehmen Ind.ie (heute aufgegangen in der Small Technology Founda-
tion) einen Ansatz zu ethischem Design, der sich auf einen Blick
darstellen lasst. Laut Aussage des Autors Aral Balkan wird es bereits
in verschiedenen Firmen angewendet, bzw. wird in Designfirmen
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sichtbar aufgehdngt, um die tagliche Arbeit zu inspirieren. Die Spit-
ze der Pyramide, die sich in drei Teile teilt, gipfelt in »Respekt«.
Der oberste Teil bezieht sich auf menschliche Erfahrung (»human
experience«), welche »delightful« sein soll (zu deutsch: entziickend,
wunderbar, angenehm). Die mittlere Ebene bezieht sich darauf, dass
Technologie, die menschliche Anstrengung respektiere, funktional,
praktisch und zuverldssig sein solle. Die Basis der Pyramide bilden
Menschenrechte. Interessanterweise werden in diesem Bereich, der
auf einem abstrakten Begriff fufit, konkrete technisch umsetzbare
und operationalisierbare Eigenschaften angegeben, etwa, dass Tech-
nologie, welche Menschenrechte respektiere, dezentralisiert und En-
de-zu-Ende-verschliisselt sein solle, oder Software frei und quellof-
fen sein solle, etc. Hinterfragen ldasst sich die mit der Spitze der
Pyramide verbundene Forderung, dass Technik »unsichtbar« und
»magisch« sein solle. Wihrend es zutreffend ist, dass sie »einfach
funktionieren« sollte, gehen von unsichtbarer Technologie (z.B. im
Sinne des Internet of everything, wenn alle Alltagsgegenstinde mit
dem Internet verbunden sind) und die durch »Magie« geschaffene
Distanz aufgrund von Unerklarbarkeit, eigene ethische und daten-
schutzbezogene Problem aus.

Tabelle 1: Ethical Design im Uberblick

offen,

Respekt

% Angenehm Menschliche Erfahrung :‘j
El Funktional, praktisch und Menschliche ﬁé
E zuverldssig Anstrengung g
™ 3 o

§ Dezentralisiert, privat, ®
E

|

S

&

interoperationabel, Menschenrechte
zuganglich, sicher und
nachhaltig

2. Das Konzept »Ethics by Design«

Die blofle Tatsache, dass Ethik in einem frithen Entwicklungsstadi-
um mitbedacht wird, ist nicht ausschlaggebend fiir Ethics by Design.
Wie dAquin et al. aufzeigen, ist dies ebenso der Fall in »klassischen«
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Herangehensweisen einiger Facher (z.B. Sozialwissenschaften, Medi-
zin, Biologie), in denen eine Ethikkommission dariiber entscheidet,
ob dem Antrag der Forschenden auf Durchfithrung ihres Projekts
nach Priifung ethischer Gesichtspunkte stattgegeben wird. Dies
adressiere ethische Fragen jedoch nicht proaktiv, wie es Ethics by
Design in Anlehnung an den ersten Grundsatz von Privacy by De-
sign unternimmt. Des Weiteren gebe es in diesem Falle lediglich
eine bindre Entscheidung, ob die Forschung durchgefithrt werden
diirfe oder nicht, aber keine ethische Forschung. Selbst diese kann
ihre Grenzen haben, wenn sie lediglich begleitend erfolgt, wie in
fritheren Phasen der ELSI-»Begleitforschung«, wie dAquin et al.
ebenfalls anhand eines Anwendungsbeispiels fiir das EU-geférder-
te REVERIE-Projekt ausfiihren, bei dem eine gesonderte Aufgabe
(»task«) darin bestand, die potentiellen ethischen Implikationen
zu untersuchen (dAquin et al.,, 2018), deren Erkenntnisse jedoch
nicht in das Gesamtprojekt einflieflen konnten, da sie erst zeitgleich
mit den allgemeinen Projektergebnissen vorlagen. Ein Beispiel fiir
einen gelungenen Fall von Ethics by Design war das vom Bundesmi-
nisterium fiir Bildung und Forschung (BMBF) geforderte Projekt
Kooperative Fahrer-Fahrzeug-Interaktion (KoFFI), in dem Ethics by
Design durch verschiedene MafSnahmen umgesetzt wurde, ein Aus-
tausch mit den Projektpartnern erfolgte, empirische Studien durch
ethische Fragen ergénzt wurden und beispielsweise die zu Beginn
des Projekts definierte ethische Wertematrix iberarbeitet wurde (Er-
bach et al., 2020; Grimm & Monig, 2020).

Vereinzelt wurden auch explizite Instrumente (»fools«) sowie au-
tomatisierte Assessments zur Implementierung von Ethics by Design
entwickelt (vgl. z.B. Urquhart & Craigon, 2021; Mehlich & Woopen,
2025).

2.1 Die Handreichung »Ethics By Design and Ethics of Use
Approaches for Artificial Intelligence«

Der »Ethics by Design for artificial intelligence«-Ansatz in seiner
vorliegenden Form wurde mafigeblich in den EU-geforderten For-
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schungsprojekten SIENNA® und SHERPA? erarbeitet (Brey & Dai-
now, 2023).8 Die Ergebnisse der Projekte (vgl. Jansen et al., 2021;
Brey & Dainow, 2023) beruhen auf fritheren Ansitzen (namentlich
Dignum et al., 2018 und dAquin et al., 2018), welche ihrerseits keine
vollstindig ausformulierte und anwendbare Methodik lieferten. Dig-
num et al. (2018) beschiftigen sich jedoch mit der Frage nach der
Ethik und Moral autonomer Systeme und nehmen somit den Begrift
»Ethics by Design« wortlich, da diesen Maschinen, wenn es einen
Konsens gébe, sie zu programmieren, moralische Urteilsfahigkeiten
qua Design einprogrammiert werden miissten.

Fir die Literaturauswertung zum Forschungsstand wurden
Vorarbeiten aus dem SIENNA-Projekt, die Handreichung zur
(Selbst-)Evaluierung von EU-geforderten Forschungsprojekten in
der Antragstellung »Horizon Europe Ethics Appraisal Procedure for
Al«, das IEEE7000-2021 »Standard Model Process for Addressing
Ethical Concerns during System Design« (IEEE, 2021) sowie der
organisationale Ethics by Design-Ansatz des World Economic Fo-
rum (WEF, 2020) zur verantwortungsvollen Verwendung von Tech-
nologie ausgewertet (Jansen et al., 2021). Brey und Dainow (2023)
beschreiben die Anwendung, das Framework mit Werten und die
zugehorigen Anforderungen (design requirements) sowie die Imple-
mentierung von Ethics by Design. Das eigentliche Framework wird
in einer ausfiihrlichen Handreichung fiir EU-geférderte Forschungs-
projekte, die KI-Anwendungen entwickeln oder einsetzen, dargelegt.
Es muss jedoch - im Gegensatz zum o.g. Ethics Self-Assessment,
nicht verpflichtend angewendet werden (Européische Kommission
[EC], 2021).

6 H2020-Projekt SIENNA: Stakeholder-Informed Ethics for New technologies
with high socio-ecoNomic and human rights impAct, Laufzeit 1.10.2017 —
31.3.2021, https://www.sienna-project.eu.

7 H2020-Projekt SHERPA: Shaping the Ethical Dimensions of Smart Information
Systems. A European Perspective, Laufzeit 1.5.2018 — 31.10.2021, https://www.pro
ject-sherpa.eu/.

8 Aktuell beschaftigt sich das Horizon Europe-Projekt TECHETHOS explizit mit
Ethics by Design, wobei nach eigener Aussage auf Ergebnisse der folgenden
zuvor geforderten Projekte zuriickgegriffen wird: SIENNA und SHERPA, sowie
SATORI (Stakeholders Acting Together On the ethical impact assessment of
Research and Innovation, Laufzeit 1.1.2014 — 30.9.2017, https://satoriproject
.eu) und PANELFIT (Participatory Approaches to a New Ethical and Legal
Framework for ICT, Laufzeit 1.11.2018 — 30.4.2022, https://www.panelfit.eu/).
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Die Herangehensweise beruht auf sechs ethischen Prinzipien,
aus denen sich ethische Anforderungen ergeben. Die Prinzipien ha-
ben sich auf europiischer sowie auf internationaler Ebene als Quer-
schnittsanforderungen herausgestellt (EC, 2021, S.5) und umfassen
Respekt vor dem menschlichen Handeln (respect for human agency);
Privatheitsschutz, Schutz personlicher Daten und Datengovernance
(privacy, personal data protection and data governance); Fairness
(fairness); individuelles, soziales und 6kologisches Wohlergehen (in-
dividual, social, and environmental well-being); Transparenz (trans-
parency); Rechenschaftspflicht und Kontrolle / Aufsicht (accountabi-
lity and oversight) (EC, 2021). Den sechs Prinzipien werden nach
einer kurzen Definition - teilweise recht prizise — Anforderungen
zugeordnet. In Bezug auf den Respekt vor menschlichem Handeln
(»Human Agency«) solle beispielsweise sichergestellt werden, dass
KI-Anwendungen ohne menschliche Aufsicht und die Méglichkeit,
Rechtsmittel einzulegen, nicht autonom Entscheidungen tiber die
folgenden Bereiche treffen. Zum einen nicht iiber fundamentale per-
sonliche Angelegenheiten (die z.B. direkt das Privat- oder Berufsle-
ben beeinflussen etc.), und die normalerweise von Menschen durch
freie personliche Wahl entschieden wiirden. Zum anderen uber
grundlegende wirtschaftliche, soziale und politische Fragen, die nor-
malerweise in kollektiven Beratungen entschieden wiirden, oder den
Einzelnen in dhnlicher Weise erheblich betreffen (EC, 2021, S.6).
An dieser Stelle tiberschneiden sich die ethischen Forderungen mit
bereits geltendem Recht, wie z.B. Art. 22 der Datenschutz-Grundver-
ordnung (Verordnung 2016/679) und beriihren teilweise Anforde-
rungen, die auch in der im August 2024 in Kraft getretenen européi-
ischen KI-Verordnung enthalten sind (Verordnung 2024/1689).

Im zweiten Teil der Handreichung werden praktische Schritte
zur Umsetzung von Ethics by Design erldutert. Ein Finf-Ebenen-
Modell stellt dar wie Grundsitze, ethische Anforderungen, Ethics
by Design-Leitlinien, KI-Methologien sowie Tools und Methoden
ineinander iiber gehen. Weiter wird ein generisches Modell fiir die
Entwicklung von KI-Anwendungen vorgestellt. Fiir jede Phase wer-
den erneut ethische Anforderungen vorgestellt, die in diesem Falle
als konkretere Aufgaben (»tasks«) formuliert sind. Die sechs Phasen
umfassen 1. Spezifikation der Ziele (specification of objectives), 2.
Spezifikation der Anforderungen (specification of requirements), 3.
allgemeines Design (high-level design), 4. Datenerhebung und Auf-
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bereitung (data collection and preparation), 5. detailliertes Design
und Entwicklung (detailed design and development) und 6. Testen
und Evaluation (festing and evaluation). Laut Autor*innen kann die-
ses Modell auf bestehende KI-Modelle angewendet werden, wobei
die Schritte iterativ sein konnen. Es sollte eine ethische Risikoana-
lyse vorgenommen werden, nach Moéglichkeit von einer*einem Ethi-
ker*in.® Zur Erleichterung der Implementierung von Ethics by De-
sign werden weiter vier Praktiken vorgestellt, denen Anforderungen
und Hinweise zugeordnet werden, wie Ethics by Design in der Pra-
xis (eines Forschungsprojektes) umgesetzt werden kann. Es handelt
sich um 1. Projektplanung- und management (Project management),
2. externe Beschaffung eines KI-Systems (Acquisition), 3. Einsatz und
Implementierung (Deployment and implementation) und 4. Uber-
wachen der ethischen Anforderungen (Monitoring). Abschlieflend
wird eine Checkliste zur Verfiigung gestellt, in der eine verkiirzte
Version der ethischen Anforderungen aufgefithrt wird, mit Platz
fiir eigene Angaben, wie die Risiken eingedimmt werden kénnen,
wenn die jeweilige Frage, z.B. nach dem Ziel, dass End-User*innen
Kontrolle gegeben wird, nicht mit »ja« beantwortet wurde.

Der Ansatz von Philip Brey und Brandt Dainow trigt dem Um-
stand Rechnung, dass es in der Open Source Community sowie in
der Industrie bereits diverse Tools gibt, die auf verschiedenste Wei-
se Werte im Technologieentwicklungsprozess beriicksichtigen und /
oder dazu dienen, Rechenschaft iiber die Arbeit von Programmie-
renden abzulegen.® Dies erfolgt nicht unbedingt, um bestimmte
Werte zu stiitzen oder hochzuhalten. So dienen beispielsweise Doku-
mentationen iiber die eigenen Schritte im Programmierprozess u.a.
auch der besseren Zusammenarbeit, wenn zu einem spéteren Zeit-

9 An anderer Stelle wird jedoch betont, dass in diesem Framework nicht unbe-
dingt Ethiker*innen beteiligt sein miissten, sondern dass im Gegenteil techni-
sche bzw. fachliche Expertise notwendig sei, um die Dinge richtig einschitzen
zu kénnen. Dies unterscheidet den Ansatz von Brey et al. u.a. von dem vom
IDE.

10 Das OECD.AI Policy Observatory fiihrt einen »Catalogue of Tools and Metrics
for Trustworthy Al«, d. h. Datenbanken, in denen mit Stand Anfang 2025 919
Tools und 130 Metriken verzeichnet sind. Die Suche nach »by Design« fithrt
aktuell zu zwei Tools https://oecd.ai/en/catalogue/tools?terms=by%20de
sign&page=1 (16.2.2025). Fiir eine Zuordnung einer Auswahl von Tools zur
Erfiillung bestimmter ethischer Prinzipien und Werte siehe Kluge Correa und
Mbnig (2024).
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punkt andere Personen am eigenen Code weiterarbeiten, unterstiit-
zen aber auch die Forderung nach dem Grundsatz der Transparenz.
Als Beispiel wird »Datasheets for Datasets« genannt (Gebru et al,,
2021).

2.2 Narrative Ethik by Design

Der Ansatz des Instituts fiir Digitale Ethik schlagt vor, dass poten-
tielle ethische Konflikte zu einem frithen Zeitpunkt der Technik-
entwicklung adressiert werden sollen.!! Grimm und Monig (2020)
betonen, dass der von ihnen entwickelte Fragebogen im Rahmen be-
stehender Qualitdtsmanagementmafinahmen oder Qualitdtskontrol-
len eingesetzt werden kann. Dariiber hinaus liegt ihm ein weites
Verstandnis von (ethischer) Stakeholder-Beteiligung zugrunde. Da
sich Werte verandern, soll der Prozess der Befragung wéhrend der
Technologieentwicklung (z.B. operationalisiert durch den vorliegen-
den Fragebogen) iterativ wiederholt werden. Da » Anwendungsfalle«
(»use cases«) und sogar die Behandlung von unwahrscheinlichen
Grenzfillen (sog.»Edge Cases«), die Probleme aufzeigen kénnen,
zur »best practice« gehoren, konnen Anwendungsbeispiele mit ethi-
scher Dimension ebenfalls wihrend der Produktentwicklung be-
trachtet und diskutiert werden. Ein Fokus des Instituts fiir Digitale
Ethik liegt diesbeziiglich auf einem narrativen Ansatz, der sich zum
Einen in Befragungsmethoden duflert (beispielsweise dem Einsatz
von narrativen Interviews, vgl. Erbach et al., 2020). Zum Anderen
liefern Narrative die Moglichkeit, ethische Reflexion anzustofSen und
Werte und Werteverletzungen sichtbar und begreifbar zu machen
(vgl. auch Keber, 2021; Hohendanner, 2024). Operationalisiert wur-
de der Ethics by Design-Ansatz durch das automatisierte Ethik-As-
sessment-Instrument ELSI-SAT und ELSI-SAT Health and Care.!?

11 Siehe den zweiten Teil (Umsetzung, Potenziale und Grenzen) des vorliegenden
Sachstandsberichts.

12 ELSI-Screening- und Awarenesstool (SAT) https://www.elsi-sat.de/, https://ww
w.elsi-sat-health-and-care.de.
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2.3 Das Whitepaper »Towards an Ethics by Design Approach for
Al

Eines der jlingsten unter den derzeit verfiigbaren Ethics by Design-
Frameworks ist die 2024 von Al4People veroffentlichte Publikati-
on »Towards an Ethics by Design Approach for Al« (Al4People,
2024).B In Bezug auf die aktuelle Entwicklung ist dabei interessant,
dass der Ansatz nach dem Aufsehen, das die Veréftentlichung von
ChatGPT 3.5 im November 2022 hervorrief sowie das - teilweise
sogar Fachpublikum erstaunende — Tempo, mit dem in der Folge
weitere generative KI-Anwendungen einer breiten Offentlichkeit zur
Verfiigung standen, erschienen ist. Die Handreichung der Europa-
ischen Kommission mit dem von Brey et al. formulierten Frame-
work erschien in ihrer ersten Fassung im November 2021, der Ent-
wurf fiir die europdische KI-Verordnung im April 2021.

Das Whitepaper richtet sich, im Gegensatz zum Fokus auf Insti-
tutionen, die Forschungsférderung in Anspruch nehmen méchten,
sowohl an o&ffentliche, namentlich EU-Institutionen, als auch an
private Akteur*innen. Ziel ist ein Wettbewerbsvorteil fiir die Unter-
nehmen sowie die Vermeidung von Folgekosten, wenn ethische Risi-
ken entstanden sind. Die Einhaltung ethischer Grundsatze (»compli-
ance«) soll nicht nur die elementaren Rechte von individuellen Per-
sonen, sondern auch gesellschaftliche Giiter wie die Erhaltung von
demokratischen Institutionen und der Gewaltenteilung unterstiitzen.
Der Ansatz von Al4People gliedert sich in fiinf Phasen und diesen
vorgelagerte ,erste Schritte®:

- Erste Schritte: Verstehen des Unternehmenskontextes und Aufbau
des Fundaments,

— Phase 1: Verstehen des KI-Systems: Scoping und Spezifikationen,

— Phase 2: Vorldufige Folgenabschitzung (ethisches Impact Assess-
ment),

— Phase 3: Design des vertrauenswiirdigen KI-Systems,

13 Uberraschenderweise trigt das Whitepaper einen vergleichbaren Titel wie der
bereits 2018 erschienene Artikel von dAquin et al. (2018), »Towards an ,Ethics
by Design’ Methodology for AI Research Projects«. Jedoch wird von den Au-
tor*innen von Al4People betont, dass ihr Ethics by Design-Ansatz offen fiir
Verinderungen und Anpassungen sei, was den Titel (wenn auch nicht die Nihe
zum fritheren Paper) erklart.
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- Phase 4: Implementierung des vertrauenswiirdigen KI-Systemde-
signs,

— Phase 5: Uberwachung des vertrauenswiirdigen KI-Systemde-
signs.

Die erste und zweite Phase zahlen zum Prozess der Ideenfindung.
Die Designphase entspricht bzw. beginnt in diesem Modell erst mit
Phase 3. Jede Phase wird kurz beschrieben. Die Hauptaktivititen
und zentralen Ergebnisse werden in einer tibersichtlichen Form
aufgelistet. Zusammen mit der Konklusion werden Empfehlungen
fiir EU-Institutionen gegeben, wie Ethics by Design weiter gefor-
dert werden kann. Im Anhang finden sich zwolf iibersichtliche
»Guidance«-Dokumente, die jedes fiir sich betrachtet und verwen-
det werden kénnen, z.B. mit einer Ubersicht iiber relevante rechtli-
che Regulierungen; neben der KI-Verordnung und der Datenschutz-
Grundverordnung zahlen hierzu beispielsweise u. U. auch der Digi-
tal Services Act.

Tabelle 2: Die 5 Phasen gemafs dem Al4People-Ansatz (Eigene
Ubersetzung und Anpassung nach Al4People, 2024)

Lebenszyklus-Phasen der Systementwicklung

Lebenszyklus- Ideenfindung <  Design  Entwi- Ein- ¢ Uber-
phase der KI- El ckelnund setzen £  wachen
Entwicklung g Testen z und
| & 'é“ Einsetzen
EbD Phasen Phase 1: s  Phase 3: Phase 4: & Phaseb5:
(vorgelagert: | Verstehen é Design Implementierung 2 Uber-
»Erste des KI- o' desver- des vertrauens- = wachung
Schritte«) Systems: <  trauens-  wiirdigen KI- A  desver-
Scoping und ?n wiirdigen Systemdesigns e trauens-
Spezifikatio- & KI- 2 wiirdigen
=] =
nen ] Systems =) KI-
% E System-
Phase 2: g §  designs
Vorlaufige 2 3
Folgenab- & 2
schitzung
(ethisches
Impact
Assessment)
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3. Politische Dimension

Der Begrift »Ethics by Design« figuriert in verschiedenen Doku-
menten der Europdischen Union. Bereits 2018 schrieb die Euro-
péaische Kommission im »Coordinated Plan on Artificial Intelli-
gence«Europa konne »bei der Entwicklung der KI und ihrer Nut-
zung zum Gemeinwohl, bei der Verfolgung eines auf den Menschen
ausgerichteten (»menschzentrierten«) Ansatzes und bei der Forde-
rung der Grundsitze einer integrierten Ethik weltweit fithrend wer-
den.« (EC, 2018a, S.9) Interessanterweise wurde an dieser Stelle
»ethics-by-design-principles« mit dem Begriff »integrierte Ethik«
ibersetzt (EC, 2018Db, S. 8).

Ethics by Design besitzt also, wie oben bereits deutlich wurde,
in seiner derzeitigen Auspridgung explizit eine politische Dimensi-
on. Zum einen dient es in Kombination mit dem Ethik-Self-Assess-
ment im Rahmen von Horizon Europe als Forschungsférderinstru-
ment. Zum anderen ist eine seiner operationalisierbaren Formen
gleichsam durch »Auftragsforschung« entstanden. Wahrend in Stan-
dardisierungsgremien laut der deutschen Bundesregierung explizit
mehr Stakeholder*innen aus der Wirtschaft vertreten sein sollen,
ist auch dies ein politisches Instrument, zumal die europdische KI-
Verordnung unter dem »New Legislative Framework« explizit mit
dem technologischen Fortschritt durch Standardisierung und har-
monisierte Normen Schritt zu halten versucht. Auch von der durch
die deutsche Bundesregierung eingesetzten Datenethikkommission
wurde ethische Technikgestaltung gefordert.'

Wihrend verschiedene politische Akteur*innen den Einsatz von
Ethics by Design fordern, weist das Institut fiir Technikfolgenabschiit-
zung der Osterreichischen Akademie der Wissenschaften (ITA) in
einem Bericht fiir das Osterreichische Parlament auf die »administra-
tive Biirde« hin, die mit der Umsetzung von X by Design-Konzepten
verbunden sein konnte (ITA, 2021).

14 Der deutsche Ethikrat verwendete in seiner Stellungnahme »Mensch und
Maschine. Herausforderungen durch Kiinstliche Intelligenz« zwar den Begriff
»Ethics by Design« nicht, allerdings liest sich sein Verweis auf Value Sensiti-
ve Design wie eine Definition von Ethics by Design. Des Weiteren wird von
ethischem Design sowie von Privacy und Security by Design gesprochen (Deut-
scher Ethikrat, 2023).
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4. Kritik am Konzept »Ethics by Design«

Verschiedene Kritikpunkte sind gegeniiber Ethics by Design geltend
gemacht worden. Luciano Floridi argumentiert, die Methode sei
paternalistisch, weshalb er ihr seinen Ansatz des »Pro-ethical De-
sign« gegeniiberstellt (Floridi, 2016). Dem Konzept des »Values in
design« wird als Befiirchtung entgegengebracht, es beruhe auf der
Annahme, dass das System in jedem Fall gebaut werde. Dies sei
jedoch weniger hilfreich fiir die Entscheidung, ob ein System im
Falle gravierender (ethischer) Bedenken eventuell gar nicht erst ent-
wickelt werden bzw. wieder zuriickgezogen werden sollte (Crawford
& Calo, 2016). Mark Coeckelbergh bezieht diesen Einwand auch
auf Ethics by Design, das in diesem Falle eine »Barriere« fiir Ethik
darstellen wiirde (Coeckelbergh, 2020). Aulerdem kritisiert er die
diesen Ansitzen zugrunde liegende Annahme, dass wir unsere ethi-
schen Werte vollstindig artikulieren konnten; was wir jedoch nicht
unbedingt immer konnen (Coeckelbergh, 2020). Im EU-geforderten
Projekt SHARESPACE wird »Ethics by Design« mit einem »Good
Enough Ethics«-Ansatz (zu Deutsch etwa »hinreichend gute Ethik«)
verkniipft, da sich im Laufe des Projekts abzeichnete, dass sich die
durch die Ethics by Design-Methodologie sichtbar gewordenen ethi-
schen Probleme (»issues«) nicht im Laufe der Projektlaufzeit wiirden
bewiltigen lassen. Es handelt sich also um eine Erweiterung des
Ansatzes, jedoch mithilfe einer »Verkiirzung«. Des Weiteren wird
befiirchtet, dass Ethics by Design als kosmetische »Buzzwords«
im Wettbewerb um Drittmittel im Rahmen der Ausschreibung fiir
die EU-Forderung verwendet werden (konnten) (Precision Drug
Repurposing for Europe and the World [REPO4EU], 2024). Die
2018 durch die damalige deutsche Bundesregierung eingesetzte Da-
tenethikkommission betonte, dass Ethics by Design kein »Garant fiir
ethische Produkte und Dienstleistungen« sei und sich Ethik nicht
an Technik delegieren liefle. Welche ethischen Prinzipien »wann
und wie umgesetzt werden« solle nicht allein Entwickler*innen
tiberlassen werden, »sondern kontextspezifisch und ggf. unter Ein-
beziehung Betroffener ausgehandelt werden« (Datenethikkommissi-
on, 2019, S.74). In dieser Beziehung kommt hinzu, dass Tools und
Metriken nicht unbedingt aus sich selbst heraus verstandlich sind,
bzw. dass Metriken, die vermeintlich dem selben Ziel dienen bzw.
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denselben Wert schiitzen sollen, nicht unbedingt erreichen, wozu
sie eingesetzt werden (vgl. beispielsweise zu(r Wirksamkeit von)
Fairness-Metriken Verma & Rubin, 2018). Als problematisch wird es
auflerdem gesehen, wenn versucht wird, Ethics by Design oder ver-
gleichbare Governancemechanismen im Sinne eines »soft law« zur
Vermeidung strengerer, durchsetzbarer Regulierungen zu etablieren.
Zudem droht in diesem Zusammenhang u. U. auch eine verstarkte
Einflussnahme durch Stakeholder oder Akteure, die nicht unbedingt
den (gesamt-)gesellschaftlichen Nutzen im Blick haben. Obwohl mit
der Organisation fiir wirtschaftliche Zusammenarbeit und Entwick-
lung (OECD), dem Weltwirtschaftsforum (WEF) und dem Institute
of Electrical and Electronics Engineers (IEEE) global agierende In-
stitutionen Ethics by Design fithrend voranbringen, steht dariiber
hinaus der Vorwurf im Raum, dass die zu Grunde gelegten Werte
eurozentristisch bzw. sog. »westliche« Werte seien.!®

5. Ausblick: Ausbildung und weitere Aspekte

Wie kann nun also Ethik i{iber die beschriebenen Ansitze hinaus
bereits »by Design« in Forschungs- und Entwicklungsprozesse ein-
bezogen werden? Verschieden Akteur*innen haben vorgeschlagen,
dass Ethics by Design in die Lehre von technischen und ingenieurs-
wissenschaftlichen Studiengingen implementiert werden soll.!® Da-
riiber hinaus kann es Workshops, Zertifikatslehrgiange, Online-Kur-
se und andere Formen der Weiterbildung geben, die das Thema ver-
mitteln.”” Begleitend zum Einsatz ethischer Tools und ChecKklisten,
muss auflerdem die ethische Deliberation weiter gefithrt werden,
u.a., weil sich Werte dndern konnen, und da rein technische Losun-
gen (Stichwort »techno-solutionism / technological fix«) oft nicht
ausreichen, um ethische Befiirchtungen und unethische Ausgangssi-
tuationen, wie z.B. Bias in Datensatzen, zu beheben. Hierbei sollte

15 Spiekermann and Winkler (2020) begegnen diesem Einwand proaktiv mit
ihrem Requirement 5b.

16 Siehe hierzu den dritten Teil (Ausbildung sozial-verantwortlicher Ingenieur*in-
nen) des vorliegenden Sachstandsberichts.

17 Fiir einen Uberblick iiber bestehende Kurse zu Ethics by Design (Stand Oktober
2021) sowie einen Vorschlag fiir einen Seminarplan vgl. Annex 3 des SIENNA-
Deliverables 5.7 Jansen et al. (2021).
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auch die Frage gestellt werden, um welche Ethik es sich handelt
und welche Werte geschiitzt werden sollen. Auch sollte es Moglich-
keiten geben, Riickfragen an (Ethik-)Expert*innen zu stellen und
ethische Bedenken z. B. einem Unternehmen mitteilen zu konnen.
Dabei gilt es zu kldren, was diese Expert*innen ausmacht. Positiv
ist hervorzuheben, dass ein ganzheitlicher Blick gewagt wird und
bestehende Ansitze und Praktiken gewiirdigt werden. Da mit der
Technologie auch bestimmte Machtstrukturen unser Leben bereits
durchdrungen haben, sollte Ethik zukiinftig nicht nur »by Design«,
sondern auch »by Default« in Technik integriert werden. Dabei diir-
fen diese Ansétze jedoch nicht dazu fithren, dass verbindliche recht-
liche Regelungen aufgeweicht werden, da die freiwillige Einhaltung
von Regeln auf Grenzen stofit. Insgesamt sollte beachtet werden,
dass Werte u. U. nicht eindeutig operationalisiert werden kénnen,
und Ethik eine emotionale und unsagbare Komponente besitzt. Rote
Linien, ob eine Technologie zum Einsatz kommt oder ggf. aus dem
Verkehr genommen wird, sollten als Option in Ethics by Design
mitgedacht werden.

wertebasiert

iterativ proaktiv

. ETHICS BY DESIGN projektbegleitend
lebenszyklusbegleitend  ——— . _—

FORDERT ETHIK-KOMPETENZ

/ (ETHICS LITER|ACY) UND IST: \

in den Entwicklungsprozess integriert

von Beginn an dabei partizipativ

vereinbar mit bestehenden Unternehmenszielen, Good Practices und Qualitatssicherungsmanahmen

ADbD. I: Ethics by Design auf einen Blick
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Il. Ethics by Design: Potenziale, Umsetzung
und Grenzen

1. Einleitung

Der Bedarf an ethischer Orientierung in der Forschung und das
Interesse an Ethics by Design als neuem Schwerpunkt einer ange-
wandten Ethik haben sich infolge einer intensiveren Wahrnehmung
der gesellschaftlichen und sozialen Auswirkungen von Bio- und
Digitaltechnologien, wie beispielsweise Gentechnologie, Machine
learning oder Robotik, in den letzten Jahrzehnten zunehmend er-
hoht. Erste ethische Begleitforschungen lassen sich bereits bis in die
1960er- und 1970er-Jahre in der (US-amerikanischen) bioethischen
Forschung zuriickverfolgen (Gransche & Manzeschke, 2020, S. 11f.).
Zentrale Ausloser waren kontroverse medizinische Experimente,
insbesondere die Tuskegee-Syphilis-Studie (1932-1972), bei der afro-
amerikanischen Ménnern bewusst eine medizinische Behandlung
vorenthalten wurde (Jones, 1993; Brandt, 1978). Dieser Skandal fithr-
te zur Griindung der National Commission for the Protection of Hu-
man Subjects und zur Verdffentlichung des wegweisenden Belmont
Reports (1979), der die Prinzipien Autonomie, Wohltun und Gerech-
tigkeit definierte (Emanuel et al., 2023; National Commission, 1979).
Parallel sorgte die Einfiihrung der Dialysetechnik in den 1960er-
Jahren fiir ethische Kontroversen. Sogenannte »God Committees«
mussten iiber begrenzte Behandlungskapazititen entscheiden, was
erstmals deutlich machte, dass technologische Innovationen ethische
Begleitung erfordern (Alexander, 1962; Jonsen, 2023). Ahnliche De-
batten 19sten frithe Forschungen zur In-vitro-Fertilisation aus, die
ethische Fragen zum Status menschlicher Embryonen aufwarfen
(Kass, 1971).

Die Beriicksichtigung von ethischen, sozialen und rechtlichen
Aspekten in naturwissenschaftlichen Forschungsvorhaben wurde
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dann Ende der 1980er-Jahre im Zuge der Genomforschung unter
dem Begrift ELSI (als Akronym fiir »Ethical, Legal and Social Im-
plications«) als Forschungsdesiderat in den internationalen Wissen-
schaftsdiskurs eingefithrt (vgl. Bellon & Nahr-Wagener, 2020, S. 46).
Gleichzeitig entstanden auch Einrichtungen der Technikfolgenab-
schdtzung, die wohl Folge einer kritischeren Sichtweise auf den
technischen Fortschritt im Allgemeinen waren und mithalfen, die
Verantwortungsfrage des Menschen gegeniiber Natur und Umwelt
im Speziellen zu stellen und die gesellschaftlichen und ethischen Di-
mensionen der Technik stirker zu gewichten (vgl. Grunwald, 2022;
Boschen et al., 2021).

Von einem »ethical turn« in den Technik- und Lebenswissen-
schaften ist allerdings erst seit der Hochkonjunktur der Digitaltech-
nik und kiinstlichen Intelligenz (KI) zu sprechen. So ist im Zuge der
allseitigen Bewertungs- und Entscheidungsgewalt von Maschinen
iiber Menschen, wie z. B. bei der algorithmenbasierten Berechnung
von Krankheitsverldufen oder der beruflichen bzw. schulischen Leis-
tung (vgl. Zweig, 2023, S.171-191), und damit der maschinellen Vor-
hersagbarkeit und Berechenbarkeit von Menschen, der Bedarf einer
ethisch informierten Begleitung der Projekte in den Technik- und
Lebenswissenschaften stark gestiegen.

2. Potenziale von Ethics by Design (EbD)

2.1 Entwicklung und Ziele eines werteorientierten Design-
Ansatzes

Mehr oder weniger synchron zu dem ethical turn zeichnete sich
auch ein »design turn« in der angewandten Ethik ab. Einer der
prominenten Vertreter dieses Ansatzes ist Jeroen van den Hoven,
der pointiert feststellt: »This design turn in applied ethics can be
seen as the third and the most recent phase in the development of
contemporary ethics.« (van den Hoven, 2017, S.5) Fir ihn ist die
Notwendigkeit einer neuen Design-Perspektive dadurch begriindet,
dass Handlungsfahigkeit und Zuschreibung von Verantwortlichkeit
dem Handelnden gegeniiber in komplexen Systemen und Prozessen
kaum mehr moglich und damit auch alte moralische Konzepte tiber-
holt seien. Uberwiegend finde zudem Kommunikation und Handeln
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nicht mehr direkt, sondern indirekt via Technologie statt: »Much of
what we do in the twenty-first century we do not directly to each
other, but almost always by way of technology and via a technological
milieu that was designed, and that came about over the course of
centuries as a result of myriad contributions by others separated
from us by time and place.« (van den Hoven, 2017, S.19) Im Mittel-
punkt eines Ethics by Design-Ansatzes (EbD-A) miisse deshalb das
Design und die Designgeschichte eines Systems und technologischen
Umfelds sowie die Rolle der Design-Agenten und der von ihnen
entwickelten Wahloptionen stehen.

Wihrend Brey und Dainow (2024) die Anfange von Ethics by De-
sign in die 2010er-Jahre datieren, lassen sich die Wurzeln weit friither,
néamlich bis in die spaten 1990er-Jahre zuriickverfolgen. So lasst sich
m. E. Ethics by Design im Wesentlichen als Teil des Forschungsfelds
von Values in Design (vgl. Simon, 2016) verstehen. Im Forschungs-
feld von Ethics by Design haben sich verschiedene Ansétze gebildet,
die unter den Begriffen »Value Sensitive Design« (vgl. Friedman
et al., 2002), »Values at Play (vgl. Flanagan & Nissenbaum, 2014),
»A Value-Based System Design Approach« (vgl. Spiekermann, 2015)
bzw. »Value-Based Enginieering« (vgl. Spiekermann, 2021, 2023)
oder »Privacy by Design« (vgl. Cavoukian, 2011) bekannt sind

Insbesondere der Ansatz von Value Sensitive Design (VSD) ist
methodisch wie auch perspektivisch als Vorreiter des Ethics by De-
sign-Ansatzes zu deuten. Bekannt wurde der VSD mit der Veroffent-
lichung »Human Values and the Design of Computer Technology«
von Batya Friedman (1997). Demnach ist VSD der Versuch, Werte
in den Entwurfs- und Entwicklungsprozess von Beginn an unter
Beriicksichtigung aller indirekt und direkt betroffenen Stakeholder
mit einzubeziehen.

Der VSD-Ansatz will von Beginn an und wéhrend des Entwick-
lungsprozesses die Gestaltung der jeweiligen Technologie bzw. deren
Anwendung beeinflussen, zudem will er Design- und Technikmetho-
den fiir eine kritische Analyse der Werte anwenden und dabei ein
breites Spektrum menschlicher Werte, die im menschlichen Kontext
von Bedeutung sind, beriicksichtigen.
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Bezeichnend fiir die Perspektive des VSD sind dementsprechend
die folgenden vier Kriterien:

»(1) Proactive orientation toward influencing design. (...)

(2) Carrying critical analyses of human values into design and engineer-
ing. (...)

(3) Enlarging the scope of human values. (...)

(4) Broadening and deepening methodological approaches.« (Friedman
& Hendry, 2019, S. 4)

Hinsichtlich seiner Methoden ist der VSD-Ansatz fiir verschiedene
Perspektiven, wie z. B. die aus der Anthropologie, Soziologie, Soft-
ware Engineering, Psychologie und Philosophie offen und mdchte
diese noch erweitern. Im Prinzip steht VSD damit fiir einen interdis-
ziplindren Forschungsansatz, wie es auch bei EbD der Fall ist. Im
Wesentlichen lassen sich damit fiir EbD folgende Potenziale erken-
nen: Mit diesem Ansatz

- konnen die bewussten und unbewussten Wertehaltungen der an
der Gestaltung und Entwicklung von Bio- und Digitaltechnologi-
en Beteiligten und Betroffenen transparent gemacht,

- Wertekonflikte erkennbar,

- multidisziplindre Perspektiven beziiglich des Designs reflektiert
und

- Technologien werteorientiert gestaltet werden.

2.2 Ethics by Design und ELSI

Auch wenn die Schnittmenge von VSD und EbD aufgrund der Wer-
teorientierung und empirischen Ausrichtung sehr grof3 ist, stellt der
EbD-Ansatz, wie er im Institut fiir Digitale Ethik der Hochschule der
Medien Stuttgart entwickelt wurde, einen modifizierten Ansatz des
VSD dar, da er als Teil der Digitalen Ethik a) methodisch durch
die Narratologie theoretisch und empirisch erweitert wurde, b) nicht
allein auf den Wertefokus begrenzt ist, sondern auch deontologische,
konsequentialistische und tugendethische Ansitze miteinbezieht, c)
fiir die Reflexion und Umsetzung ethischer Anspriiche im Design-
prozess digitalethische Instrumente und/oder narrative Analysetools
entwickelt und d) einen prinzipiell integrativen respektive interdiszi-
plindren Ansatz verfolgt.
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Dementsprechend wurden in den Forschungsprojekten, die das
Institut fiir Digitale Ethik der Hochschule der Medien in den letz-
ten Jahren iiberwiegend im Verbund mit technikwissenschaftlichen
Partner*innen, Unternehmen und 6ffentlichen bzw. staatlichen Or-
ganisationen durchgefiihrt hat, ein interdisziplinares Forschungsde-
sign, in das Ethics by Design mit eingebunden war, erprobt und
auf unterschiedliche Forschungsfelder angewandt, wie z. B. auf For-
schungen im Bereich des autonomen Fahrens, der Sicherheitstech-
nologien, der digitalen Erlebniswelten, der Generativen KI in den
Medien, der Robotik im offentlichen Raum, der Barrierefreiheit in
der (digitalen) Lehre, der digitalen Biirgerbeteiligung usw. Zudem
wurden zwei Tools entwickelt, die ELS-Aspekte (ethische, rechtliche
und soziale) schon bei der Antragstellung von Forschungsprojekten
in den Bereichen der Mensch-Technik-Interaktionen berticksichti-
gen. Hierbei handelt es sich um die ELSI-Screening- und Awaren-
esstools ELSI-SAT und ELSI-SAT Health & Care, die in Kapitel 5
vorgestellt werden.

Quer zu dem VSD-A und damit auch dem EbD-A liegt die ELSI-
Forschung, die sich ebenfalls damit befasst, wie ethische Perspekti-
ven in technologische Systeme und Gerite implementiert werden
konnen. Die in den 1960er- und 70er-Jahren im Kontext der Le-
benswissenschaften entstandene interdisziplinare ELSI-/ELSA-For-
schung stellt eine spezifische Form der Wissensintegration dar, eben
die der ethischen, rechtlichen und sozialen Disziplinen in die Tech-
nikforschung. Allerdings scheint der Begriff der ELSI-Forschung et-
was aus der Mode gekommen zu sein (vgl. Mikami, 2021). Alternativ
wird von »verantwortungsvoller Forschung« (Responsible Research
and Innovation (RRI), vgl. Stilgoe & Guston, 2017) oder »Integrier-
ter Forschung« (vgl. Gransche & Manzeschke, 2020) gesprochen.
Teilweise wird die Integrierte Forschung dabei mit der ELSI-For-
schung mehr oder weniger gleichgesetzt (vgl. Schikowitz & Maasen,
2021; Kemmer, 2020). Teilweise wird sie aber auch als eine Weiter-
fithrung der ELSI-Forschung und umfassendere Wissensintegration
in die Mensch-Technik-Forschung verstanden. Bei diesem Ansatz
wird die Fokussierung auf ethische, rechtliche und soziale Aspekte
aufgebrochen und fiir weitere Perspektiven geéfinet, wie etwa wirt-
schaftliche, kulturelle oder asthetische: »Die Durchdringung unsere
Lebenswelt mit vernetzter Technologie birgt sicherlich Implikatio-
nen auch fiir all jene Bereiche, die mit ELSI nicht aufgerufen sind.«
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(Gransche & Manzeschke, 2020, S.16) Allerdings verliert damit der
Ethik- und Wertefokus, wie er bei EbD und VSD reprisentiert wird,
seine zentrale Bedeutung.

3. Ethics by Design als Teil der Digitalen Ethik und der
Wertebegriff

3.1 Verstandnis von »Digitaler Ethik«

Ethics by Design ist ein wichtiger Baustein bei der Umsetzung der
Digitalen Ethik. Letztere ldsst sich als Synthese und Fortschreibung
einer Medien- und Informationsethik verstehen, die den gesamten
Bereich des Digitalen aus ethischer Sicht betrachtet (Grimm et al.,
2019). Dazu gehoren digitale Medien und digitale Artefakte wie
bspw. Roboter, autonome Fahrzeuge, smarte Hauser und Stadte so-
wie digitale Angebote, Services, kiinstliche Systeme und Infrastruk-
turen. Digitale Ethik lasst sich zudem als Metabegriff der verschie-
denen, auf die Digitalisierung bezogenen Teilethiken — Compute-
rethik, Algorithmenethik, Maschinenethik, Roboterethik, KI-Ethik,
Hackerethik, Sicherheitsethik, Datenethik - begreifen. Der Begrift
»Digitale Ethik« geht urspriinglich auf Charles Ess zuriick, der
2009 erstmals von »Digital Media Ethics« sprach und damit insbe-
sondere den Bereich der digitalen Medien meinte. Rafael Capurro
(2009, 2017) fithrte den Begriff »Digitale Ethik« gleichbedeutend
mit Informationsethik in den deutschsprachigen Raum ein, wobei
er selbst mit seiner Publikation »Informationsethos und Informati-
onsethik« (1988) bereits als Grindervater fiir die Informationsethik
im deutschsprachigen Raum gilt (vgl. Lenzen, 2011, S.211). Mit der
Einrichtung des Instituts fiir Digitale Ethik an der Hochschule der
Medien Stuttgart (2013) wurde programmatisch eine Synthese der
Tech-Ethiken (IKT-orientierte Ethiken) mit der Medien- und Kom-
munikationsethik vorgenommen. Diese Koinzidenz der ethischen
Anwendungsfelder ist nicht willkiirlich. Vielmehr beruht sie auf dem
digitalen Strukturwandel in der Gesellschaft und in den Medien,
der zu einer medialen bzw. digitalen Durchdringung aller sozialen
Systeme fithrte und weiter fiihrt.
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3.2 Werte fiir Ethics by Design

Werte sind zentrale Bezugspunkte fiir EbD. Was ist aber eigentlich
unter Werten zu verstehen? Der Wertbegriff als solcher wurde erst
mit Beginn des 19. Jahrhunderts in der neuzeitlichen Philosophie
Gegenstand der Reflexion. Auch die Frage nach dem Guten bzw.
guten Leben und was als Wert zu gelten hat, waren immer schon
im philosophischen bzw. ethischen Kontext von Bedeutung. Als phi-
losophisches Phdnomen lassen sich fiir die Bedeutung von »Wert«
zwei Positionen unterscheiden: So werden Werte zum einen als
»Gut« und zum anderen »als Mafistab, als Kriterium oder Stan-
dards« (Krobath, 2009, S.32) beschrieben. Entsprechend dieser
Sichtweise hat Lautmann (1971) anhand einer sprachanalytischen
Begriftsanalyse der Fachliteratur, in der er 180 verschiedene Wertde-
finitionen fand, folgenden Wertbegrift herausgearbeitet:

»Wert ist

— ein Mafistab der guten Gegenstinde,

- Kriterium zur Auswahl der Objekte, die wir anstreben sollen,
- normativer Standard zur Beurteilung von Objekten,

- Kriterium fiir normativ gebilligte Gegenstidnde.« (S.105)

Es ldsst sich daraus weiter ableiten, dass Werte als Vorstellungen, Ide-
en oder Ideale zu verstehen sind. Wahrend Werte als abstrakte Enti-
taten und losgeldst von Personen verstanden werden kénnen, lassen
sich mit Aristoteles die ethischen Tugenden und teilweise auch die
Tugenden des Denkens (dianoethischen) als Charaktermerkmale
und Dispositionen beschreiben (vgl. Krobath, 2009, S.22). Zu den
Tugenden des Denkens gehoren Weisheit (sophia), Kunst/Kénnen
(téchne) und Klugheit (phronesis). Im Rahmen eines EbD-Prozes-
ses konnen diese Tugenden Orientierungswerte fiir verantwortliche
Wissenschaftler*innen des jeweiligen Projekts sein. Ebenso kénnen
die ethischen Tugenden, die fiir Aristoteles (2023) besonders rele-
vant sind, fiir EbD-Teams Mafistibe sein: Tapferkeit, Mafligkeit,
Freigiebigkeit, Hochherzigkeit, Hochsinn, gesunder Ehrgeiz, Sanft-
mut, Wahrhaftigkeit, Humor, Freundlichkeit und Gerechtigkeit. Sie
sind als intrinsische Werte zu verstehen, also als Werte an sich, die
zudem erst in ihrer Ausiibung zur Geltung kommen (vgl. Halbig,
2013, S. 63).

Einen modernen Ansatz einer explizit technikbezogenen Tugen-
dethik (Technomoral Virtue Ethics) hat Shannon Vallor (2016) vor-
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gelegt. Mit Riickbezug auf eine aristotelische, buddhistische und
konfuzianische Ethik schldgt sie eine erweiterbare Taxonomie tech-
nomoralischer Tugenden vor, die fiir ein gutes Leben in der digitalen
Welt erforderlich seien: Ehrlichkeit, Selbstkontrolle, Demut, Gerech-
tigkeit, Mut, Empathie, Fiirsorge, Zivilitdt (wie Respekt, Toleranz),
Flexibilitat, Einsichtsvermdgen, Grofimut (magnanimity) und tech-
nomoralische Weisheit.

Welche Werte fiir EbD letztendlich von Bedeutung sind, kann
nicht einheitlich definiert werden. Der VSD-Ansatz geht von drei-
zehn ethischen Werten aus, die hdufig in technischen Designs eine
Rolle spielen und in der Fachliteratur vielfach genannt werden:
Menschliches Wohlergehen, Eigentum und Besitz, Privatsphire,
Freiheit von Voreingenommenheit, universelle Nutzbarkeit, Vertrau-
en, Autonomie, informierte Einwilligung, Ubernahme von Verant-
wortung, Hoflichkeit, Identitét, Gelassenheit und 6kologische Nach-
haltigkeit (vgl. Friedman et al., 2008, S. 90-91; Friedman & Hendry,
2019, S.28). Demgegeniiber begrenzen Philipp Brey und Brandt
Dainow (2024) die Werteliste von Ethics by Design fiir KI auf
sechs Werte: Freiheit, Privatsphire, Fairness, Transparenz, Verant-
wortlichkeit und Wohlbefinden (des Einzelnen, der Gesellschaft und
der Umwelt), wobei sie zudem die Freiheit, Autonomie und Wiirde
des Menschen unter dem Aspekt der Handlungsfahigkeit zusdtzlich
als relevant erachten (S.1267f.). Begriindet wird diese Auswahl mit
Verweis auf einschldgige Dokumente und ethische Leitlinien zu KI
von bekannten Institutionen und mit einer Meta-Analyse von ethi-
schen Leitlinien (vgl. Hagendorff, 2020).

Erginzend wird hier als Grundlage fiir die Werteliste eines EbD-
Ansatzes auf die Wertetopografie einer Digitalen Ethik (vgl. Grimm,
2021) verwiesen. Sie kann als Ausgangspunkt fiir die konzeptionelle
Phase in einem EbD-Prozess dienen. Teilweise iiberschneiden sich
die Werte mit den oben genannten, teilweise beriicksichtigen sie
noch weitere Werte. Als Grundlage fiir die Werte-Topografie dien-
ten ethische Leitlinien im Bereich der Mensch-Maschine-Interakti-
on (vgl. Grimm & Monig, 2000) und zur kinstlichen Intelligenz
(AlgorithmWatch, 2024), das Gutachten der Datenethikkommission
der Bundesregierung (2019) sowie eigene Arbeiten zur Verankerung
von Ethik in der integrierten Forschung. Die Wertetopografie der
Digitalen Ethik umfasst folgende zehn Werte:
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Tabelle 1: Werteliste der Digitalen Ethik

Werte

Beispiele

Menschenwiirde

Achten und schiitzen der Wiirde in der digitalen Welt
Korperliche und geistige Unversehrtheit des Menschen schiitzen

Autonomie

Nicht ausgeliefert sein an und abhéngig sein von digitalen Sys-
temen bzw. KI

Nicht von KI moralisch bewertet oder manipuliert werden
Wechseln kénnen zwischen digitalen Produkten und Diensten

Privatheit

Seine Daten schiitzen kénnen und nicht iberwacht werden
Personenbezogene Daten nur fiir festgelegte Zwecke und auf
gesetzlicher Grundlage erheben und verarbeiten

Privatsphdre von Kindern, Heranwachsenden und schutzbe-
diirftigen Menschen besonders achten

Gewihrleisten von Loschung und Berichtigung von personli-
chen Daten, Widerspruch, Information und Auskunft

Eine nicht-personalisierte Nutzung digitaler Angebote ermdgli-
chen

Freiheit

Freie Information und Kommunikation sowie freie Meinungs-
auflerung in digitalen Medien gewéhrleisten

Schranken der Meinungsfreiheit in den Vorschriften der allge-
meinen Gesetze akzeptieren

Freier und gleicher Zugang zu Kommunikations- und Informa-
tionsdiensten ermdglichen

Medien- und Pressefreiheit achten

Transparenz und
Erkldrbarkeit

Offenlegen der Kriterien automatisierter Entscheidungen
Transparenz hinsichtlich des Einsatzes von KI

Transparenz der Datenverarbeitung entsprechend dem Stand
der Technik

Funktionsweise von KI verstehen, erkliren und kontrollieren
kénnen

Betroffene entsprechend ihrem Kompetenzniveau geniigend In-
formationen vermitteln, um ihre Rechte angemessen wahrneh-
men und Entscheidungen infrage stellen zu konnen

Methoden zur Nachvollziehbarkeit der Ergebnisse von KI férdern
Der Vermenschlichung von KI entgegenwirken

Gerechtigkeit

Faire Algorithmen durch Bewusstsein iiber mégliche Voreinge-
nommenheit, Vorurteile und kulturelle Pragung ermdglichen
Datenbasis auf Diskriminierungspotenziale priifen und syste-
matische Fehler und Verzerrung - auch auf technischem Wege
- vermeiden

Prinzipien der Vielfalt und Offenheit in Bezug auf digitale An-
gebote, Infrastrukturen und Zugange zu Netzen umsetzen

Nicht durch digitale Systeme Personen vom Zugang zu Giitern
und Dienstleistungen und der Teilhabe am gesellschaftlichen
Leben ausschlieflen
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Werte Beispiele
- Automatisierte Entscheidungen, die sich erheblich auf die Le-
bensfithrung von Personen auswirken, durch Menschen tiber-
priifen und letztendlich entscheiden lassen
Gesundheit - Schutz vor Sucht und Abhdngigkeit (Spiele, Abhédngigkeitsge-

fith] vom Handy)

Verhinderung von physischen Schdden (z.B. Essstérungen,

Selbstverletzung, Ubergewicht),

- Verhinderung von psychischer Schidigung (z. B. Angste, Krank-
heit und Isolation durch Cybermobbing, Einsamkeit durch
fehlende soziale Einbettung, Minderwertigkeitsgefithle durch
standigen sozialen Vergleich, Cyberchondrie, Gesundheitsdngs-
te)

- Schutz vor sexuellem Missbrauch und Ubergriffen (Grooming,
Sextortion etc.)

Wahrheit und
Wahrhaftigkeit

- Verhindern von Desinformationen und Verschworungserzéih-
lungen durch wirksame Mafinahmen (Moderation, Fact Che-
cking etc.), die von den Anbietern digitaler Dienste und Platt-
formen gewdhrleistet werden sollen

- Entgegenwirken der Gefahr, durch Social Bots bestimmte Mei-
nungen massenhaft zu verbreiten und die Stimmung in sozialen
Medien zu lenken

Sicherheit

- Unversehrtheit, Vertraulichkeit und Integritit von KI und Infra-
strukturen sicherstellen

- In der Entwicklungsphase Systemkompatibilitdt und die Hand-
habung der Technik unter realen Bedingungen beachten, um
keine unnétigen Fehlerquellen entstehen zu lassen

- Kontinuierlich tiberpriifen, wie sich die Zwecke verandern, fiir
welche die Technik entwickelt wurde

- -Abschitzen, wie die Technik zweckentfremdet angewandt wer-
den kann und ob dies bestimmte vorsorgliche Gegenmaf3nah-
men notwendig macht

Nachhaltigkeit

- KI und digitale Produkte, Dienste und Infrastrukturen nachhal-
tig designen

- Emissionsreduktion, Ressourceneinsparung und Verzicht auf
Anheizen des Konsums gewihrleisten

- Digitalisierung von Lebensrdumen (z. B. smarte Stadte, Hauser,
autonome Fahrzeuge) nachhaltig gestalten

- Lebenszyklus digitaler Gerite und Software verlingern und vor-
ausschauend planen und deren Produktion und Entsorgung
mitdenken

Werte sind grundsitzlich abstrakt und konkretisieren sich erst im
Erzdhlen, in der Erfahrung und Umsetzung. Ein EbD-Prozess kann
somit nicht nur jeweils sehr unterschiedliche Konkretisierungen der
Werte, sondern auch weitere Werte durch die Kontextualisierung
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und Perspektive der Betroffenen umfassen. Wie EbD umgesetzt wer-
den kann und welche Chancen damit verbunden sind, wird im
folgenden Kapitel erlautert.

4. Umsetzungsdimension I: Operationalisierung von
Ethics by Design

4.1 Praktische Methode des Value Sensitive Design

Wie man Ethics by Design operationalisieren kann, zeigt die Me-
thode des Value Sensitive Designs. Sie zeichnet sich dadurch aus,
dass sie konzeptionelle, empirische und technische Forschung bzw.
Untersuchungen zu vereinen sucht. Dieser triadische Ansatz ist das
Bestreben, unterschiedliche Techniken proaktiv einzusetzen und im
Konkreten wie im Abstrakten zu forschen, um verschiedene Ergeb-
nisse optimal zusammenfiigen zu konnen (vgl. Friedman et al,
2002). VSD basiert auf einer iterativen Methodik, die konzeptionel-
le, empirische und technische Untersuchungsphasen integriert (vgl.
Friedman et al., 2008, S. 72-73; Friedman & Hendry, 2019, S. 31-35):
In der konzeptionellen Phase werden die Stakeholder eruiert, die
von einem technologischen Entwurf indirekt oder direkt betroffen
sind. Ebenso werden die Werte des Designs konzeptionell begriindet
sowie etwaige ethische Wertekonflikte (z. B. Autonomie vs. Sicher-
heit) und Wertekonkurrenzen moralischer und nicht-moralischer
Werte (z. B. dsthetische Vorlieben) identifiziert. In der empirischen
Phase sollen je nach Erkenntnisziel quantitative und qualitative Me-
thoden der Sozialforschung zum Einsatz kommen, um die Wahrneh-
mung der vom Design betroffenen Stakeholder und die Wirkung des
Designs zu ermitteln. Ebenso sind deren Umgang mit Werten bzw.
Wertekonflikten sowie deren etwaige Abwagungen und Priorisierun-
gen von Werten zu untersuchen. Hierbei sind nicht nur Einzelperso-
nen zu beriicksichtigen, sondern auch Organisationen, die vom De-
signprozess betroffen sind. In der technischen Untersuchungsphase
sollen die in der empirischen und konzeptionellen Erhebung ermit-
telten Erkenntnisse in das technische Design implementiert und die
Werte damit operationalisiert werden. Dariiber hinaus beschreibt
der VSD-Ansatz (vgl. Friedman et al., 2017, S.12-15; Friedman &
Hendry, 2019, S.60-64) ein methodisches Instrumentarium von
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vierzehn bzw. siebzehn VSD-Methoden, mit deren Hilfe Werte und
Wertereprasentationen analysiert werden kénnen. Dabei handelt es
sich aber eher um methodische Werkzeuge (value scenario, value
sketch, value-oriented semistructured interview etc.) als um theorie-
gestiitzte Methoden, wie z. B. narrative Theorieansitze.

In der Forschungsliteratur des Ethics by Design werden die drei
Phasen des VSD hiufig in folgende Einheiten weiter unterschieden:
konzeptionelle Phase (Analyse, Synthese), empirische Phase (Simu-
lation, Evaluation, Selektion) und technische Phase (Umsetzung und
Testen des Prototyps) (vgl. van de Poel, 2017, S.67). Die folgende
Grafik (vgl. Abb. 1) nach Eeckels und Roozenburg (1991) veran-
schaulicht diese sukzessiven Phasen:

- -
Testing

Abb. I: Phasen des Designprozesses

Es gibt zwar keine einfache Formel fiir EbD, die bei jeder techni-
schen Entwicklung gleich funktionieren wiirde und die diese durch
eine Anwendung in eine ethisch unbedenkliche oder sogar ethisch
begriiflenswerte Innovation verwandeln konnte. Allerdings lasst sich
ein Prozess, der ja auch immer ein Prozess der Reflexion ist, mo-
dellhaft entwickeln. Dabei sollten allerdings drei Aspekte, die in
den bisherigen Ethics by Design-Ansitzen vernachldssigt werden,
methodisch und theoretisch fundiert werden: erstens wie Werte im
Designprozess analysiert und empirisch ermittelt werden, zweitens
wie der Dialog zwischen Ethiker*innen und Entwickler*innen syste-
matisiert werden kann und drittens wie die Synthese (Entwicklung
alternativer Designs) und die Simulation von Anwendungsféllen
und Szenarien methodisch erfolgen soll. Diese Defizite konnen mit
einem »Narrative Ethics by Design«-Ansatz ausgeglichen werden,
wie er im Rahmen einer Expertise fiir ein Qualifizierungskonzept
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fir Start-ups als SEC-Methode von Grimm, Keber und Miiller
(2021) entwickelt wurde. Was unter Narrative Ethics by Design zu
verstehen ist, soll im Folgenden erldutert werden.

4.2 Narrative Ethics by Design

Werte allein auf sich gestellt bleiben abstrakt, erst in einer Narration
werden sie erfahrbar, weil ihre Bedeutung konkretisiert wird und
sie kontextuell eingebunden sind. Geschichten, narrative Szenarien
und Use Cases sollen deshalb in einem Narrative Ethics by Design-
Ansatz genutzt werden, um in der konzeptionellen Phase die fiir eine
konkrete Technikanwendung relevanten Werte zu ermitteln (vgl.
Grimm & Kuhnert, 2018). Damit soll es den Beteiligten ermdglicht
werden, abstrakte Werte wie Transparenz, Vertrauen, Privatheit usw.
aus ihren eigenen Erfahrungen konkret abzuleiten und sich in prak-
tischen Anwendungsszenarien vorstellen zu konnen, was mit diesen
Werten gemeint ist. Werte, die aus Sicht einer Digitalen Ethik und
auf der Grundlage von eigenen Forschungsarbeiten bei Informati-
ons- und Kommunikationstechnologien insbesondere zur Dispositi-
on stehen, konnen heuristisch in der ersten Phase der Wertanalyse
fokussiert werden (vgl. hierzu die Werteliste der Digitalen Ethik in
Tabelle 1).

Unter Narrative Ethics by Design (NED) ist ein praxisorientier-
tes Modell zu verstehen, mithilfe dessen der Designprozess auf der
Grundlage einer Narrativen Ethik und mit Hilfe der Methoden der
empirischen Narrationsforschung (vgl. Miiller & Grimm, 2016) ent-
wickelt und analysiert wird.

Zum Verstandnis von NED ist eine kurze Erlduterung der Narra-
tiven Ethik hilfreich. Die ersten Ansétze zu einer narrativen Ethik
bildeten sich in den USA mit den Theorien von Martha Nussbaum
(1985, 2001, 1992), Richard Rorty (1992, 2001) und Alasdair MacIn-
tyre (1995 [1981]) heraus, wahrend in Deutschland Dietmar Mieth
(1976, 1998, 2000, 2002, 2007) den Begrift entscheidend pragte.
Die Fortschreibung einer Narrativen Ethik im digitalen Zeitalter
beschreibt Grimm (2023, 2024) in Bezug auf die drei Auspragungen,
in denen eine Narrative Ethik hilfreich ist: 1. bei der Analyse von
Narrationen (= Kommunikat-Analyse), 2. bei der Vermittlung von
Kompetenzen und 3. bei einem methodischen Zugang zu Werten und
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Erlebniswelten der Menschen. Die erste Ausprdgung analysiert Me-
dieninhalte sowie politische, wirtschaftliche oder soziale Kommuni-
kate (= Inhalte von Kommunikation) mittels des narratologischen
Instrumentariums und reflektiert die daraus abgeleiteten Aussagen,
Werte und Weltmodelle. Die zweite Ausprdgung ldsst sich im Sinn
einer didaktisch ausgerichteten Ethik beschreiben: Hier dient die
narrative Ethik zum Zwecke der Bildung von (Digital-)Kompeten-
zen in moralischen Lebenszusammenhéngen. So kann die Interpre-
tation literarischer Texte, Filme oder anderer Kommunikate in pada-
gogischen Zusammenhingen dazu dienen, ethische Konflikte, Werte
und Haltungen zu reflektieren und moralische Urteilsfahigkeit zu
fordern. In diesem Zusammenhang hat das Institut fiir Digitale
Ethik (IDE) eine Vielzahl an medienethischen Materialien erstellt.
Die dritte Auspragung kann als Ethik des Homo narrans beschrie-
ben werden. Sie fragt nach den Erfahrungen und subjektiven Erleb-
niswelten der Menschen, indem sie narrative Interviews fithrt und
diese wiederum mittels der Narratologie u. a. hinsichtlich der Werte
und Wertekonflikte auswertet. Darauf aufbauend kann dann eine
ethische Reflexion erfolgen. Letztere Auspragung wird auch im EbD-
Prozess relevant, namlich dann, wenn die Werte der Betroffenen
empirisch ermittelt und reflektiert werden.

Ausgehend von einem Regelkreismodell wird hier idealtypisch
von folgenden Prozessphasen des NED ausgegangen:

Phase 1: Ethical & Legal Screening: Analyse ethischer Werte und
rechtlicher Vorgaben

Hier gilt es zu ermitteln, welche Werte fiir die Entwicklung und An-
wendung einer spezifischen Technik (z.B. einer Gesundheits-App)
von Bedeutung und wiinschenswert sind. Dabei kénnen mittels nar-
rativer Anwendungsfille mogliche Szenarien mit den Betroffenen
entwickelt werden. Ebenso ist zu priifen, welche rechtlichen Vorga-
ben und Rahmenbedingungen bestehen und wie diese in die Praxis
umgesetzt werden konnen. Dariiber hinaus ist zu analysieren, wel-
che (ggf. verdeckten) subjektiven Standpunkte und tatsdchlichen
Wertvorstellungen der Beteiligten existieren, welche potenziellen
Wertekonflikte (z.B. Sicherheit versus Selbstbestimmung) mit der
spezifischen Technik verbunden sind und welche Anforderungen an
Usability und Funktionalisierung bestehen.
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Phase 2: Bewusstseinsbildung und Haltung

Im zweiten Schritt sollte ein Transfer der Ergebnisse aus der Wer-
teanalyse stattfinden mit dem Ziel, Bewusstsein fiir Wertefragen
zu schaffen und die Entwicklung einer Haltung der Beteiligten zu
motivieren. Narrationen sind hierzu fundamental, weil sie Zugin-
ge zu ethischen Fragen und Konflikten darstellen, die Situationen
und Perspektiven der Anderen »erkldren« und fiir ethische Aspekte
des Lebens sensibilisieren, (emotionale) Erfahrungen mit rationalem
Handeln verbinden und zur Bildung einer Haltung beitragen, einen
Perspektivwechsel herbeifiihren und eine ethische Haltung emotio-
nal verankern sowie Handlungsspielrdume und Zukunftsszenarien
ausloten helfen (vgl. Grimm, 2024).

Phase 3: Entwicklung des Designs

Im dritten Schritt sollen Use Cases und Anwendungsszenarien u. a.
mittels narrativer Methoden wie dem Zukunftsrad (Futures Wheel)
(vgl. Glenn, 2009) und dem narrativen Aktantenmodell (vgl. Miiller
& Grimm, 2016, S.86-91) reflektiert werden, um die im Ethical &
Legal Screening in Phase 1 ermittelten Befunde und die in Phase
2 erworbenen Perspektiven in einer Simulation des Designs umzu-
setzen und zu definieren, welche Kriterien fiir die Bewertung eines
werteorientierten Designs gelten sollen.

Phase 4: Evaluation und Steuerung

In der vierten Phase sollen ein Ethical Assessment, also eine Bewer-
tung der Risiken und deren Adressierung sowie eine Reflexion, z. B.
mittels der beiden ELSI-SAT-Tools (vgl. Kap. 5), erfolgen und even-
tuell alternative Designs entwickelt werden.

Phase 5: Innovationsoptimierung

In der fiinften Phase sind die Befunde der Evaluation und Risiko-
adressierung in ein detailliertes Design zu implementieren und die
Prototypen zu testen.

Der Gesamtprozess ist als Riickkoppelungsprozess zu verstehen,
indem die Befunde und Erkenntnisse der jeweiligen Phasen an
vorherige riickgebunden werden. Das NED-Modell wendet fiir die
Befragungen die narrative Interviewtechnik an, fiir die Werte- und
Funktionsanalysen die narrative-semiotische Methode und fiir die
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Entwicklung von Szenarien und Use Cases die narrative Szenario-
methode. Damit soll sichergestellt werden, dass nicht etwaige er-
wiinschte Meinungen, sondern de facto vorliegende Einstellungen
und Verhaltensweisen erfasst und tieferliegende Bedeutungen und
Funktionszusammenhidnge in der Analyse ermittelt werden kénnen
(vgl. Miller & Grimm, 2016).

Die folgende Grafik (vgl. Abb. 2) veranschaulicht das oben be-
schriebene NED-Modell.

Innovations- Ethical & Legal
optimierung Screening

Evaluation/ Awareness
Steuerung Haltung

b A

Entwicklung

S~~~

Abb. 2: Riickkopplungsprozess im Narrative Ethics by Design

Es lassen sich nun zwei unterschiedliche Anwendungsszenarien von
EbD bzw. NED aufzeigen: Im ersten Fall werden zwei Ethics by De-
sign-Instrumente erldutert, die antragstellenden Forschenden bei der
Implementierung von Ethics by Design helfen sollen. Die Zielgruppe
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sind alle Mitwirkenden in der Forschung, die sich mit dem Design
von Forschungsprojekten befassen, aber auch Interessierte an der
ELSI-Forschung. Im zweiten Fall wird die Anwendung von NED an-
hand des unternehmensorientierten Projekts »Ethics by Design fiir
Start-ups« erldutert. Hierbei wird sowohl die Entwicklung der SEC-
Methode (Start-up with Ethics Compass) sowie deren Umsetzung in
Form eines Workbooks, das den NED-Prozess mit Start-Ups Schritt
fiir Schritt durchspielt, demonstriert. Die Zielgruppe sind Unterneh-
men, resp. Start-ups, die sich praxisbezogen Orientierung und Anlei-
tung fiir die Implementierung von Werten in ihr Geschaftsmodell
und ihre Unternehmenskultur wiinschen.

5. Umsetzungsdimension lI: Ethics by Design-Tools
5.1 Das Risikobewertungstool ELSI-SAT

Welche ethischen, rechtlichen und sozialen Aspekte sind in For-
schungsprojekten zur Mensch-Technik-Interaktion (MTI) zu be-
riicksichtigen? Ausgehend von dieser Frage wurde im Forschungs-
projekt »Automatisiertes ELSI-Screening & Assessment-Tool fiir
MT1I-Forschungsvorhaben (ELSI-SAT)« vom Institut fiir Digitale
Ethik der Hochschule der Medien Stuttgart eine Software entwickelt,
die Forschungsteams fiir ethische, rechtliche und soziale Implikatio-
nen bei der Antragstellung und Gestaltung ihres Forschungsdesigns
sensibilisiert. Zugleich dient es als Orientierungshilfe fiir bislang un-
berticksichtigte Forschungsaspekte. Das ELSI-Tool kann zudem von
Forschenden fiir die Gestaltung eines EbD-Prozesses als hilfreiches
Werkzeug eingesetzt werden. Das mit Mitteln vom Bundesministeri-
um fiir Bildung und Forschung (BMBF) geforderte interdisziplinare
Projekt (Forderkennzeichen: 165V8204) wurde vom Institut fiir Di-
gitale Ethik an der Hochschule der Medien Stuttgart (HdM) tber
den Zeitraum April 2019 bis Oktober 2020 in einem interdisziplina-
ren Forschungsteam (Petra Grimm, Tobias Keber und Simon Wiest)
umgesetzt. Das Tool ist im Internet zusammen mit einem Video zur
kurzen Einfithrung in die Handhabung abrufbar unter https://app.el
si-sat.de/#/.

Ziel des Projekts war es nicht nur, eine ethische Optimierung von
Technologien und deren Entwicklungsstrategien zu ermdglichen,
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sondern auch ein EbD-Konzept zu entwickeln, das im Rahmen von
Responsible Research and Innovation (vgl. Yaghmaei & van de Poel,
2021) oder konstruktiver Technikfolgenabschétzung (vgl. Grunwald,
2022) nutzbar wird.

ELSI-SAT ist eine Software-Anwendung, bei der Antragstellende
in Form eines gefithrten Dialogs Fragen zum geplanten Vorhaben
beantworten und vorgesehene Mafinahmen mit ELSI-Relevanz er-
fassen. Inhaltlich werden zunéchst vor allem Aspekte der Mensch-
Technik-Interaktion (MTI) betrachtet. Die gestellten Fragen passen
sich dabei dynamisch an bisher gegebene Antworten an. Dadurch
kann auf effiziente Weise eine Beschreibung ELSI-relevanter Aspekte
eines Forschungsvorhabens erstellt und dem Antrag beigelegt wer-
den, idealerweise so knapp wie moglich, aber so umfangreich wie
notig. Als Projektziele standen die Verbesserung der Antragsqualitat
(Vollstandigkeit, Reflexionstiefe, Risikobetrachtung) durch systema-
tische Betrachtung ethischer und rechtlicher Implikationen sowie
die Steigerung der Effizienz der Antragserstellung durch Vorstruktu-
rierung eines sequenzierten Fragenkatalogs im Vordergrund.

Im Detail funktioniert ELSI-SAT wie folgt: Wissenschaftler*innen
starten die ELSI-SAT-Anwendung auf ihrem Rechner und beantwor-
ten 57 Fragen, die in einer vordefinierten Sequenz présentiert wer-
den (Assessment). Die Fragen sind in drei Hauptkategorien unter-
teilt: »Allgemein« (Hintergrundinformationen zum Forschungsvor-
haben), »Datenschutz« (rechtliche Aspekte) und »Werte« (ethische
Aspekte in Bezug auf fiinf Wertekategorien). Die Auswahl genau
dieser Wertekategorien erfolgte induktiv, indem auf der Analyse
von 53 Richtlinien im Bereich der Mensch-Technik-Interaktion und
Kiinstlichen Intelligenz eine Extraktion von Wertbedeutungen und
anschlieflende Subsummierung in fiinf iibergreifende »Big 5«-Wer-
tekategorien vorgenommen wurde: Fiirsorge, Schadensvermeidung,
Autonomie, Gerechtigkeit und Transparenz.

In Abhéngigkeit des geplanten Forschungsvorhabens (betrachtete
Forschungsgebiete, Methodik etc.) wird der Fragenkatalog dabei dy-
namisch angepasst, d. h. bestimmte Antworten I6sen weitere Folge-
fragen aus. Das Assessment kann in mehreren Sitzungen durchlau-
fen werden, d.h. Bearbeitungsstinde konnen jederzeit gespeichert
und spiter wieder geladen werden. So kann das Assessment sukzes-
sive aktualisiert und vervollstindigt werden. Am Ende erhalten die
Nutzer*innen eine Ubersicht der Ergebnisse in Form von Grafiken
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und Risikoampeln fiir die einzelnen Kategorien (vgl. Abb. 3). Ab-
schlieflend wird ein PDF-Dokument erzeugt, das sowohl prasentier-
te Fragen als auch die Antworten protokolliert und die Bewertung
und Risikoadressierung zeigt (Scoring). Bewertet werden Vollstan-
digkeit der Antworten, die ELSI-Reflexionstiefe, das ELSI-Risikopo-
tenzial sowie die Adressierung dieser Risiken. Das PDF-Dokument
kann dann den Antragsunterlagen beigefiigt werden. Wahrend bei
diesem ersten ELSI-Tool die Risikobewertung und deren Adressie-
rung im Mittelpunkt des Projektes standen, sollte im zweiten Ethics
by Design-Tool — ELSI-SAT Health & Care - die Befdhigung zur
Reflexion ethischer Aspekte das zentrale Anliegen sein.

eve ELSI-SAT - ELSI-Screening und Assesment-Tool

€ ELSI-SAT Stmmdsten ) Fragebsgen Export

Heatmap Risiko und Adressierung

WRisiko @ Risiko-Adressierun:

11

9
%
.L
o
s i
& & & <& o & &
o

ELSI-SAT Datenschutz - Impressum - Rechtlicher Hinweis - Gender-Hinwei Version 024

Abb. 3: Screenshot ELSI-SAT Risikoadressierung

5.2 Das Reflexionstool ELSI-SAT Health & Care

Die Evaluation von ELSI-SAT hatte ergeben, dass Nutzende offen fiir
ein Instrumentarium sind, das ihnen sinnvolle Anregungen fiir einen
ethischen und rechtlichen Reflexionsprozess bieten kann. ELSI-SAT
Health & Care stellt nicht mehr die Screening- und Assessment-
Funktion in den Vordergrund, sondern die Reflexions- und Inspirati-
onsfunktion, womit gleichzeitig ethisches und rechtliches Wissen
vermittelt werden soll. Die neue Anwendung legt zum einen den Fokus
auf Nutzerfreundlichkeit und Anwendbarkeit und ist inhaltlich expli-
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zit auf den Bereich Forschung in Gesundheitswesen, Medizin und
Pflege ausgerichtet. So wurde das Forschungsteam nicht nur um
Medizinethiker*innen, sondern auch mit UX- und Usability-Ex-
pert*innen erweitert, um einer menschzentrierten Gestaltung der
Anwendung Rechnung tragen zu konnen. Auf Basis der Untersu-
chungsergebnisse wurde das neue Tool mit erweiterten Funktionen
und Bereichen entwickelt. Zudem stellte sich im weiteren Projektver-
lauf heraus, dass ein addquates Erwartungsmanagement fiir die An-
wendenden wichtig ist, bevor sie mit der Nutzung beginnen. Daher
wurde auf der Startseite gezielt darauf eingegangen. Das Projekt
entstand im Zeitraum 2021 bis 2023 und wurde mit Mitteln des
Bundesministeriums fiir Bildung und Forschung unter dem Forder-
kennzeichen 165SV8793 gefordert. Die ausfithrliche Beschreibung des
gesamten Entwicklungsprozesses sowie detaillierte Angaben zu dem
Konzept und der Ausgestaltung des Tools finden sich in der Verdffent-
lichung des Konsortialverbundes (vgl. Grimm & Zéllner, 2025), der
von der Hochschule der Medien und der Universitit Bonn gebildet
wurde. Eine ausfiihrliche Darstellung hinsichtlich der ethischen Per-
spektive beschreiben Susanne Kuhnert (2025) und Jan Mehlich (2023,
2025), hinsichtlich der Usability und User Experience Sarah Bacher,
Patrizia Schiffrer und Michael Burmester (2025) sowie hinsichtlich der
rechtlichen Perspektive Tobias List und Jérn Hoffmann (2025).

Im Uberblick ist hier zu nennen, dass ELSI-SAT Health & Care
vier verschiedene Toolbereiche anbietet: 1. ELSI-Wertereflexion, 2.
Erstellung eines ELSI-Profils, 3. ELSI-Karten, in denen Informatio-
nen zu den ELSI-Kategorien und narrative Fallbeispiele enthalten
sind, und 4. Projektreflexion, bei dem das eigene Projekt anhand
einer Checkliste reflektiert wird und ein Transfer von den ELSI-In-
halten zum eigenen Forschungsvorhaben ermdglicht wird.

In der Softwarekonzeption wurden zunéchst die relevanten »EL-
SI-Felder« identifiziert, die im Anwendungskontext hohe Relevanz
besitzen. Hierzu wurde eine umfassende Literaturanalyse vorgenom-
men und eine Unterscheidung nach systemischen und individuellen
Implikationen vorgenommen, die in folgender Tabelle dargestellt
sind:
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Tabelle 2: ELSI-Felder

Systemische Implikationen

Personliche Implikationen

Gesundheitspolitik und Regulierung

Daten

Okonomische Faktoren

Personliche Integritat

Medizinische Berufe und Arbeitsmarkt

Patient*in-Fachkraft-Verhaltnis

Umwelt

Professionelles Handeln

Gesellschaft

Individuelle Bedarfe

Mithilfe dieser ELSI-Felder wurde zunéchst ein Fragenkatalog mit
insgesamt 37 Fragen erarbeitet, dessen Ergebnis die Ausgabe ei-
nes sogenannten »ELSI-Profils« ist. Das ELSI-Profil ist die Auswer-
tung der Implikationsrelevanzen der einzelnen Felder anhand einer
Punkteskala pro gegebener Antwort auf eine der Fragen. Ein Beispiel
hierfiir findet sich in Abbildung 4. Dabei werden im Fragenkatalog
keine ELS-Implikationen, sondern Innovations- bzw. Technologie-
charakteristika abgefragt, um detaillierte Informationen zum geplan-
ten Innovationsprojekt zu erhalten. Die Antworten kénnen dabei je
nach Frage sowohl als Multiple-Choice-Antworten als auch als ein-
zelne Auswahlméglichkeiten vorliegen. Je nach gegebener Antwort
werden im Software-Backend Punkte (2 Punkte fiir eine wahrschein-
lich vorliegende Implikation, 1 Punkt fiir eine mégliche Implikation
und 0 Punkte fiir ein sehr geringes Implikationsrisiko) vergeben und
diese Punkte pro Implikationsfeld addiert.

So ergibt sich nach Ausfiillen des Fragebogens ein ELSI-Profil,
das die moglichen Implikationswahrscheinlichkeiten der einzelnen
Felder darstellt. Mithilfe von Design-Elementen wird das Profil
tibersichtlich dargestellt und leitet direkt zu den passenden »ELSI-
Karten«.

Die ELSI-Karten bilden die vertiefende Lektiire und inhaltliche
Sensibilisierung der Profil-Ergebnisse in der Software. Dabei werden
die relevanten Felder, die im ELSI-Profil als einschldgig extrahiert
wurden, nochmals gezielt hervorgehoben und erméglichen so eine
intensive Auseinandersetzung mit den Themen. Die ELSI-Karten
befassen sich neben inhaltlichen Beschreibungen zum Implikations-
feld auch mit Use-Cases und Problemszenarien aus der Praxis. Da-
mit leiten die ELSI-Karten zur Selbstreflexion an, damit die Trans-
ferleistung zum eigenen Projekt in der Projektreflexion erfolgen
kann. Ein Beispiel fiir die ELSI-Karten findet sich in Abbildung 5.
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Abb. 4: Screenshot eines ELSI-Profils aus ELSI-SAT Health & Care

Da die Nutzenden unterschiedliche Berithrungspunkte mit ELSI-
Themen haben und iiber unterschiedliche Wissensstinde verfiigen,
beinhaltet ELSI-SAT Health & Care zudem eine Wertereflexion.
Diese ist dem Fragenkatalog und den ELSI-Karten vorangestellt,
wenngleich die Software sich in beliebiger Reihenfolge nutzen lasst.

Gesellschaft Oberblick

Kurzbeschreibung

Gesetze /Rechtliches. v

Abb. 5: Screenshot einer ELSI-Karte (Ausschnitt) aus ELSI-SAT Health & Care
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Die Wertereflexion ist als eigenstindige Ubung zur ersten Auseinan-
dersetzung mit zentralen Werten im eigenen Forschungsprojekt ge-
dacht. Die Nutzenden konnen hier die ethischen Kernthemen ihrer
Innovation auf einer Werte-Zielscheibe selbst einordnen und die
Werte dabei aus unterschiedlichen Bedeutungsebenen betrachten.
Hierzu sind Kontextbeschreibungen zu den vorgegebenen Werten in
die Software integriert, zudem gibt es die Moglichkeit, eigene Noti-
zen hinzuzufiigen. Auch kann die Wertereflexion um eigene Werte
erganzt werden, die fiir spezifische Projekte relevant sein konnen.
Ein Beispiel fiir die Wertereflexion findet sich in Abbildung 6.

Abb. 6: Screenshot der Wertereflexion (Ausschnitt)
aus ELSI-SAT Health & Care

Das finale Modul ist die Projektreflexion. Hier leitet ELSI-SAT
Health & Care zum Wissenstransfer auf das eigene Projekt an.
Die Ergebnisse der Wertereflexion, des ELSI-Profils und das durch
die ELSI-Karten hinzugewonnene Wissen soll nun auf das eigene
Innovationsprojekt iibertragen werden und im Forschungsteam so
zur Integration von passenden Methoden zur Sicherstellung der
ethischen Projektentwicklung beitragen. Dabei werden anhand von
Leitfragen in vier Schritten konkrete Schlussfolgerungen angeregt,
die im weiteren Projektverlauf integriert werden kénnen, um das
Risiko von ELS-Implikationen im Entwicklungsprozess zu minimie-
ren. Ein Beispiel fiir die Darstellung der Projektreflexion findet sich
in Abbildung 7.
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Abb. 7: Screenshot einer Projektreflexion (Ausschnitt)
aus ELSI-SAT Health & Care

Beide EbD-Tools haben den Vorteil, dass sie offen zuginglich, auto-
matisiert und ohne groflen Aufwand durchfithrbar und damit die
Hiirden fiir ihre Umsetzung in Forschungsteams moglichst gering
sind.

6. Umsetzungsdimension Ill: Unternehmensbezogenes
Anwendungsszenario fiir Narrative Ethics by Design

6.1 Start-up with Ethics Compass

Ein weiteres Anwendungsszenario fiir NED legt den Schwerpunkt
auf die Unternehmenspraxis. Im Rahmen des Forschungsprojekts
»Ethics by Design«, das die Bayerische Landeszentrale fiir neue Me-
dien gefordert hat, wurde ein NED-Prozess fiir Start-ups entwickelt.
Im ersten Teil des Projekts erfolgte eine empirische Analyse zur
Ermittlung der Bedarfe, der Werterelevanz und der Anforderungen
an ein praktisches EbD-Tool fiir Start-ups. Dafiir wurden achtzehn
Startups aus den Branchen Medien im Gesundheitsbereich, Journalis-
mus & Unterhaltung, IT & Services, Games, Socializing & Kultur so-
wie Pddagogik mittels narratologischer Methoden befragt. In concre-
to wurden narrative Interviews sowohl mit Fokusgruppen als auch
mit einzelnen Start-ups zu ihrer Griindungsgeschichte durchgefiihrt
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und deren Erlebnisse und Erfahrungen visualisiert. Der Vorteil die-
ser Methode ist, dass sie die tatsichlichen Ereignisse und Konflikte
ersichtlich macht und nicht nur Meinungen und Einstellungen er-
fasst. Zusammen mit den Start-ups wurde reflektiert, an welchen
Stellen explizite oder implizite ethische Entscheidungen eine Rolle
spielen. Des Weiteren wurde die Bedeutung von EbD in der Praxis
mit ihnen diskutiert. Dabei wurden auch Fortbildungs- und Bera-
tungsbedarfe identifiziert. Des Weiteren wurde mit den Start-Ups
ein narratives Planspiel in mehreren Workshops durchgefiihrt. So
entwickelten die Teilnehmer*innen in Kleingruppen Ideen zu einer
fiktiven Nanny-App, also einem Online-Service, bei dem die unter-
schiedlichen Perspektiven der indirekt und direkt Betroffenen sowie
Risiken und Chancen »durchgespielt« und dann im Plenum erzdhlt
wurden. Dabei sollten insbesondere auch Wertefragen, wie z. B. zur
Privatsphére, Sicherheit und Kontrollierbarkeit identifiziert werden
sowie ethische Fragestellungen erkannt und ethische Orientierungs-
kriterien entwickelt werden. Das Ergebnis der Befragung war, dass
aus Sicht der interviewten Start-ups ethische Fragestellungen schon
beim oder sogar noch vor dem Griindungsprozess mit einbezogen
werden sollten. Als ein weiteres wichtiges Desiderat kristallisierte
sich die Forderung nach einer Anschlussfahigkeit von EbD an be-
kannte Entwicklungsprozesse von Business-Modellen heraus, etwa
an das »Business Model Generation Canvas« (vgl. Osterwalder &
Pigneur, 2011). Als Ansprechpartner fiir ein ethisches Coaching, die
den Start-ups bei der Entwicklung eines werteorientierten Designs
helfen sollten, wurden die Berater- und Griindungsinstitutionen so-
wie die Inkubatoren genannt. Der Bedarf an Qualifizierung betriftt
also einerseits die Start-ups selbst und andererseits die Berater*in-
nen.

Im zweiten Teil des Forschungsprojektes wurde auf der Basis der
erzahlten Erfahrungen, Herausforderungen, Konflikte und Hand-
lungsfelder die sogenannte SEC-Methode (Start-up-with-Ethics-
Compass-Methode) entwickelt. Die Kompass-Metapher wurde des-
halb gewdhlt, weil damit eine individuelle Anpassungsméglichkeit
der Methode an die Bedingungen der jeweiligen Unternehmen zum
Ausdruck kommen soll. Denn ein Kompass kann die Richtung an-
zeigen, er schreibt sie jedoch nicht vor. Die Methode kann also an
die individuellen Bedarfe des Start-ups angepasst werden und soll
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sie Schritt fiir Schritt durch einen ethischen Reflexionsprozess des
Geschiftsmodells und dessen Operationalisierung fithren.

6.2 Das Arbeitsbuch zur SEC-Methode

Das Arbeitsbuch enthilt genaue Handlungsanweisungen, wie Start-
ups selbststindig die SEC-Methode anwenden konnen. Begleitend
dazu wird eine fiktive Geschichte eines Start-ups mit verschiedenen
Persona erzihlt, die parallel die einzelnen Schritte des Prozesses
durchspielen und diskutieren. Die Vorgehensweise bei der Anwen-
dung der Methode erfolgt in sechs Schritten (vgl. Abb. 8):

Schritt 1 Core-Story: Es wird im Team gemeinsam die jeweilige
zentrale Identitdtsgeschichte, die sogenannte Core-Story, entwickelt,
die die Ziele, Motivationen und Geschiftsidee kurz und in narrativer
Form schliissig beschreibt und erste Hinweise darauf gibt, welche
ethischen Fragen relevant sein kdnnten.

Schritt 2 Werteprofil: In dieser Phase wird gemeinsam herausge-
funden, welche Werte und Wertekonflikte im Team virulent sind
und welche Werte mit der Geschiftsidee verbunden sind, um darauf
aufbauend den Wertehorizont des Start-ups festzulegen. Hierzu wird
das eigens entwickelte Tool »Value Navigation« genutzt, bei dem ein
Werte-Logbuch erstellt und der Werte-Horizont des Teams definiert
werden. Im Anschluss daran wird der Wertekurs des Start-ups mit-
tels des narrativen Aktantenmodells und einer Wertekarte festgelegt.

Schritt 3 Sinnerzdhlung: In diesem Schritt wird die Sinnerzahlung
des Start-ups mit dem Team entwickelt. Hierzu wird die Passung
von Core-Story und Sinnerzahlung, die das Ausmalen einer Vision
impliziert, iberprift und ggf. angepasst.

Schritt 4 Netzwerke: In dieser Phase findet ein Netzwerk-Scan
statt, der sowohl die unmittelbaren Stakeholder als auch mittelbaren
Akteure definiert. Letztere lassen sich nach dem PESTEL-Prinzip
identifizieren, das externe Einflussfaktoren (political, economic, so-
cial, technological, ecological, legal) auf ein Unternehmen systemati-
siert. Eine Netzwerk-Matrix, die die (positive/ negative) Einstellung
der Akteure zum Projekt und deren Einflussstiarke erfasst, soll fiir
eine Reflexion der betroffenen Akteure dienen.

Schritt 5 Operationalisierung: Die operationale Ebene iiberfiihrt
die Erkenntnisse der vorherigen Schritte in concreto, indem Hand-
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lungen (was gemacht wird) hinsichtlich ihrer normativen Optiona-
litat (was getan werden soll) mittels einer Bewertungsmatrix iiber-
priift, bewertet und eventuell korrigiert werden.

Schritt 6 Kontinuitit: Ethische Reflexion ist keine Momentauf-
nahme, sondern eine permanente organisatorische Gestaltungsauf-
gabe. Deshalb beschrinkt sich auch das Konzept von EbD nicht nur
auf initiale Mafinahmen in der Planungsphase eines Geschéftsmo-
dells. So sollte nicht nur eine stetige Uberwachung laufender Prozes-
se (Monitoring) stattfinden, sondern auch der gesamte Lebenszyklus
eines Produkts oder einer Dienstleistung (End-of-Life-Management)
bewertet werden.

Den Kompass
kalibrieren

SEC als
kontinuierlicher
Prozess

machen

Operationen

Was wir tun sollen.
Und was nicht.

Netzwerk
definieren

Abb. 8: SEC-Methode
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Diese Vorgehensweise beschreibt die idealtypische; in der Praxis
konnen sich jedoch auch andere Reihenfolgen ergeben. Beispielswei-
se konnten bestimmte Operationen von vorneherein festgelegt sein
und die Sinnerzdhlung muss dann davon abgeleitet werden. In dem
hier vorgestellten SEC-Prozess kommt ein wertebasiertes Design
nicht nur auf der inhaltlichen, sondern auch auf der kommunikati-
ven Ebene zur Anwendung. So wird nicht nur ausreichend Raum
fur das Erzéhlen (Storytelling) der Teams gegeben, sondern auch ein
Schwerpunkt auf das Zuhoren (Storylistening) gelegt. Damit soll es
ermoglicht werden, eigene, eventuell verengte Standpunkte zu iiber-
winden und gemeinsam Ideen und neue Perspektiven zu entwickeln.

7. Grenzen bzw. Herausforderungen fiir Ethics by Design

Es lassen sich im Wesentlichen vier Problembereiche von EbD iden-
tifizieren: a) die Universalisierung von Werten, b) die Identifikation
der relevanten Werte, ¢) die Favorisierung eines ethischen Ansatzes
und d) der menschliche Faktor fiir ein interdisziplinares resp. inte-
griertes EbD-Team.

Ein Grundproblem bei dem Versuch, sich auf einen Wertekanon
tiir EbD zu einigen, ist der Anspruch, diese kulturiibergreifend und
universell zu vereinbaren. Hier wird man sehr schnell mit dem Ein-
wand des Werterelativismus und Wertepluralismus konfrontiert. Das
Argument, es gebe keine universalen Werte und deshalb kdnne man
auch keine Werte fiir global wirksame Technologien ausmachen,
scheint ein solches Vorhaben ins Leere laufen zu lassen. Der Ein-
wand ist nicht ohne weiteres von der Hand zu weisen, weil Techno-
logien ja in unterschiedlichen Gemeinschaften, Kulturen etc. zum
Einsatz kommen. Dem ist allerdings zu entgegnen, dass Ethics by
Design die Werte umfasst, die als normative Standards kulturiiber-
greifend fiir verbindlich erachtet werden, auch wenn diese kultur-
spezifisch konkretisiert werden, wie z.B. der Wert der Privatheit.
Privatheit ist ein universal giltiger und gleichzeitig in der Anwen-
dung relativer Begriff, abhéngig von dem jeweiligen Kontext und
kulturspezifischen Handlungspraxen (vgl. Grimm & Krah, 2016).
Trotz kultureller Unterschiede in der Gewichtung von Werten gibt
es also Werte, die alle Menschen betreffen. Beispielhaft hierfiir sind
diejenigen Werte, die durch die in der Allgemeinen Erklarung der
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Menschenrechte festgeschriebenen Grundrechte deutlich werden.
Diese Werte gilt es zu beriicksichtigen, ohne sie gegeneinander
aufzuwiegen oder aufgrund von vermeintlichen Sachzwiéngen oder
kulturellen Empfindlichkeiten aufler Kraft zu setzen. Gegen den
Werterelativismus, der eine Verbindlichkeit von Werten nur system-
bezogen fiir moglich halt, oder den Wertenihilismus, der die Exis-
tenz moralischer Werte an sich negiert, wehrt sich der Werteuniver-
salismus. Demgemaf3 gelten moralische Werte — wenn auch in einer
minimalistischen Form - universal. Gleichwohl weist Markus Gabri-
el (2020), der einen Werteuniversalismus vertritt, darauf hin, dass
in den lebenspraktischen Gegebenheiten »eine prinzipiell niemals
vollstindig zu iberwindende Kluft zwischen den universalen Wer-
ten und ihren Anwendungsbedingungen in komplexen Handlungs-
feldern und einzelnen Situationen« (S. 141) bestehe.

Diese Sichtweise ist auch fiir die Praxis des EbD wichtig. Um
diesem Aspekt gerecht zu werden, sind die Befunde des empiri-
schen Untersuchungsteils eines EdB-Prozesses zu beriicksichtigen,
da durch die Stakeholder-Befragungen ja die spezifischen Interpreta-
tionen von Werten, Werturteile und Wertekonflikte ermittelt werden
konnen. Dennoch ist die Frage nach der Universalisierbarkeit von
Werten in EbD-Prozessen ein Aspekt, der eine immer wiederkeh-
rende Beachtung erfordert und den Versuch einer Konsensfindung
bedarf.

Ein weiterer kritischer Aspekt von EbD ist die empirisch begriin-
dete Definition relevanter Werte: Welchen Stellenwert sollen die
durch die Befragung der Stakeholder gewonnenen Werte haben?
Glenn Parsons (2016) problematisiert, dass die Befunde von Befra-
gungen nicht eindeutig und deshalb auch keine eindeutigen Hand-
lungsfolgen ableitbar sind. Susanne Kuhnert (2025) folgert deshalb:
»Die zentrale Frage, die die grofiten Probleme aufwirft, lautet dabei
schlicht: Wie soll mit den Ergebnissen in Bezug auf Wertvorstellun-
gen umgegangen werden?« (S.154) Ebenso problematisiert sie mit
Verweis auf Parsons, dass die Ergebnisse der Stakeholder-Befragung
deskriptiv und nicht normativ seien und dies zu einem naturalisti-
schen Fehlschluss verleiten kénne, womit ein Sein mit dem Sollen
verwechselt werde. Denn was empirisch von Befragten wiinschens-
wert erscheine, »muss nicht ethisch wiinschenswert sein, und des-
halb konnen empirische Ergebnisse keine ethisch-normativen Vor-
gaben liefern« (Kuhnert, 2025, S.154). Diese Kritik ist gerechtfertigt.
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Denn die Befragung von Betroffenen hinsichtlich ihrer Werte kann
nicht automatisch die zu erstrebenden Werte eines EbD-Prozesses
festlegen. Wie die Verkniipfung bzw. Abgleichung von konzeptionell
definierten und empirisch ermittelten Werten erfolgen soll, ist weder
theoretisch noch methodisch in der EbD-Forschung ausreichend
begriindet.

Eine weitere methodisch immanente Kritik zu EbD bezieht sich
auf die Frage, welche Ansitze der Ethik dem Konzept eines EbD
zugrunde gelegt werden sollen. Schliefilich gibt es unterschiedliche
ethische Theorien und Begriindungsmuster. Mit einem tugendethi-
schen Ansatz kann man zu vollig anderen Schliissen gelangen als
mit einem konsequentialistischen oder deontologischen Ansatz (vgl.
Grimm, 2021).! Eine mégliche Losung wire, die jeweiligen Perspekti-
ven der Ansitze transparent im EbD-Prozess aufzuzeigen und den
Akteuren die Entscheidung dartiber, welche Perspektive sie favorisie-
ren, zu {iberantworten.

Alle bislang aufgezeigten Herausforderungen fiir die Verwirk-
lichung eines EbD-Ansatzes sind Makulatur gegeniiber der Anfor-
derung, EbD interdisziplindr bzw. integrativ umzusetzen. Denn
hier wird eine oftmals uniiberwindbare Hiirde offensichtlich: der
menschliche Faktor bzw. die personliche Divergenz der verantwort-
lichen Personen, die das EbD-Projekt zu verantworten und zu ge-
stalten haben. So sollte mehr als bisher der Fokus auf die mensch-
lichen Aspekte gelegt werden, da sie fiir das Gelingen von Ethics
by Design in Unternehmen oder Forschung mafigeblich von Bedeu-
tung sind. Bei dieser Dimension handelt es sich um einen weitge-
hend blinden Fleck in der Literatur, wenn man sich die vielfachen
Publikationen zur Inter- und Transdisziplinaritit ansieht, die tiber-
wiegend die fachlichen, methodischen und formalen Aspekte mit
wenigen Ausnahmen (vgl. Gethmann et al., 2015; Hanschitz et al.,
2009) in den Vordergrund riicken. »Menschliche Aspekte« meint
hier zum einen Haltung, Werte, Tugenden, personliche Dispositio-
nen, Charaktereigenschaften, Identititen und Fahigkeiten, die sich
in der Personlichkeit der Akteur*innen manifestieren, letztere aber
auch in ihren sozialen und professionellen Rollen zum Ausdruck
bringen. Dazu gehoren weiterhin auch kommunikative und soziale

1 Vgl. auch Abschnitt 1. (»Einleitung«) des dritten Teils (Ausbildung sozial-verant-
wortlicher Ingenieur*innen) des vorliegenden Sachstandsberichts.
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Kompetenzen. Hiirden fiir das interdisziplindre Unterfangen lassen
sich auf (mindestens) zwei Dimensionen beschreiben: zum einen auf
der wissensbezogenen, zum anderen auf der personenbezogenen Di-
mension. Wahrend aber die wissensbezogenen Herausforderungen
in der Fachliteratur adressiert werden, bleiben die Hiirden auf der
personenbezogenen Dimensionsebene weitgehend unberiicksichtigt.
Diese betreffen die menschliche und kommunikative Seite sowie
die subjektiv wahrgenommenen Erfahrungswelten der forschenden
oder lehrenden Akteure. Sie sind aber mafigebliche Faktoren, die
die Motivation und Befahigung der an EbD Beteiligten beeinflussen
und deren Erfolg ermdglichen - oder aber auch verhindern kénnen.
Um EbD erfolgreich umsetzen zu konnen, bedarf es einer Ethik
der Kommunikation und einer interdisziplindren Kompetenz. Nur
unter Beriicksichtigung dieser Voraussetzungen und der reflektierten
Adressierung der Grenzen von Ethics by Design konnen die Anwen-
dungsprojekte ihr Potenzial in der Praxis erfolgreich ausschépfen.
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[ll. Ethics by Design: Welchen Beitrag konnen
die Gender & Diversity Studies fiir eine
zukunftsorientierte Ausbildung sozial-
verantwortlicher Ingenieur*innen leisten?

1. Einleitung

Ingenieur*innen kommt in ihrer Rolle als Gestalter*innen von Tech-
nik, wie etwa Maschinen, Bauwerken, technischen Anlagen oder
Software, die das Leben von zahlreichen Menschen beeinflussen,
eine besondere gesellschaftliche Verantwortung zu (Grunwald, 2020;
Hess-Liittich, 2021; Clancy & Zhu, 2023). Folglich kénnen und diir-
fen die Erfindung, Planung und Umsetzung technischer Erzeugnisse
nicht als reiner Selbstzweck des Ingenieurberufs begriffen werden:
Uberall dort, wo sich das menschliche Leben als abhiingig oder
beeinflussbar von der Funktionalitit von Technik zeigt, sollte das
Wohlergehen von Menschen und Gesellschaft als Ziel und Richtmaf3
bestimmend fiir die Arbeit von Ingenieur*innen sein, und nicht
die blof8e technische Machbarkeit (Jonas, 1979; Tonkinwise, 2004;
Schmidt, 2021; Clancy & Zhu, 2023).

In Anbetracht der daraus resultierenden Einflussnahme auf die
soziale Realitdt wird deutlich, dass zukiinftige Ingenieur*innen im
Rahmen ihrer Ausbildung dazu befdhigt werden miissen, dieser
sozialgesellschaftlichen Verantwortung gerecht zu werden. Im Studi-
um erfolgt eine solche Kompetenzvermittlung tiblicherweise durch
Kursangebote aus dem Bereich der Ingenieurethik (Pierrakos et al.,
2019; Martin et al., 2021; Hwang et al., 2023; McAninch, 2023). Die
Ethikkurse sollen Ingenieurstudierende durch die Einnahme einer
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menschzentrierten Perspektive dafiir sensibilisieren, dass technische
Innovationen ein Optimum an Sicherheit, Nutzbarkeit, Kosteneffi-
zienz, aber auch Umweltvertréglichkeit erfiillen miissen (Consoli,
2008; Bergen & Robaey, 2022; Brown et al., 2024).

Die Art und Weise, wie die Beriicksichtigung der genannten und
anderer ethisch relevanter Aspekte in den Technikwissenschaften
gewihrleistet wird, erfolgt sowohl in der Ausbildung als auch Be-
rufspraxis vorwiegend iiber Ethikkodizes (Genske, 2021; Martin et
al., 2021; Conlon, 2022; Brown et al., 2024).! Diese bestehen aus
einem Katalog von zumeist allgemein gehaltenen Verhaltensrichtlini-
en, welche fiir Ingenieur*innen bindend sind und im Studium eine
zentrale Stellung in der Vermittlung ethischer Inhalte einnehmen.
Vorrangiges Ziel ist es dabei, Studierende frithzeitig mit den fiir die
Profession geltenden ethischen Standards bekannt zu machen und
sie in die Lage zu versetzen, der jeweils gebotenen Vorschrift addquat
Folge zu leisten.? Der intendierte Sinn von Ethikkodizes in den
Technikwissenschaften ist offensichtlich: Durch sie soll verantwor-
tungsvolles Verhalten sichergestellt werden, welches berufstypische
Risiken und Ungewissheiten in entsprechenden Entscheidungssitua-
tionen erkennt, einkalkuliert, abmildert oder ginzlich vermeidet
(Consoli, 2008; Harris, 2008; Pierrakos et al., 2019). Ingenieur*in-
nen sehen sich in den einzelnen technischen Entwicklungs- und
Umsetzungsphasen mit zahlreichen Unwégbarkeiten konfrontiert,
welche potenziell eine Gefahr oder Beeintrichtigung fiir die Nut-
zenden der hergestellten Erzeugnisse darstellen kénnen (Conlon,
2022). Angesichts dessen bilden Verhaltenskodizes in der Tat ein
unverzichtbares Instrument im Berufsalltag von Ingenieur*innen,
und eine frithzeitige Heranfiihrung im Studium an jene ethischen
Richtlinien wirkt somit mehr als gerechtfertigt.

1 In Deutschland ist hier etwa das Regelwerk des Vereins Deutscher Ingenieure eV.
[VDI] Ethische Grundsitze des Ingenieurberufs (VDI, 2021) zu nennen.

2 Die Vermittlung besagter Regelwerke im Ethikunterricht des Ingenieurstudiums
geschieht zumeist mithilfe von Anwendungsféllen (Case Studies) aus der Inge-
nieurpraxis (Pierrakos et al., 2019). Die Besprechung solcher Fallbeispiele kann
hierbei durchaus einen eigenstindigen didaktischen Baustein in der ingenieur-
wissenschaftlichen Ethikvermittlung abbilden - in aller Regel lduft es jedoch
auch hier auf die verbindliche Beriicksichtigung und Implementierung mafigeb-
licher Kodizes hinaus (Conlon, 2022).
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Trotz dieses Sachverhaltes kann eine zu starre und einseitige Fi-
xierung auf die Befolgung vorgegebener Verhaltenskodizes zu einem
erheblichen Problem in der ingenieurwissenschaftlichen Ethikdidak-
tik fithren. Dies nicht allein nur aus dem Grund, dass selbst die bes-
ten Vorschriften es nicht vermdgen, zum Teil katastrophale Folgen
technischer Projekte und Erzeugnisse ausnahmslos zu verhindern,
wie sie durch ungliickliche Zufille, Unvorhersehbarkeiten, mensch-
liches Versagen oder nicht erkenntliche Variablen entstehen (vgl.
etwa das Challenger-Desaster von 1986) (Pierrakos et al., 2019).
Das eigentliche Problem einer ingenieurwissenschaftlichen Ethikdi-
daktik, deren vordergriindiges Ziel sich in der Vermittlung von
Verhaltenskodizes erschopft, besteht vielmehr in der mangelnden
Wirksamkeit: Mehrere Studien (Harding et al., 2013; Pierrakos et
al., 2019; Clancy & Zhu, 2023; Howland et al., 2024) konnten
nachweisen, dass eine primir an Ethikkodizes angelehnte Lehre -
selbst unter philosophischer Anleitung - nicht zu einem signifikant
ethischeren Verhalten bei Ingenieurstudierenden beitragt, zum Teil
gar gegenldufige Tendenzen zeitigt (Colby & Sullivan, 2008; Hess &
Fore, 2018; Conlon, 2022; Brown et al., 2024). An diesem Punkt stellt
sich die Frage nach dem méglichen Grund fiir die bestehende Dispa-
ritdt zwischen vorrangig an formellen Kodizes ausgerichtetem Lehr-
inhalt und Lernergebnis (i. e. das ethische Verhalten der angehenden
Ingenieur*innen). Ebenso muss die Frage aufkommen, ob derarti-
ge Lehrkonzepte tatsdchlich der herausragenden gesellschaftlichen
Verantwortung gerecht werden konnen, die an den Ingenieurberuf
adressiert wird. Offenbar briauchte es gerade unter Ingenieur*innen
eine grofitmogliche Verinnerlichung und einen differenzierteren
Umgang mit ethischen Werten und Verhaltensweisen, um auch dort,
wo Entscheidungswege nicht durch Ethikkodizes hinlanglich vorge-
zeichnet sind, ein verantwortungsvolles Handeln zu erméglichen.

Die theoretische Gestaltung der ethischen Wertevermittlung im
Studium scheint dabei selbst eine der Wurzeln des oben angemerk-
ten Missstandes zu sein, und der Heranbildung einer verantwor-
tungsvollen Ingenieurpersonlichkeit im Wege zu stehen. Die Befol-
gung klar vorgegebener und fiir alle mafigeblichen Situationen ver-
bindlicher Regeln - wie es als ethischer Standard in der Ausbildung
und Berufsausiibung von Ingenieur*innen vorherrscht — entspricht
weitestgehend derjenigen Ethiktheorie, die als Deontologie (von
griech.: déon, die Pflicht) bekannt ist (Bergen & Robaey, 2022).
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Dieser Theorie nach sind nicht allein die Folgen einer Handlung
oder andere aulermoralische Eigenschaften bedeutsam fiir den ethi-
schen Wert einer Entscheidung. Ausschlaggebend ist vielmehr, ob
die Handlung einer kategorisch verbindlichen und prinzipiell zu be-
folgenden Regel entspricht oder nicht (Schmidt, 2021). Eine solche
Konzeption ethischen Handelns kommt einer naturwissenschaftlich
dominierten Fachdisziplin wie den Technikwissenschaften nicht nur
wegen ihrer vermeintlich simplen Ergebniseindeutigkeit entgegen
(»Was falsch ist, ist unzweideutig einsehbar, sodass angebrachte Pra-
ventivmafinahmen ergriffen werden konnen«). Auch der Umstand,
dass eine deontologische Ethik eine rein formale, logische und ob-
jektive Urteilsfindung suggeriert, erklart die Attraktivitat fiir die ethi-
sche Didaktik im Ingenieurwesen (Harris, 2008; Pierrakos et al.,
2019).

Lernt man, ethisch relevante Entscheidungssituationen aus-
schliellich unter deontologischen Gesichtspunkten zu beurteilen, so
wire es ganz folgerichtig, ethische Probleme wie technische Proble-
me zu lésen - ndmlich mithilfe der richtigen »Werkzeuge«. Eine der-
artige »Problemléser-Mentalitit« kann den tatsdchlichen Anforde-
rungen, die ethische Sachverhalte an Ingenieur*innen stellen, jedoch
nur in seltenen Fillen geniigen. Ja, sie verstirkt geradezu den Effekt,
die Verantwortung des eigenen Handelns zu verduflerlichen und
an vorgeblich objektive, unfehlbare Normen und Instanzen zu dele-
gieren (Pierrakos et al., 2019; Rodriguez-Nikl & Schaff, 2023). Die
didaktische Reduktion von Ethik auf blofie Regelbefolgung im Inge-
nieurstudium leistet dieser Denkweise Vorschub (McAninch, 2023).
Dass ethische Entscheidungen hingegen von technischen Rationali-
sierungen verschieden sind und neben kognitiven Leistungen und
Regelkonformitit auch véllig andere menschliche Wesensdimensio-
nen ansprechen und bediirfen, droht durch die tibermaflige deonto-
logische Betonung von Ethikkodizes zunehmend ausgeblendet oder
gar nicht erst bewusst gemacht zu werden (Bergen & Robaey, 2022;
Clancy & Zhu, 2023).

Um dieser deontologischen Vereinseitigung und ihren Folgen ent-
gegenzuwirken, wiére es fiir eine ethisch verantwortliche Ingenieur-
praxis dringend erforderlich, der Herausbildung anderer ethischer
Vermogen, wie der gefithlsbedingten Sorge um andere, Empathie,
Redlichkeit oder praktischer Reflexion und Besonnenheit, Raum
zu geben. Entsprechend plddieren verschiedene Autor*innen schon
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seit einigen Jahren fiir eine theoretische Schwerpunktverlagerung
in der Ingenieurethik, indem vor allem die Einbindung tugendethi-
scher Gedanken in das herkommliche Lehrmodell angemahnt wird
(Harris, 2008; Consoli, 2008; Pierrakos et al., 2019; Schmidt, 2021;
Bergen & Robaey, 2022; Conlon, 2022; Brown et al., 2024). Als
dritte paradigmatische Ethiktheorie — neben Deontologie und Kon-
sequentialismus - stellt die Tugendethik die praktische Klugheit
(Schmidt, 2021), charakterliche Integritit und personliche Verant-
wortung (Schmiedl-Neuburg, 2017) handelnder Menschen in den
Mittelpunkt ihrer Betrachtung: Nicht durch duflere Regelkonformi-
tat allein erreichen Menschen das ethisch Gute, sondern durch
die an der Handlungspraxis geschulte Erfahrung und durch die
Bewusstmachung der eigenen Verantwortlichkeit. Diese sollen letzt-
lich ein innerliches Bediirfnis und die charakterliche Disposition
befordern, tugendhaft zu handeln (Harris, 2008; Clancy & Zhu,
2023). Eben diese Akzentverschiebung von einer extrinsischen zu
einer intrinsischen Motivation konnte der Ethiklehre die entschei-
denden Impulse geben, um Ingenieur*innen auszubilden, die einer-
seits die Bedeutung geltender Regelwerke subjektiv einsehen und in
der Praxis mitvollziehen, andererseits aber auch dort, wo vorgefasste
Normen keine schematischen Antworten auf ethische Fragestellun-
gen erlauben, in der Lage sind, kritisch reflektierte, holistische und
rechtfertigbare Entscheidungen zu féllen.?

Wie wenig das herkdmmliche ingenieurwissenschaftliche Ethik-
verstindnis zur Bildung des tugendethischen Ideals einer reflek-
tierten, intrinsisch motivierten und verantwortungsvollen Person-
lichkeit beitrdgt, wird immer dann besonders deutlich, wenn im
technischen Innovationsprozess die (nicht stets offen erkennbare)
menschliche Diversitdt unberiicksichtigt bleibt. Als Paradebeispiel
hierfiir lasst sich die Sicherheitspriifung von Automobilen mithilfe
von Crashtestdummies anfiithren, die lediglich einer standardisier-
ten méannlichen Physiologie nachempfunden wurden (Carter et al.,
2014; Ryan et al., 2022). Aufgrund dieses Testdesigns konnen keine
stichhaltigen Aussagen iiber die Sicherheit von Personengruppen ge-
troffen werden, welche von jener Kérpernorm abweichen (vor allem

3 Siehe hierzu auch Abschnitt 7 (»Grenzen bzw. Herausforderungen fiir Ethics by
Design«) im zweiten Teil (Potenziale, Umsetzung und Grenzen) des vorliegen-
den Sachstandsberichts.
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Frauen und Kinder). In Unfillen sind diese Personen folglich einem
hoheren Verletzungsrisiko ausgesetzt (Carter et al., 2014; Ryan et al.,
2022). Ein weiteres Beispiel stellen die in der COVID-19-Pandemie
hédufig eingesetzten Blutsauerstoffmessgerite dar. Wie sich im Rah-
men der Behandlung erkrankter Patient*innen herausgestellt hat,
sind diese Gerdte weniger gut in der Lage, die Korperdaten von
Personen mit dunklerer Hautfarbe zu erheben, was zu fatalen medi-
zinischen Fehldiagnosen fithren kann (Sudat et al., 2023). Negativ
verstarkend wirken in diesem Zusammenhang auch die sogenann-
ten Unconscious-Bias-Effekte, also die implizite und nicht bewusste
Voreingenommenheit in Bezug auf bestimmte Personengruppen. So
hat sich etwa bei der Nutzung einer US-amerikanischen Strafver-
folgungssoftware ergeben, dass diese ohne sachbezogenen Grund
héufiger Personen dunkler Hautfarbe als potenzielle Straftiter*innen
kennzeichnet (Angwin et al., 2016).

Diese Beispiele machen klar, wie limitiert ein iberwiegend regel-
geleitetes Ethikverstindnis in solchen Fillen sein kann, in denen
es gilt, bislang unberiicksichtigte menschliche Diversitatsdimensio-
nen in technische Entwicklungen einzukalkulieren, um potenzielle
Schidigungen abzuwenden. Gleichzeitig heben jene Fallbeispiele die
Wichtigkeit hervor, die in der Integration einer gender- und diver-
sitdtssensiblen Perspektive der Science and Technology Studies fiir
die Ingenieurausbildung besteht. Diese Sichtweise bemiiht sich um
eine Betrachtung technologischer Design- und Entwicklungsprozes-
se vor dem Hintergrund menschlicher Diversitit, und bietet einen
moglichen Ausgangspunkt dafiir, die beschrinkte und vorwiegend
auf Kodizes basierende Auffassung von Ethik in der Ingenieurpraxis
und -ausbildung zu hinterfragen und zu iiberschreiten.

Die Einbeziehung einer derartigen Perspektive in die technikzen-
trierten Curricula der Ingenieurwissenschaften stellt allerdings eine
nicht unbetrichtliche Herausforderung dar (Leicht-Scholten, 2025).
Um dieser zukunftsweisenden Aufgabe zu begegnen, implementiert
das Lehr- und Forschungsgebiet Gender und Diversity in den Inge-
nieurwissenschaften (GDI) der RWTH Aachen University ein inter-
disziplindres Lehrkonzept, welches die Ingenieurausbildung um zen-
trale Theorien, Methodiken und Betrachtungsweisen der Gender-
und Science and Technology Studies erweitert. Dem oben dargeleg-
ten tugendethischen Verstindnis folgend soll durch angemessene
Kursangebote die Entwicklung einer sozial-verantwortlichen Inge-

82



https://doi.org/10.5771/9783495990223
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

I1l. Ethics by Design: Ausbildung sozial-verantwortlicher Ingenieur*innen

nieurpersonlichkeit unterstiitzt werden, die insbesondere zu einer
diversititssensiblen Beurteilung technologischer Fragen, Probleme
und Entscheidungen befahigt ist. Die nachfolgenden ausgewdhlten
Beispiele aus der Lehrpraxis des Instituts machen deutlich, wie eine
solche Einbettung in die Ingenieurausbildung gelingen kann.

2. Die ethische und sozial-verantwortliche
Ingenieurausbildung als didaktische Herausforderung

Ingenieur*innen tragen durch die Entwicklung wichtiger techni-
scher Infrastruktur, wie Straflen, Eisenbahnen, Briicken oder Dam-
men sowie in Bereichen der Abfallwirtschaft, Wasser- und Ener-
gieversorgung und digitalen Kommunikationstechnologien, eine
besondere gesellschaftsgestaltende Verantwortung. Diese technolo-
gischen Losungen konnen einen wichtigen Beitrag zur Bewdlti-
gung der globalen Herausforderungen leisten, indem sie nachhal-
tig und verantwortungsvoll entwickelt werden und technologische,
wirtschaftliche, dkologische und soziale Aspekte beriicksichtigen
(United Nations Educational, Scientific and Cultural Organization
[UNESCO], 2021).

Um Studierende der Technikwissenschaften in ihrer Rolle als
Entwickler*innen von gesellschaftsgestaltender Technologie fiir eine
nachhaltige und sozial verantwortungsvolle Innovation zu sensibili-
sieren, bedarf es interdisziplindrer Lehr- und Lernmethoden. Diese
sollen einerseits Gelegenheiten schaffen, das Verstindnis der Studie-
renden fiir ihre gesellschaftliche Verantwortung zu fordern, und an-
dererseits die notwendigen Fahigkeiten vermitteln, durch welche sie
dieser Verantwortung gerecht werden konnen (Rulifson & Bielefeldt,
2019).

3. Grundlagen des Lehr- und Lernkonzepts (Bachelor) —
Theorie und Praxis auf lokaler und internationaler
Ebene

Entsprechend dem Qualifikationsrahmen fiir deutsche Hochschul-
abschlisse (HQR) (Kultusministerkonferenz, 2017) zielt das Lehr-
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und Lernkonzept des GDI zunichst im Sinne der Bachelorebene
darauf ab, eine breite Grundlage des Wissens und Verstehens zu
fordern. Diese folgt dem aktuellen Stand der Forschung gender-
und diversititssensibler Science and Technology Studies und macht
Studierende grundlegend mit der besonderen Verantwortung der
Technikwissenschaften fiir Gesellschaft und Umwelt vertraut. Dem
HQR folgend werden Studierende, auch durch kontextspezifische
Wissensvertiefungen, zunehmend an die Ubernahme einer kritisch
reflektierten Position herangefiihrt. Hierbei werden Studierende an-
geleitet, das erworbene Wissen und Verstehen sozialwissenschaftli-
cher Theorien und Methoden auf ingenieurwissenschaftliche Prob-
lem- und Fragestellungen praktisch anzuwenden, und differenzierte
und handlungsorientierte Urteile im Hinblick auf ihre herausragen-
de Verantwortung zu bilden. Im Sinne der angestrebten Forderung
einer charakterlichen Disposition zu verantwortlichem Handeln soll
dies die Entwicklung eines wissenschaftlich fundierten und kriti-
schen Selbstverstandnisses anleiten. Dieses soll die Studierenden
grundsatzlich dazu befdhigen, im Kontext technikwissenschaftlicher
Problem- und Fragestellungen und im Bewusstsein ihrer Verantwor-
tung fiir Gesellschaft und Umwelt reflektiert zu handeln und evalu-
ierte Entscheidungen zu treffen.

Gemif3 den umfassenden Anforderungen an ein derart gestal-
tetes Lehr- und Lernkonzept hat das GDI drei Lehrveranstaltun-
gen auf der Bachelorebene entwickelt und etabliert: 1) die (Grund-
lagen-)Vorlesung Ingenieurwissenschaften und Gesellschaft, 2) ein
praktisch und lokal orientiertes Institutspraktikum Engineer meets
User und 3) einen internationalen Massive Open Online Course
(MOOC) mit dem Titel Responsible Innovators of Tomorrow. Diese
Lehrveranstaltungen sollen nun im Folgenden néher vorgestellt wer-
den.

3.1 Vorlesung Ingenieurwissenschaften und Gesellschaft

Die Vorlesung Ingenieurwissenschaften und Gesellschaft bildet die
Grundlage fiir die Lehrveranstaltungen des GDI. In der Vorlesung
werden elementare Aspekte und Fragestellungen von Nachhaltigkeit,
Gender und Diversitit im Kontext der Technikwissenschaften ver-
mittelt. Des Weiteren fiihrt sie ausfiihrlich in die »Ziele fiir Nachhal-
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tige Entwicklung« (Sustainable Development Goals, SDGs) (Vereinte
Nationen, 2015) ein, und verdeutlicht Zusammenhinge zwischen
den einzelnen Zielen sowie deren Relevanz fiir die Technikwissen-
schaften anhand ausgewihlter Beispiele (Decker et al., 2022). Die
Vorlesung ist verpflichtend fiir die Studierenden der Bachelorstudi-
enginge Bau- und Umweltingenieurwesen. Aber auch Studierende
der Technikkommunikation und Soziologie mit dem Schwerpunkt
Technikforschung besuchen diese Vorlesung im Wahlpflichtbereich.
Im Verlauf der Veranstaltung entwickeln die Studierenden ein breites
Verstandnis fiir die Wechselwirkungen zwischen Gesellschaft und
Ingenieurwissenschaften. Dies trdgt erheblich dazu bei, die Grund-
lagen fiir die Heranbildung einer sozial-verantwortlichen Ingenieur-
personlichkeit zu schaffen. Nach Abschluss der Vorlesung sollen
die Studierenden mit den Sustainable Development Goals vertraut
sein, die Zusammenhénge zwischen Nachhaltigkeit und sozialer Ver-
antwortung erkennen und deren Bedeutung fiir Technik und Inno-
vation verstehen. Dariiber hinaus sollen sie ihre gesellschaftliche
Verantwortung als Ingenieur*innen reflektieren und daraus resultie-
rende Handlungsfelder in ihrer beruflichen Titigkeit identifizieren
kénnen.

Zur Erreichung der intendierten Lernziele beginnt die Vorlesung
mit einer Einfiihrung in zentrale Themen und Theorien der Nach-
haltigkeit, Technikethik sowie gesellschaftlicher Verantwortung. An-
schlieflend wird die Relevanz der Schnittstelle zwischen Ingenieur-
wissenschaften und Gesellschaft durch die Thematisierung von aus-
gewidhlten gesellschaftlichen Strukturen im Bereich Gender, Diver-
sitdt sowie einer internationalen Entwicklungspolitik verdeutlicht.
Beispiele zur Umsetzung einer sozial-verantwortlichen und nachhal-
tigen Technikgestaltung werden anhand von Mobilititskonzepten,
Stadtentwicklung sowie Wasser- und Energieversorgung diskutiert.
Um die Lehrveranstaltung zu strukturieren, sind die Lerninhalte in
drei Blocke mit acht dazugehorigen Lerneinheiten unterteilt (siehe

Abbildung 1).
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Thematischer Block Lerneinheiten
Block I: Soziale und Nachhaltigkeit & Veerantwortung é‘“»""‘
nachhaltige Technikethik & L S
Technikgestaltung Technikfolgenabschétzung
Block II: Gesellschaftliche  Diversitat
Strukturen und Diskurse  pjyersitatsdimension Gender
Diversitétsdimension ,Race®
Block Ill: Nachhaltige Stadtplanung
E:lf:!:'::gn‘::: Mobilitatsperspektiven

Wasser und Energie

Abbildung 1: Struktur und Aufbau der Vorlesung
Ingenieurwissenschaften und Gesellschaft

Das Lehr- und Lernkonzept der Vorlesung basiert sowohl auf Blen-
ded Learning-Ansitzen als auch auf einem Flipped Classroom-Prin-
zip und wurde iiber mehrere Jahre hinweg iterativ entwickelt (De-
cker et al., 2021, 2022). Das Konzept setzt sich aus drei wesentlichen
Bausteinen zusammen: Selbststindiges Lernen, Selbststindiges Re-
flektieren sowie gemeinsames Diskutieren und Reflektieren.

Fiir das selbststdndige Lernen stehen den Studierenden verschie-
dene Lernmaterialien zur Verfiigung. Zu den Materialien gehdren
Vorlesungsfolien, Skripte, weiterfithrende Literatur sowie externe
Links zu Praxisbeispielen und Anwendungen (Decker et al., 2022).
Die bereitgestellten Materialien sind so gestaltet, dass sie unter-
schiedliche Lerntypen ansprechen und ein individuelles Lerntempo
ermoglichen. Im Zuge einer umfassenden Kompetenzentwicklung
ist die Reflexion der erlernten Inhalte unerlésslich. Das selbststandi-
ge Reflektieren hat zum Ziel, die erarbeiteten Lerninhalte und das
Verstandnis fiir diese zu vertiefen. Zur Forderung der eigenstindi-
gen Reflexion werden verschiedene, auf unterschiedliche Lerntypen
abgestimmte Aufgabenformate angeboten, die regelmiflig weiterent-
wickelt werden. Durch eine Bewertung im Peer-to-Peer-Prinzip kon-
nen die Studierenden mit Kommiliton*innen in einen wissenschaft-
lichen Austausch treten.

Ergebnisse der Auswertung des Self-Assessments zu Beginn und
am Ende des Kurses zu Motivation, Interesse und dem Kompetenz-
erwerb zeigen, dass Studierende ihr Wissen iiber Nachhaltigkeit und
soziale Verantwortung von Ingenieur*innen durch die Vorlesung
erweitern (Lemke et al., 2023). Auch die Fahigkeiten, selbststindig
zu lernen und das eigene Wissen kritisch zu beurteilen, haben sich
verbessert. Wahrend die Studierenden zu Beginn der Vorlesung vor-
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nehmlich die technischen Aspekte der Rolle von Ingenieur*innen
in der Gesellschaft betonen, zeigen die Ergebnisse am Ende der
Veranstaltung, dass soziale Verantwortung und die Beriicksichtigung
gesellschaftlicher Bediirfnisse starker in den Fokus riicken (Lemke et
al., 2023).

Die Vorlesung Ingenieurwissenschaften und Gesellschaft zeigt auf,
wie bereits im Bachelorstudium sozialwissenschaftliche Themen in
ingenieurwissenschaftliche Studiengdnge integriert werden kénnen,
um Studierende fiir ihre Rolle als Gestalter*innen einer nachhaltigen
Zukunft vorzubereiten. Obgleich die Vorlesung - wie an den Veran-
staltungsevaluationen zu erkennen ist — das Bewusstsein fiir soziale
und nachhaltige Verantwortung eindeutig stirkt, bedarf es dariiber
hinaus ergdnzender praxisorientierter Kurse, um das Verstindnis
fiir die Integration sozialer Aspekte in technische Problemstellungen
zu vertiefen und das erlernte Wissen praktisch anzuwenden (Mc-
Aninch, 2023).

3.2 Institutspraktikum Engineer meets User

Im Sinne einer praxisorientierten Ausbildung arbeiten Studierende
im Rahmen des Institutspraktikums Engineer meets User aktiv an
aktuellen Forschungsthemen des Lehr- und Forschungsgebietes mit.
Ausgehend von aktuellen Fragestellungen im Kontext verantwor-
tungsvoller Forschung und Innovation (Owen et al., 2012) wenden
Studierende praxisnah sozialwissenschaftliche Methoden an. Ziel
ist es, das Verstdndnis der Ingenieurstudierenden fiir die Relevanz
sozialwissenschaftlicher Forschung zu intensivieren und sie fiir ge-
sellschaftliche Themen zu sensibilisieren. Das Konzept basiert auf
der Annahme, dass Studierende im Hinblick auf die Verbindung von
Forschung und Lehre insbesondere davon profitieren, dass sie aktiv
in Forschung eingebunden werden (Tassone et al., 2018). Die zu be-
handelnden Themen des jeweiligen Semesters haben (haufig) einen
regionalen Bezug und kniipfen an die Lebensrealitit der Studieren-
den an, was die Einsicht in die Sinnhaftigkeit und soziale Relevanz
der eigenen Ingenieurtitigkeit zusatzlich zu verstirken hilft.

Das Institutspraktikum Engineer meets User wird an der Fakultit
fiir Bauingenieurwesen der RWTH Aachen angeboten und richtet
sich an Bachelorstudierende des Bau- und Wirtschaftsingenieurwe-
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sens. Jedes Sommersemester nehmen circa 100 Studierende an der
Veranstaltung teil. Zu Beginn des Semesters wird die Wichtigkeit
sozialwissenschaftlicher Forschung diskutiert und ihre Bedeutung
fiir angehende Ingenieur*innen aufgezeigt. Zudem werden sozial-
wissenschaftliche Forschungsmethoden eingefiihrt, wobei der Fokus
des Seminars auf der Durchfithrung von quantitativen Methoden,
vor allem der Fragebogenmethode liegt. Von den Grundlagen der
Fragebogenkonstruktion ausgehend entwickeln die Studierenden in
Zusammenarbeit mit den Dozent*innen einen Fragebogen und fiih-
ren anschlieffend eine Umfrage durch. Themen der letzten Jahre
waren zum Beispiel: »Die verantwortungsvolle Stadt der Zukunft -
Visionen fiir Aachen« oder »Future Skills — Inwiefern fiihlen sich
Studierende durch ihr Studium auf das Berufsleben vorbereitet?«.
Die Zielgruppen der Umfrage variieren jedes Jahr, sodass teilweise
nur Studierende oder auch alle Biirger*innen von Aachen mdégliche
Teilnehmer*innen der Umfragen sind.

Am Ende des Semesters diskutieren die Studierenden in Einzel-
arbeit die Ergebnisse in einer wissenschaftlichen Seminararbeit, in-
dem sie die erhobenen Daten auswerten, vorstellen und in Zusam-
menhang mit anderen Studien setzen. Auflerdem werden die Studie-
renden in Gruppen eingeteilt und présentieren ihre Ergebnisse in
einem wissenschaftlichen Poster. Im Sinne des Forschenden Lernens
(Huber, 2014) sind Studierende das ganze Semester aktiv eingebun-
den und durchlaufen unterschiedliche Phasen des Forschungspro-
zesses.

Bisherige Evaluationen zeigen, dass Studierende den Kurs positiv
bewerten. Insbesondere wird hervorgehoben, dass das praktische
Anwenden von Inhalten zum Lernerfolg beitragt und somit eine
sinnvolle Perspektiverweiterung erlaubt. Dabei wird die Relevanz so-
zialwissenschaftlicher Forschung in hohem Mafle bewusst gemacht
und in Zusammenhang mit der eigenen Disziplin gesetzt.

Das Institutspraktikum stellt fiir Ingenieurstudierende die Bedeut-
samkeit ihres Handelns auf lokaler Ebene heraus. Idealerweise wird
dieser Blickwinkel durch eine internationale Perspektive komple-
mentiert, welche die ingenieurspezifische Verantwortung auf die glo-
bale Dimension hin 6ffnet. Der im folgenden Abschnitt vorgestellte
MOOC soll zu dieser Horizonterweiterung anregen.
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3.3 Massive Open Online Course Responsible Innovators of
Tomorrow

Der im Rahmen der europdischen ENHANCE-Allianz* entwickel-
te Massive Open Online Course (MOOC) Responsible Innovators
of Tomorrow (Decker et al., 2024) bietet Studierenden eine inter-
disziplindre Einfiihrung in die Prinzipien verantwortungsvoller For-
schung und Innovation (Responsible Research and Innovation, RRI)
(Owen et al., 2012) auf internationaler bzw. europdischer Ebene.
Ziel des Kurses ist es, zukiinftige Innovator*innen in die Lage zu
versetzen, technologische Entwicklungen nicht isoliert als lokale Lo-
sungen, sondern als Teil eines komplexen globalgesellschaftlichen
Gefiiges zu betrachten. Durch die Kooperation mit Expert*innen
aus mehreren europiischen Hochschulen vermittelt der MOOC
unterschiedliche internationale wissenschaftliche Perspektiven und
zeigt, wie Innovationsprozesse aktiv und verantwortungsbewusst ge-
staltet werden kénnen.

Der Kurs ist frei verfiigbar auf der MOOC-Plattform edX der
RWTH,’ richtet sich an Studierende aller Bachelorstudiengdnge und
wird als Microcredential an allen ENHANCE-Universitdten angebo-
ten. Aulerdem ist der Kurs im Honors College® der RWTH Aachen
strukturell verankert; weitere Verankerungen in Studiengdngen sind
geplant.

Die didaktische Grundlage des Kurses bildet der Organisation
for Economic Co-operation and Development (OECD) Learning
Compass 2030 (OECD, 2019), welcher Lernprozesse in einem ite-
rativen Zyklus aus Antizipation, Handlung und Reflexion struktu-
riert. In der Antizipationsphase werden Studierende dazu angeleitet,
zukiinftige Auswirkungen technischer Entwicklungen abzuschétzen
und gesellschaftliche Herausforderungen zu analysieren. Die Hand-
lungsphase fokussiert die Entwicklung konkreter Ldsungsansitze
fiir technologische und gesellschaftliche Probleme unter Beriicksich-

4 The European Universities of Technology Alliance (ENHANCE). https://enhanc
euniversity.eu/.

5 Edx. (0. D.). RWTHx: Responsible Innovators of Tomorrow https://www.edx.o
rg/learn/innovation/rwth-aachen-university-responsible-innovators-of-tomor
TOW.

6 RWTH Aachen. (o. D.). Honors College. https://www.hc.rwth-aachen.de/cms/~1
plgm/HC/.
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tigung von Nachhaltigkeitszielen und ethischen Prinzipien. In der
Reflexionsphase evaluieren die Teilnehmenden ihre Erkenntnisse,
setzen sich mit ethischen und sozialen Implikationen auseinander
und hinterfragen die langfristigen Folgen technologischer Innovatio-
nen. Dieser iterative Prozess fordert (vor dem Hintergrund einer
internationalen Perspektive) die Entwicklung einer verantwortungs-
vollen Ingenieurpersénlichkeit, indem er die Fahigkeit der Studie-
renden stirkt, soziale und verantwortungsbewusste Entscheidungen
in internationalen Kontexten zu treffen. Auf diese Weise sollen Inno-
vationsprozesse ganzheitlich gedacht und gestaltet werden.
Inhaltlich orientiert sich der MOOC an den drei ENHANCE-Pi-
lotthemen: Digitalisierung und Kiinstliche Intelligenz, Klimaschutz
sowie nachhaltige Stddte und Gemeinschaften. Studierende setzen
sich mit den technischen, sozialen und 6kologischen Herausforde-
rungen dieser Bereiche auseinander und erlernen anhand interna-
tionaler Praxisbeispiele einen reflexiven Umgang mit zentralen Kon-
zepten wie Gender & Diversity, Nachhaltigkeit, soziale Verantwor-
tung, ethische Entscheidungsfindung und interdisziplindre Zusam-
menarbeit. Jede Kurseinheit kombiniert Videovorlesungen, wissen-
schaftliche Texte und ergénzende Materialien wie Fachartikel oder
interaktive Inhalte, die ein substanzielles Verstindnis der behandel-
ten Thematiken ermdglichen. So rundet der MOOC das Grundla-
genprogramm des Lehr- und Lernkonzepts am GDI mit der uner-
ldsslichen internationalen Perspektive im Ingenieurwesen ab.

4. Spezifizierung des Lehr- und Lernkonzeptes (Master)

Der Anbindung des Lehr- und Lernkonzeptes des GDI an den
HQR folgend sollen Studierende im Rahmen der Masterebene und
auf Grundlage aktueller Forschungsdiskurse der gender- und diver-
sitdtssensiblen Science and Technology Studies weiterfithrend zu
einer zunehmend eigenstindigen Arbeitsweise befahigt werden, die
iber die etablierten Grundlagen in einer kritisch reflexiven Weise
hinausgeht. Dies soll Studierende dabei anleiten, zunehmend selbst-
bestimmte, wissenschaftlich fundierte und kritisch reflektierte Ent-
scheidungen (auch) im Kontext komplexer interdisziplindrer Prob-
lem- und Fragestellungen zu fillen, die in Ubereinstimmung mit der
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besonderen Verantwortung der Ingenieurwissenschaften fiir Gesell-
schaft und Umwelt stehen.

In Anbetracht dieser weiterfithrenden Anforderungen werden in
den folgenden Abschnitten die drei Masterkurse 1) Kompetenzen in
den Technikwissenschaften zur Lésung globaler Herausforderungen,
2) Social Development and Sustainability und 3) Innovation & Diver-
sity des GDI néher erlautert.

4.1 Masterkurs Kompetenzen in den Technikwissenschaften zur
Losung globaler Herausforderungen

Der Masterkurs Kompetenzen in den Technikwissenschaften zur Lo-
sung globaler Herausforderungen an der RWTH Aachen hat das
Ziel, Studierende zu beféhigen, ihre professionelle Identitit als In-
genieur*innen kritisch zu hinterfragen und Kompetenzen zu ent-
wickeln, die fiir die Gestaltung einer nachhaltigen und gerechten
Zukunft notwendig sind (Winkens et al., 2024). Es soll verdeutlicht
werden, dass technische und soziale Kompetenzen untrennbar mit-
einander verbunden sind und gemeinsam die Basis fiir eine verant-
wortungsbewusste Ingenieurpraxis bilden. Durch die Auseinander-
setzung mit globalen Herausforderungen werden Studierende zudem
tiir die Vielschichtigkeit von gesellschaftlichen Bediirfnissen sensibi-
lisiert.

Diskurse in der Forschung zur Ingenieurausbildung zeigen je-
doch, dass technische und tiberfachliche Kompetenzen hiufig ge-
trennt betrachtet werden (Trevelyan, 2010a; Beagon & Bowe, 2023).
Diese (scheinbare) Trennung spiegelt sich nicht nur in der Inge-
nieurausbildung, sondern auch in den Wahrnehmungen der Studie-
renden wider. Obwohl »soziale Interaktionen im Zentrum der inge-
nieurwissenschaftlichen Praxis stehen« (Trevelyan, 2010b, S.175),
werden diese Aspekte oft nicht als »real engineering« betrachtet
(Trevelyan, 2010a, o. S.), wodurch ein verzerrtes Bild der ingenieur-
wissenschaftlichen Praxis entsteht. Dies wird durch die gingige
Lehrpraxis verstarkt, was sich entsprechend in der Motivation und
Akzeptanz der Studierenden hinsichtlich der Relevanz nicht-techni-
scher Kompetenzen abzeichnet (Trevelyan, 2010a; Korte et al., 2015).
Hier setzt der vorliegende Kurs an und vermittelt eine holistische
Perspektive auf die Ingenieurpraxis, um die Studierenden auf ihre
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Rolle und Verantwortung im Kontext globaler Herausforderungen
vorzubereiten.

Es handelt sich dabei um ein interaktives, forschungsbasiertes Se-
minar, das sich an Masterstudierende der Umwelt-, Bau- und Wirt-
schaftsingenieurwissenschaften richtet. Der Kurs behandelt nicht
nur das Kompetenzkonzept selbst, sondern fordert auch aktiv die
Entwicklung entsprechender Kompetenzen. Zu den angestrebten
Lernergebnissen gehoren unter anderem die Bewertung von Kom-
petenzen in Bezug auf nachhaltige und soziale Technologiegestal-
tung, die Reflexion iiber die eigene Ingenieuridentitit und deren
gesellschaftliche Verantwortung, und die Entwicklung und Beurtei-
lung von Lehrkonzepten zur Vermittlung von Kompetenzen.

Basierend auf einem aktiven und konstruktivistischen Lernansatz
werden im Kurs verschiedene Lehr- und Lernmethoden angewandt
und kombiniert, um eine studierendenzentrierte und interaktive
Lernumgebung zu schaffen (Prince & Felder, 2006). Neben ein-
zelnen Vorlesungseinheiten zu den Themen der Bildung fiir nach-
haltige Entwicklung, Verantwortung, ethische Fragestellungen und
Ingenieuridentitét, ist das Seminar forschungsorientiert aufgebaut.
In diesem Rahmen beantworten die Studierenden Forschungsfra-
gen mittels einer qualitativen Analyse. Kollaboratives Lernen, Think-
Pair-Share, (Peer-)Feedback, reflektierendes Schreiben sowie regel-
maflige Selbsteinschitzungen sind weitere Mafinahmen, die das akti-
ve Lernen in dem Kurs unterstiitzen sollen (Das, 2023; Wallin &
Adawi, 2018; Trevelyan, 2010b). Studierende fithren wochentliche
Lerntagebiicher, erhalten regelméfiiges Peer-Feedback und reflektie-
ren ihre eigene Entwicklung in Bezug auf Kompetenzen wie Kom-
munikation und Selbstorganisation. Der Kurs adressiert insbesonde-
re die Entwicklung analytischer Fertigkeiten, Problemlosungskom-
petenzen, kreatives und kritisches Denken, Team- und Kommunika-
tionsfahigkeit, Selbstreflexion und Lernkompetenzen.

Die Priifung besteht aus drei Teilen: 1. Studierende untersuchen
Kompetenzdefizite in ausgewdhlten Ingenieurstudiengidngen euro-
péischer Universititen, 2. basierend auf der Analyse entwerfen sie
ein Lehr- und Lernkonzept, das hinsichtlich der festgestellten Kom-
petenzdefizite die Ingenieurausbildung verbessern soll, und 3. verfas-
sen sie ein Lerntagebuch, in dem sie sich kritisch mit ihrem eigenen
Lernprozess auseinandersetzen und diesen kontinuierlich hinterfra-
gen (Wallin & Adawi, 2018).
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Die Studierenden arbeiten in Gruppen und prisentieren ihre
Konzepte den anderen Gruppen im Kurs, von denen sie Feedback
erhalten. Der Erfolg des Kurskonzeptes wird mithilfe verschiede-
ner Ansitze gemessen und bewertet. Im Rahmen einer Begleitfor-
schung geben eine Auswertung der individuellen Lerntagebiicher,
eine Evaluierung, eine Vorher-Nachher-Umfrage zur Selbsteinschit-
zung des Kompetenzerwerbs sowie eine gemeinsame Sitzung, in
der das Kurskonzept diskutiert wird, Aufschluss dariiber, wie die
Studierenden das Konzept annehmen, welche Kompetenzen beson-
ders entwickelt bzw. gestarkt werden, aber auch, welche Herausfor-
derungen sich fiir die Studierenden ergeben (Winkens et al., 2024).
Bisherige Evaluierungen zeigen, dass der Kurs einen positiven Ein-
fluss auf die Entwicklung von Schliisselkompetenzen hat, welche die
Heranbildung einer verantwortungsvollen Ingenieurpersonlichkeit
unterstiitzen. Studierende schétzen insbesondere die Reflexion {iber
ihre Ingenieuridentitit und die Betonung von sozialer Verantwor-
tung. Kritisches Denken, Teamarbeit und Problemldsungsfihigkei-
ten wurden aus Sicht der Studierenden gestarkt. Gleichzeitig fordert
der Kurs das Bewusstsein fiir die Bedeutung einer holistischen Inge-
nieurausbildung, die soziale und technische Kompetenzen nicht nur
gleichwertig, sondern integriert behandelt (Winkens et al., 2024).
Indem der Kurs diese integrative Perspektive auf technische und so-
ziale Aspekte adressiert, stellen Studierende nicht nur Uberlegungen
zu ihrer eigenen Rolle als verantwortungsvolle Ingenieur*innen an,
sondern erkennen die Relevanz vielfiltiger Perspektiven und inter-
disziplindrer Ansitze fiir die Losung globaler Herausforderungen.

4.2 Masterkurs Social Development and Sustainability

Der Masterkurs Social Development and Sustainability hat zum Ziel,
Studierenden Kompetenzen fiir das interdisziplindre Arbeiten im
Kontext von Nachhaltigkeit zu vermitteln. Ein Hauptaugenmerk
wird dabei auf die soziale Nachhaltigkeit gelegt. Diese Nachhaltig-
keitsdimension wird oft vernachlassigt (Missimer et al., 2017), stellt
jedoch speziell in der anthropozentrischen Perspektive auf Nachhal-
tigkeit, wie etwa in der UN-Agenda 2030 fiir nachhaltige Entwick-
lung, eine zentrale Zieldimension nachhaltigen Handelns dar (Ver-
einte Nationen, 2015; Adelman, 2018). Den Studierenden werden
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soziologische Grundlagen vermittelt, um eine intersektionale Diver-
sitatsperspektive zu fordern. Die Studierenden sollen befahigt wer-
den, soziale Auswirkungen von Technologien und Infrastrukturen
auf diverse Personengruppen zu analysieren, wodurch eine Stirkung
des Bewusstseins iiber ihre soziale Verantwortung als angehende
Ingenieur*innen erreicht werden soll.

Der Kurs wird als interaktives Onlineformat fiir Masterstudieren-
de in den Bau-, Wirtschafts- und Umweltingenieurwissenschaften
sowie fiir Studierende der Soziologie angeboten. Da der Kurs auf
Englisch gehalten wird, ist er besonders bei internationalen und
Erasmus-Studierenden beliebt.

Das Seminarkonzept deckt die in Bosen et al. (2023) beschriebe-
nen Schritte 1-6 ab, um wissenschaftliche Inhalte interdisziplinir
zu vermitteln: 1. Die Inhalte, die den Studierenden im Seminar na-
hegebracht werden, beruhen auf dem aktuellen theoretischen State
of the Art der Nachhaltigkeitsforschung und der Soziologie (»ancho-
ring«); 2. die theoretischen Lehrinhalte werden in ingenieurwissen-
schaftliche Kontexte tibersetzt (»translating«); 3. die Inhalte werden
anhand von Beispielen aufbereitet (»exemplarity«); 4. fallbasierte
Erarbeitung der Seminarinhalte (»case-relatedness«); 5. Arbeiten in
Peer-groups (»participation«); 6. Evaluation des Seminars durch die
Studierenden und darauf aufbauende Uberarbeitung des Seminar-
konzepts zum nichsten Semester (»discussion and iteration«).

Fiir das »Anchoring« werden in den ersten Sitzungen die Grund-
lagen zu Nachhaltigkeitskonzepten (Brundtland, 1987; Biely et al.,
2018; Purvis et al., 2019; Farley & Smith, 2020) und Leaving
no one behind (LNOB) (The United Nations Sustainable Develop-
ment Group, 2022) vermittelt. Darauffolgend werden soziologische
Grundlagen zu sozialem Handeln und Konzepten wie Intersektiona-
litat (Crenshaw, 1989) gelehrt. An diese theoretischen Fundamente
anschlieflend wird Diversitit als eine zentrale Kategorie von sozialer
Nachhaltigkeit im Sinne von Shirazi und Keivani (2017) betrachtet.
Die Verbindung von Gender, Diversitit, Inklusion und Nachhaltig-
keit (Bosen et al., 2023) sowie die Normativitit entsprechender
Diskurse (Bosen & Leicht-Scholten, 2020) werden auflerdem einer
kritischen Diskussion unterzogen.

Mit Beginn der Lehrveranstaltung startet auch die Gruppenar-
beitsphase, in der Studierende das erworbene Theoriewissen unmit-
telbar in die (Ingenieur-)Praxis iibertragen (Maxime 2-5). Studie-
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rende suchen sich selbst einen Anwendungsfall, der Technologien
und/oder Infrastrukturen und eine Herausforderung im Kontext
Nachhaltigkeit umfasst. Dann erforschen sie den Fall unter Anlei-
tung in Kleingruppen iiber das Semester. Hierbei sollen sie die ge-
lernten Inhalte zu sozialer Nachhaltigkeit auf ihr Beispiel anwenden
und diese Inhalte damit kritisch reflektieren. Die Arbeitsschritte in
den Gruppenarbeitsphasen sind an den Arbeitsphasen des Design
Thinkings (Leicht-Scholten & Steuer-Dankert, 2020) angelehnt.

Die Gruppen werden so zusammengestellt, dass diese moglichst
divers sind. Dies bezieht sich auf den fachlichen Hintergrund, Stu-
diengang, Gender und Universititszugehorigkeit. Jede Gruppenar-
beitseinheit enthdlt eine konkrete Fragestellung, die dann in einem
limitierten Zeitrahmen bearbeitet wird. AnschliefSend folgt direkt
eine kurze Feedbackrunde im Plenum. Hier konnen Studierende
tiber die Gruppen hinweg berichten, was sie erarbeitet haben und
an welchen Punkten sie Unterstiitzung bendtigen. Das Ziel der
Gruppenarbeitsphase ist es, dass jedes Gruppenmitglied eine eigene
wissenschaftliche Forschungsfrage entwickelt, die auf den Anwen-
dungsfall bezogen ist und die Seminarthemen reflektiert. Der Fokus
liegt hierbei auf den sozialen Implikationen von ingenieurwissen-
schaftlichen Losungen. Thre Forschungsfragen sowie den jeweiligen
Forschungsplan fiir ihre finale Préisentation stellen die Studieren-
den am Ende des Semestervorlesungszeitraums im Plenum vor und
erhalten durch ein angeleitetes Peer-Review-Verfahren detailliertes
Feedback. Auch in diesem Peer-Review-Verfahren wird diskutiert,
wie die Seminarinhalte angewendet wurden. Die Studierenden set-
zen anschlieflend das erhaltene Feedback um und stellen ihre For-
schungsergebnisse am Ende des Semesters als Priifungsleistung in
Form einer wissenschaftlichen Prisentation vor.

4.3 Masterkurs Innovation & Diversity

Der Masterkurs Innovation ¢ Diversity, der ab dem Wintersemester
2025/2026 unter dem Titel Responsible Al for Engineers angeboten
wird, thematisiert die Wechselwirkungen zwischen Gender- und Di-
versititsperspektiven und der Entwicklung nachhaltiger und verant-
wortungsvoller Innovationen. Vor dem Hintergrund der zunehmen-
den Verbreitung Kiunstlicher Intelligenz (KI) in unterschiedlichen
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gesellschaftlichen und wirtschaftlichen Bereichen richtet sich der
Fokus des Seminars auf die ethische und verantwortungsbewusste
Gestaltung dieser Technologien.

Die Integration von maschinellen Lernsystemen und datenbasier-
ten Entscheidungsprozessen ist in den Ingenieurwissenschaften be-
reits seit Langem etabliert (Montdns et al., 2019). Die weitreichende
Adaption von KI-Systemen bringt jedoch neue Herausforderungen
fur sozial-verantwortliches Handeln hervor (Barocas et al., 2023).
Viele KI-Systeme unterscheiden sich von traditionellen digitalen
Systemen insbesondere durch ihre Opazitit und die Moglichkeit
einer kontextunabhédngigen Nutzung, wodurch sich die Technikfol-
genabschitzung als duflerst schwierig erweist (Metcalf et al., 2021).
Gleichzeitig haben diese Systeme tiefgreifende gesellschaftliche Aus-
wirkungen, die in Europa durch gesetzliche Rahmenwerke wie den
AI Act reguliert werden sollen (Verordnung 2024/1689). Viele dieser
Auswirkungen werden jedoch erst mit der zunehmenden und varia-
blen Anwendung der Systeme sichtbar, sodass eine prézise Vorher-
sage oft nicht moglich ist (Genus & Stirling, 2018). Daraus ergibt
sich die zentrale Frage, wie Entwickler*innen und Nutzer*innen von
KI-Technologien dazu befdhigt werden konnen, potenzielle Risiken
frithzeitig zu erkennen und ihnen verantwortungsvoll zu begegnen.

Das Seminar widmet sich der Konzeption von Responsible Al,
einem interdisziplindren Ansatz, der ethische, rechtliche, gesell-
schaftliche und technische Perspektiven auf KI verbindet (Dignum,
2020). Fir die inhaltliche Ausrichtung hat sich die Orientierung an
Prinzipien wie Fairness und Diversitat, Transparenz, Verantwortung
und Schuldigkeit, Datenschutz und Uberwachung sowie dem Prin-
zip des Nichtschadens, das die Vermeidung von Schaden als grund-
legende ethische Leitlinie setzt, als zielfithrend erwiesen (Nguyen
et al., 2023). Aufgrund der Unvorhersehbarkeit und Opazitit von KI-
Technologien sind regelgeleitete Handlungen nicht effizient und ein
verantwortungsvoller Umgang erfordert eine kontinuierliche Uber-
legung und Abwigung. In diesem Sinne greift das Seminar den
von Donna Haraway gepragten Begrift der »response-ability« auf,
der die Fahigkeit beschreibt, flexibel auf verdnderte Rahmenbedin-
gungen und unerwartete Herausforderungen zu reagieren (Haraway,
2012). Daher orientiert sich das Seminar zwar inhaltlich-thematisch
an den genannten ethischen Prinzipien, stellt methodisch jedoch die
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Ausbildung eines - im einleitend erlduterten Sinne - tugendhaften
Charakters in den Vordergrund.

Das Seminar verfolgt das Ziel, Studierende dafiir zu sensibilisie-
ren, dass technologische Innovationen - insbesondere KI-Systeme
- nicht wertneutral sind, sondern stets die Perspektiven und Vor-
annahmen ihrer Entwickler*innen widerspiegeln.” Weiterhin sollen
Studierende befahigt werden, das Wohlergehen von Menschen und
Gesellschaft bei der Entwicklung und Nutzung von KI-Systemen zu
priorisieren und somit verantwortungsvoll mit KI-Systemen umzu-
gehen. Das Seminar richtet sich an Masterstudierende der Studien-
giange Bauingenieurwesen, Wirtschaftsingenieurwesen, Umweltinge-
nieurwissenschaften, Sustainable Management — Water and Energy,
Construction & Robotics, Soziologie sowie Technik-Kommunikati-
on. Es wird in englischer Sprache angeboten.

Das Seminar ist in mehrere, aufeinander aufbauende Phasen ge-
gliedert. Zu Beginn erhalten die Studierenden eine Einfithrung in
die technischen Grundlagen von KI-Systemen, lernen unterschiedli-
che Typen und Anwendungsszenarien kennen und analysieren Fall-
beispiele, die gesellschaftlich kontroverse oder kritische Aspekte von
KI verdeutlichen. Parallel dazu setzen sie sich mit grundlegenden
ethischen Konzepten sowie moralischen Dilemmata auseinander.
Anschlieffend wiahlen die Studierenden thematische Schwerpunkte
und ordnen sich Arbeitsgruppen zu, die sich jeweils mit einem
der zentralen ethischen Prinzipien wie Fairness, Transparenz, Ver-
antwortung oder Datenschutz auseinandersetzen. Diese Gruppenzu-
ordnung bildet die Grundlage fiir die weiteren Seminaraktivititen
und die Priifungsleistung, die in drei aufeinander abgestimmten
Schritten erfolgt: Zunichst beschiftigt sich jede*r Studierende eigen-
standig mit wissenschaftlicher Literatur zum gew&hlten Thema und
beantwortet reflexive Leitfragen, um die theoretischen Grundlagen
kritisch zu durchleuchten und eigenstindige Perspektiven zu entwi-
ckeln. Im zweiten Schritt erarbeiten die Gruppen eine 70-miniitige
Sitzung, in der sie in der Rolle von Expert*innen ihre Ergebnisse
présentieren, relevante Definitionen und Konzepte erldutern und
den Bezug zu einem technikwissenschaftlichen Beispiel herstellen.
Dartiber hinaus konstruieren sie ein moralisches Dilemma, das die

7 Siehe auch den ersten Teil (Grundlagen und ethische Aspekte) des vorliegenden
Sachstandsberichts.

97

- &m 18.01.2026, 21:10:33.


https://doi.org/10.5771/9783495990223
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Sebastian Bernhard et al.

ethischen Herausforderungen der jeweiligen Thematik verdeutlicht
und zur kritischen Diskussion im Kurs anregt. Abschlieffend verfas-
sen die Studierenden ein Reflexionspapier, in dem sie die Inhalte
der Prisentationen verarbeiten, ihren individuellen Lernfortschritt
beurteilen und die diskutierten Themen kritisch einordnen.

Evaluationen zeigen, dass das Seminar grundsitzlich auf positive
Resonanz bei den Studierenden st6fit (Moreno et al., 2024). Die
methodische Kombination aus theoretischer Auseinandersetzung,
praktischer Anwendung und reflektierter Diskussion tragt nicht nur
zur Entwicklung eines fundierten Verstdndnisses ethischer Prinzipi-
en bei, sondern fordert auch die Fahigkeit, moralische Urteile in
komplexen technischen Kontexten zu treffen. Dabei lernen Studie-
rende, Verantwortung als einen fortlaufenden Reflexionsprozess zu
begreifen und ethische Uberlegungen in ihre berufliche Praxis zu
integrieren.

5. Fazit & Ausblick

Im Anschluss an die Vorstellung der einzelnen Lehrveranstaltungen
des GDI soll nun abschlieflend resiimiert werden, welchen Beitrag
die in den Kurshinhalten herangezogenen und vermittelten Gender
and Diversity Studies fiir eine zukunftsorientierte Ausbildung sozial-
verantwortlicher Technikwissenschaftler*innen leisten. Wie sich in
der Présentation der Vorlesungen, Seminare und Praktika gezeigt
hat, sind gender- und diversitéitssensible Lern- und Lehrkonzepte
in der Lage, den Blick von Ingenieurstudierenden iiber den natur-
wissenschaftlich-technischen Horizont hinaus zu erweitern. Die Be-
trachtung, Beriicksichtigung und Bewaltigung genuin ethisch-sozia-
ler Problemstellungen wird hierbei als integraler und unverzichtba-
rer Bestandteil einer ganzheitlichen Ingenieurpraxis vermittelt. In
Kursevaluationen wurde iiber die Veranstaltungen und Semester
hinweg durchgingig festgestellt, dass Ingenieurstudierende die ange-
botenen Lehrkonzepte positiv beurteilen und annehmen. Und auch
der Umstand, dass viele Studierende vor allem neue personliche
Einsichten in ihren beruflichen Verantwortungsbereich gewinnen
konnten, die ohne eine interdisziplindre Verbindung von Technik-
wissenschaften, Sozialwissenschaften und Ethik nur schwer im Inge-
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nieurstudium zu erlangen sind, bestitigt die Wirksamkeit des Lehr-
konzepts.

Wenn wir eingangs die grofle Bedeutung hervorgehoben haben,
die in der Abkehr von einer ausschliefflich durch Verhaltenskodizes
erfolgenden ethischen Wertevermittlung besteht, so kénnen wir fest-
halten, dass die gender- und diversititssensiblen Kursangebote des
GDI zu einer solchen Wende beitragen konnen. Im Sinne eines
tugendethischen Ingenieurverstindnisses unterstiitzen die Lehrver-
anstaltungen die Bildung verantwortungsbewusster, aufmerksamer
und kritischer Ingenieurpersonlichkeiten, indem sie mit teils inno-
vativen didaktischen Methoden den Raum fiir Aufkldrung, Sensibili-
sierung, Engagement und praktische Erfahrung schaffen. Dies allen
voran fiir Themengebiete und Problemfelder wie Gender, Diversi-
tat und Nachhaltigkeit, welche von ausgesprochener gesellschaftli-
cher Relevanz sind, allerdings im konventionellen Ingenieurstudium
nach wie vor zu oft vernachldssigt werden. Damit befindet sich
das Lehrkonzept des GDI auch im Einklang mit dem vorgestellten
Qualifikationsrahmen fiir deutsche Hochschulabschliisse (HQR):
Auf der Bachelor-Ebene fordert das Lehrkonzept das grundsitzliche
Wissen und Verstehen in Bezug auf die spezifische Verantwortung
von Ingenieur*innen fiir Gesellschaft und Umwelt. Es wird auf aktu-
elle Forschungen aus den gender- und diversititssensiblen Science
and Technology Studies zuriickgegriffen, wobei bereits kontextspezi-
fische Vertiefungen und erste praktische Anwendungen folgen. Auf
der Master-Ebene schlieflen sich weiterfithrende Vertiefungen in
komplexere, interdisziplindr bestimmte Fragestellungen an. Studie-
rende werden zusitzlich angeleitet, selbststindig differenzierte Ent-
scheidungen zu treffen, die ethische und soziale Aspekte integrieren.
Jeder einzelne der vorgestellten Kurse leistet also seinen Beitrag zur
Heranbildung einer verantwortungsvollen Ingenieurpersonlichkeit,
indem er innovative holistische, kritisch hinterfragende und ethisch
fundierte Lehrkonzepte in das Ingenieurstudium hineintragt.

Trotz der wegweisenden Impulse fiir die ingenieurwissenschaftli-
che Ethikdidaktik, die der ganzheitliche Lehr- und Lernansatz des
GDI bietet, bestehen nichtsdestoweniger Einschrankungen und He-
rausforderungen bei der Implementierung des Konzepts. So muss
zundchst eingerdumt werden, dass die Masterkurse Wahlfacher sind
und daher nicht gewdhrleistet ist, dass alle Studierenden eine vertief-
te Auseinandersetzung mit diesen Inhalten in ihrem Studium durch-
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laufen. Zudem reichen die im Bachelor vermittelten Grundlagen
nicht immer aus, um komplexe ethische Fragestellungen im techni-
schen Kontext vollstandig zu durchdringen, da die Anforderungen
in den Masterkursen ein héheres Reflexionsniveau voraussetzen. Ob
die Zielsetzungen der Kurse erreicht werden, hiangt also zu einem
nicht unerheblichen Teil von der Bereitschaft und dem Interesse der
einzelnen Studierenden ab, sich fiir eine interdisziplindre, ethisch-
soziale Betrachtungsweise zu 6ffnen. Ganz abgesehen davon, dass
die Interdisziplinaritdt der Lehrveranstaltung nicht blof3 inhaltlicher
Art ist, sondern Studierende mit diversen fachlichen Hintergriinden
und entsprechendem Vorwissen an ihnen teilnehmen konnen, was
mitunter die Verstindigung im Kurs beeintréachtigt. Die wohl grofi-
te Herausforderung beziiglich der Kursimplementierungen besteht
hingegen darin, dass bislang nicht klar ist, inwiefern etwaige Lehran-
gebote tatsdchlich zu einer anhaltenden verantwortungsvollen Hal-
tung bei Ingenieur*innen auch in ihrer Berufspraxis fithren. Hierfiir
wiren langfristige Studien nétig, die eine Wirksamkeit iiber das
Studium hinaus belegen.

Damit eine nachhaltige Implementierung und Weiterentwicklung
der innovativen Lehrkonzepte im Ingenieurstudium ermdglicht und
gesichert wird, ist zudem eine Institutionalisierung der Gender and
Diversity Studies offensichtlich unabdingbar und sollte fiir die Zu-
kunft angestrebt werden. Es sind dafiir vor allem Professuren notig,
die iiber das entsprechende spezialisierte Fachwissen der Gender
and Diversity Studies im Kontext der Ingenieur- und Technikwissen-
schaften sowie der Science and Technology Studies verfiigen (Trujil-
lo et al., 2023). Nur so kann es gelingen, die in diesem Beitrag aus-
gefithrten wesentlichen und gesellschaftlich bedeutsamen Themen
tiber einzelne interessierte Studierende hinweg fest im Studium zu
verankern.

Wihrend eine Verschrankung der Erkenntnisse der Gender- und
Science and Technology Studies sowie der Technik- und Ingenieur-
wissenschaften international bereits gut etabliert ist (wie z.B. in
Nordeuropa, Kanada und den USA), findet dieser Transfer in
Deutschland héchstens rudimentér statt. So wurden in den letzten
Jahren zwar vermehrt Professuren mit Gender-Denomination eta-
bliert, doch sind diese zumeist in den Geistes- und Sozialwissen-
schaften verortet, oder wurden in den MINT-Fachern nur befristet
eingerichtet. Institutionalisierte Professuren in den ingenieurwissen-
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schaftlichen Fakultiten selbst, mit einer curricularen Verankerung
in der Lehre, sind die Ausnahme (Trujillo et al., 2023). Und auch
wenn aktuell vermehrt Professuren mit Gender-Denomination in
den Technikwissenschaften eingerichtet werden, so sind die Gender
Studies aktuell weltweit vermehrt Angriffen und Anfeindungen aus-
gesetzt. Die Autor*innen des UN Human Rights Reports »Gender
Equality and Gender Backlash« formulierten schon 2020, dass es in
den letzten Jahren einen erheblichen Riickschlag gegen Frauenrechte
und den Begriff »Gender« gegeben hat und sich eine inzwischen
sehr breit aufgestellte Anti-Gender-Bewegung aus konservativen Ak-
teur*innen entwickelt hat, die gegen die sogenannte »Gender-Ideo-
logie« kampfen (Radacdi¢ & Facio, 2020). Dazu zdhlen nicht nur
religiose Gruppen, sondern vermehrt auch Regierungen und soziale
Gruppierungen.

Auch in Deutschland hauft sich die programmatische Ablehnung
einer ganzen Disziplin und droht, massiv in die Freiheit von For-
schung und Lehre einzugreifen. Mit einem Angriff auf die Gender
Studies wird ein Prazedenzfall geschaften, der sich auch beliebig auf
andere wissenschaftliche Disziplinen und Arbeitsfelder ausweiten
lasst. Eine aktuelle Erklarung der Fachgesellschaft Geschlechterstu-
dien fordert auf, den Angriffen auf die Freiheit von Forschung und
Lehre entschlossen entgegenzutreten: »Die Wissenschaftsfreiheit ist
mit Artikel 5, Absatz 3 des Grundgesetzes (GG) vor politischen Ein-
griffen geschiitzt und als Menschenrecht weltweit verbiirgt. Sie bil-
det einen unverzichtbaren Bestandteil demokratischer Staaten und
ihrer politischen Ordnung« (Finzsch, 2025).

Im Sinne der sozialen Verantwortung sind deshalb alle Akteur*in-
nen im Wissenschaftssystem gleichermaflen gefordert, die Angriffe
auf die Gender Studies auch als Angriffe auf unsere demokratische
Freiheit und die Freiheit der Wissenschaften zu verstehen.
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