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Abstract: Adoption of pre-trained large language models (LLMs) across an increasingly diverse range of tasks and domains poses significant 
problems for authorial attribution and other basic knowledge organization practices. Utilizing methods from value-sensitive design, this paper 
examines the theoretical, practical, and ethical issues introduced by LLMs and describes how their use challenges the supposedly firm bound-
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1. Introduction 
 
Problems concerning authorial attribution have long been 
at the heart of knowledge organization (KO) practice. Au-
thority records, author sets, and authorized access points 
have been developed to standardize how works associated 
with particular individuals, groups, communities, and insti-
tutions are collated, named, and displayed, and these various 
approaches have fruitfully aided collection management, 
data curation, and information retrieval in a multitude of 

different settings. Yet KO scholars and practitioners have 
long warned of the conceptual and practical limitations as-
sociated with these industry-standard approaches, noting 
that the intellectual boundaries separating particular works 
and authors are not as clear-cut as title pages and bylines 
might suggest. Networks of influence, professional collabo-
ration, cultural exchange, and interpersonal support gener-
ally complicate our ability to conclusively declare which 
ideas belong to whom, a reality often flatted in reasonable 
attempts to solve consequential information problems. 
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Nonetheless, these underlying limitations persist, issues 
that have been further exacerbated by the use of pre-trained 
large language models (LLMs) in many creative domains. 
Svenonius (2009) notes that authorship has become increas-
ingly “diffused” since the time Charles Cutter published his 
Rules for a Printed Dictionary Catalogue (1875), a de-
scriptor that accurately characterizes how LLMs are cur-
rently developed, accessed, and operated. The streamlined 
integration of these models into chatbots, writing tools, and 
search engines has further maximized usability while simul-
taneously obscuring the immense amount of labor and re-
sources behind the technology, but these underlying rhi-
zomatic qualities inevitably become an issue when ques-
tions of authorship are brought to the fore. In this paper, we 
will explore how this situation affects plagiarism allegations, 
focusing specifically on concerns raised in the field of 
higher education. 
 
1.1. Context and Background 
 
OpenAI’s release of ChatGPT in November 2022 triggered 
near-immediate concerns across college campuses. Perhaps 
still on guard from a reported rise in cheating attributed to 
the remote-instruction phase of the COVID-19 pandemic 
(Jenkins et al. 2022; Dey 2022), administrators and faculty 
quickly began speculating about widespread chatbot mis-
use. An abundance of largely hyperbolic news coverage 
questioning ChatGPT’s ability to “replace humans” (Lock 
2022) no doubt exacerbated these anxieties, leading to con-
cerns about “radical consequences for teaching and learn-
ing” (Dolan 2023). As is common with these types of tech-
nological innovations, the panic subsided almost as quickly 
as it emerged, leaving in its wake a lingering malaise and am-
bivalence. Although concerns persist about the use of gen-
erative AI for cheating, university talking points now strike 
a balance of offensive disciplinary policies and practical rec-
ommendations for productive classroom integration (e.g. 
University of Washington 2023; UCLA 2023; University of 
Wisconsin-Madison 2023). As the pedagogical value of 
ChatGPT and its competitors continues to be explored 
(Kasneci et al. 2023), educators are finding new ways to uti-
lize these sophisticated language models without compro-
mising the integrity of their teaching.  

While some schools are attempting to outright ban all 
applications of generative AI, others view its use by stu-
dents, staff, and faculty as inevitable; user-friendly interfaces 
can make ChatGPT-like tools too tempting to resist, and 
this allure is only heightened by the social, professional, and 
economic pressures looming over learners and teachers 
alike. Complicating matters further is the embedding of 
these models into preexisting information structures, such 
as the utilization of ChatGPT by Khan Academy and 
Quizlet (OpenAI n.d.) or Anthropic’s partnerships with 

Slack and Zoom (Anthropic n.d.). As the line between 
“chatbot” and “research tool” is further blurred, determin-
ing where cheating starts and stops becomes increasingly 
more difficult. Viewed from this perspective, initial warn-
ings about how ChatGPT will “upend longstanding con-
cepts of plagiarism, authorship, ownership, and learning” 
are not entirely unfounded (McCarthy 2023). However, 
with these new challenges comes an opportunity to revisit 
institutional norms, question our preexisting assumptions 
about their conceptual validity, and advocate for updated 
values that match the current moment.  
 
1.2. Paper Goals and Structure 
 
This paper seeks to address the implications of LLMs for KO 
authorial attribution and student plagiarism claims. Follow-
ing a review of our methods and theoretical framework, we 
provide a technical summary of LLMs and introduce relevant 
literature from the field of natural language processing 
(NLP). Next, we review theories of authorship within KO, 
focusing primarily on Soos and Leazer’s concept of the “au-
thor-as-node” (2020). Building upon this network theory, we 
proceed to discuss the various authorship-related issues intro-
duced by generative AI, describing through a hypothetical 
value scenario (Friedman et al. 2017) how the nature of pre-
trained models—as well as their creative outputs—compli-
cate the supposedly firm boundaries separating specific 
works and creators. With these considerations in mind, we ex-
pand the author-as-node framework using the concept of 
“communicative intent” (Bender et al. 2021). To conclude, 
we reiterate and reaffirm previously acknowledged concerns 
about “the author” as a distinct categorical entity while main-
taining the importance of idea attribution for personal devel-
opment and community accountability.  
 
2. Methodology and Theoretical Framework 
 
The content generated by LLMs relies upon actions and in-
puts from a multitude of sources, a collection of stakehold-
ers including, but not limited to, the end user who inputs a 
query; the engineers, programmers, and researchers who 
build the model; the designers who develop the front-end 
interface; the organizations, institutions, and companies 
funding the project; the people who synthesize and publish 
the training data; and the innumerable individuals respon-
sible for the content and information represented in those 
immense datasets. Operating within complex rhizomatic as-
semblages (Deleuze and Guattari 1987), each of these stake-
holders is inextricably influenced by an untold number of 
professional, social, technical, and cultural factors that can-
not be entirely understood or documented. Attempting to 
note all of these factors will inevitably miss something, and 
any such list can be much longer or shorter depending on 
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where and at what level one draws the system’s boundaries. 
For example, if attribution is given to developers and pro-
grammers of a certain LLM, should attribution also be 
given to the developers and programmers behind the base 
open-source code those people likely built from? Determin-
ing where the intellectual and technical labor responsible 
for an LLM starts and ends is deceptively difficult, a di-
lemma that is only further exacerbated as proprietary mod-
els become embedded within third-party programs and in-
terfaces. As LLMs are used by tech companies to further de-
velop and refine their products, it is becoming increasingly 
impossible to avoid these models entirely.  

Approaching our work through this kind of assemblage 
thinking, this paper theorizes about the implications of 
LLM authorship on KO. Focusing on notions of plagiarism 
and academic integrity, we ultimately question how textual 
works generated entirely or in part by large language models 
differ from those created through more traditional publish-
ing means. Utilizing goals and methods from value-sensitive 
design (Friedman and Kahn 2007; Winkler and Spiek-
ermann 2018)—notably stakeholder analysis and value sce-
narios (Friedman et al. 2017)—we examine the primary 
technical components of LLMs and analyze key life-cycle 
phases of its generated content. In doing so, we do not at-
tempt to offer a complete picture of the harms and benefits 
of LLM usage, nor do we provide an exhaustive list of the 
victims and benefactors attached to any particular enter-
prise. Rather, motivated by social discourse surrounding 
ChatGPT’s place on college campuses, we offer one primary 
value scenario of how a student might use the program to 
complete a writing assignment; we then weigh the risks and 
benefits of their action, focusing primarily on concerns re-
lated to plagiarism and academic dishonesty. Throughout 
this work, we aim to offer a balanced perspective on the issue 
that acknowledges the valid pedagogical concerns raised by 
this technology while also emphasizing its similarity to 
other situations previously described in the KO literature. 
Given the abundance of thoughtful KO scholarship fo-
cused on the problems of authorship, we believe the disci-
pline is uniquely positioned to address this timely issue.  
 
3. Technical Overview of LLMs for KO  
 
Language modeling is the task of computationally repre-
senting how humans use language. In practice, language 
models typically predict and generate a sequence of words 
given another sequence as context. These models are a use-
ful component of nearly every kind of NLP system, from 
automatic speech recognition to machine translation to nat-
ural language generation.  

Language models based on neural networks are far and 
away the most common types used today. The simplest type 
of neural language model is a feed-forward neural network 

(Bengio et al. 2003), which is composed of a number of layers 
containing sets of units typically referred to as “neurons.” 
The first layer is an embedding layer, which converts the indi-
vidual words of an input into vectors of numeric values. Every 
unit—or neuron—of this embedding vector is connected to 
every neuron in the next layer through a weight and a bias 
value. The first stage of computation applies those weights 
and biases to the initial vector; a nonlinear function (such as 
a sigmoid function) is then applied to the initial vector to de-
termine the values of each neuron in the second layer. The 
neurons in the second layer are similarly connected to the 
neurons of the third layer, and so on. More complex types of 
neural models incorporate different types of connections be-
tween neurons, which are necessary to account for the se-
quential nature of text data. Weights and biases are generally 
referred to as “parameters,” and a model’s size is usually de-
scribed by its number of parameters. 

During training,[1] neural language models are optimized 
on token prediction tasks, where they must predict output 
text based on an input. Input text is first split into a se-
quence of tokens, which are typically words or sub-word 
pieces. These tokens are then mapped to corresponding vec-
tors, which are then run through the matrices that comprise 
the model’s parameters. The output of this computation is 
another sequence of vectors. This sequence can then be 
compared against the expected output, which is tokenized 
and mapped in the same manner. The result of this compar-
ison is a loss score, which determines the degree to which 
the generated output differs from the expected output. Us-
ing the Chain Rule from multivariable calculus, the training 
routine updates the model’s parameters to reduce the loss 
score; in other words, the parameters are modified to in-
crease the similarity between the actual and expected out-
puts. This process repeats for every input/output pair in the 
training data. Typically, training concludes after many full 
passes (called “epochs”) over the training data. 

Neural language model training results in what is re-
ferred to as a parametric memory: language models distill 
and “memorize” their training data in their parameters to 
produce output that aligns with the observed data patterns. 
This parametric memory is the sum total of the “knowl-
edge” that a language model has. After training, a purely 
generative language model has no access to its training data 
and cannot access any additional external information.  

Once trained, an LLM produces new text by ingesting an 
input: splitting given text into a sequence of tokens, map-
ping those tokens into corresponding vectors, and running 
those vectors through its parameters. The model produces 
output by iteratively predicting the vector of the next token 
in the sequence. In other words, it predicts the most likely 
continuation of the input, based on the information stored 
in its parametric memory. 
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2.1. Scaling Up: The Birth of Large Language Models 
 
In 2017, the advent of a specialized type of neural network, 
called a Transformer, gave rise to a new era in language mod-
eling (Vaswani et al.). One of the first examples of a Large 
Language Model is BERT, a Transformer-based language 
model that advanced the state of the art on many common 
NLP benchmark tasks (Devlin et al. 2019). 

The shift to Transformer-based language models marked 
an increase in both the size of models and the data used to 
train them. BERT has approximately 110 million parame-
ters—which is relatively massive compared to its contempo-
raries—and a similarly large training corpus: English Wik-
ipedia, which included 2.5 billion words in the version the 
authors used; and BookCorpus (Zhu et al. 2015), which 
contained around 800 million words pulled from approxi-
mately 11,000 unpublished books scraped from Smash-
words. Following BERT was a flood of pre-trained language 
models, with notable examples including ERNIE (Zhang et 
al. 2019), GPT-2 (Radford et al. 2019), XLNet (Yang et al. 
2019), BART (Lewis et al. 2020), T5 (Raffel et al. 2020), 
and GPT-3 (Brown et al. 2020).  

The creation of GPT-3 in 2020 marked the apex of in-
creases to model size; it has a whopping 175 billion parame-
ters, almost 1,600 times larger than BERT. GPT-3’s gigantic 
scale came along with, of course, a gigantic training set, con-
taining English Wikipedia and BookCorpus along with the 
CommonCrawl dataset, which is a web crawl dataset con-
sisting of the text from billions of web pages. Like BERT 
before it, GPT-3 showed impressive performance gains on a 
variety of NLP tasks.  

GPT-3 also marked the beginning of a new LLM para-
digm. Previous LLMs were usually not directly applied to 
specific tasks of interest. Instead, researchers would down-
load a pre-trained language model like BERT and train its 
parameters further on a smaller set of task-specific data—a 
process known as fine-tuning. Because GPT-3 was released 
closed-source, its users could not simply download the 
model and train it further. However, GPT-3 achieved im-
pressive performance without being fine-tuned, through a 
method called in-context learning (ICL; Brown et al. 2020). 
To apply ICL, a user supplies a “prompt” to the model that 
includes a handful of in-context demonstrations (e.g. a few 
examples of English sentences paired with their French 
translations) along with their input to the model (e.g. a new 
English sentence), and the model is expected to produce 
output in the format represented by the demonstrations 
(e.g. the French translation of the input). In this way, GPT-
3 functions as a general-purpose LLM: it is intended to be 
used on a wide variety of tasks, with no need (or option) for 
customization. 
 

2.2. Data 
 
For the reasons described above, massive corpora are neces-
sary to create large language models. Neural language mod-
els get their power from their parametric memory, and their 
parametric memory comes from the data the models ingest 
during training. Unfortunately, the sheer size of these cor-
pora means that researchers who create or use them cannot 
be fully aware of what they contain (Paullada et al. 2020). 
The opacity of many of these large datasets is due to what 
Bender et al. (2021) call “documentation debt,” which is “a 
situation where the datasets are both undocumented and 
too large to document post hoc” (615). Numerous audits of 
large machine learning datasets have found that they con-
tain non-trivial amounts of unwanted content (Dodge et al. 
2021), copyright violations (Bandy and Vincent 2021), sex-
ually explicit material (Birhane et al. 2021), and hate speech 
(Gehman et al. 2020). For a more detailed critique of prac-
tices surrounding the collection and use of machine learn-
ing datasets, see Paullada et al. (2020). 

CommonCrawl exemplifies the problem of documenta-
tion debt. The dataset is an effort by The Common Crawl 
Foundation to “[democratize] access to web information by 
producing and maintaining an open repository of web crawl 
data” (Common Crawl n.d.). As of April 2023, Com-
monCrawl contains 3.1 billion web pages (Nagel 2023). An 
analysis by Luccioni and Viviano (2021) found that around 
5% of the web pages included in CommonCrawl contain hate 
speech and slurs. There have been many efforts to filter Com-
monCrawl (most notably C4; Raffel et al. 2020), including 
by Brown et al. (2020) during their creation of GPT-3. How-
ever, it is virtually impossible to comprehensively filter or au-
dit a dataset of this scale. Additionally, as Bender et al. (2021) 
point out, the nature of Internet data means that datasets like 
CommonCrawl necessarily overrepresent the voices of 
young, male Internet users in developed countries at the ex-
pense of other cultures, worldviews, and experiences. 

With language models as large and complex as GPT-3, it 
can be difficult to conceptualize the links between the data 
it was trained on and the output it produces. However, an 
understanding of the training data used to train an LLM 
should be in the foreground of any attempt to determine 
the authorship of its output. 
 
2.3. Where we are now: ChatGPT 
 
Most of OpenAI’s current state-of-the-art models are direct 
descendants of GPT-3[2]—or, more specifically, of In-
structGPT (Ouyang et al. 2022). What differentiates In-
structGPT from the initial version of GPT-3 is mainly two 
new phases of training called instruction tuning and rein-
forcement learning from human feedback (RLHF).  
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Instruction tuning is an extension of pre-training in 
which the model is trained on a dataset containing pairs of 
instructions (such as writing prompts or math problems) 
and answers. The motivation behind this training is to align 
the model with its intended downstream application: users 
will input a prompt and define a target output format with 
the expectation that the model will generate a response con-
forming to their specifications (Ouyang et al. 2022). Still ac-
cording to the authors, to train InstructGPT, OpenAI col-
lected a set of instructions and answers from human la-
belers, including users of GPT-3 and paid contractors. The 
resulting dataset has not been released. RLHF follows both 
pre-training and instruction tuning, and this phase may 
even continue once the model is deployed (as is the case with 
ChatGPT (OpenAI 2022). During this phase of training, 
human judges are presented with multiple model outputs 
for the same prompt and asked to rank them in order of 
quality (OpenAI 2022). Once successfully trained on this 
feedback, the model is more likely to produce output similar 
to the higher-rated examples. 

OpenAI has stated that its motivation for using RLHF is 
to “make artificial general intelligence (AGI) aligned with 
human values and follow human intent” (Leike et al. 2022). 
In practice, Ouyang et al. (2022, 10) accomplish this by 
“[having] labelers evaluate whether an output is inappropri-
ate in the context of a customer assistant, denigrates a pro-
tected class, or contains sexual or violent content”. 
 
2.4.  Human Language Production and LLM Text 

Generation 
 
ChatGPT and its ilk are undoubtedly impressive technolog-
ical feats. After a brief interaction with OpenAI’s chatbot, 
many users are surprised by its apparent mastery of the Eng-
lish language. However, Bender et al. (2021) provide a cau-
tionary reminder for interpreting LLM-generated text: "co-
herence [is] in the eye of the beholder" (616). LLMs might 
appear to understand human language and produce mean-
ingful output in response, but that meaning is actually cre-
ated by their human interlocutors, not the LLMs them-
selves (Bender and Koller 2020).  

Human communication "takes place between individu-
als who share common ground and are mutually aware of 
that sharing (and its extent), who have communicative in-
tents which they use language to convey, and who model 
each others’ mental states as they communicate" (Bender et 
al. 2021, 616). Language models, having no experience of 
the world beyond the tokens in their training data, do not 
share common ground with their human users and lack 
both communicative intents and mental states. When a per-
son reads text generated by an LLM, it may seem as though 
there is thought or affect behind the response. This is not 
the case, and the illusion of communication comes from our 

own human linguistic capabilities: "our perception of natu-
ral language text, regardless of how it was generated, is me-
diated by our own linguistic competence and our predispo-
sition to interpret communicative acts as conveying coher-
ent meaning and intent, whether or not they do" (Bender et 
al. 2021, 616).  
 
4. Works and Authorship Theory in KO 
 
LLMs process trillions of forms and learn to recognize sta-
tistically significant patterns in their usage, but this is not 
the same thing as understanding their meaning (Saussure 
1959). Just as a copy of Wuthering Heights is a representa-
tion of Emily Brontë's work and not the work itself, the 
forms used to pre-train an LLM are not intrinsically mean-
ingful. This distinction affects how we describe the func-
tionality of generative language models and impacts how we 
create, store, and access documentation through a knowl-
edge organization system (KOS).  
 
4.1. The Conceptual Structure of a Work 
 
Smiraglia explains that “works are core narratives in every 
part of human experience—from sacred texts to legal foun-
dations to iconic structures to iconic novels” (2019, 311). 
While we tend to engage with these “mentefacts” (Gnoli 
2018), or mental constructs, through physical artifacts, “a 
work is abstract at every level, from its creator’s conception 
of it, to its reception and inherence by its consumers” (Smi-
raglia 2019, 310). From an information retrieval perspec-
tive, these conceptual problems are typically circumvented 
by forming records around specific items. Hypothetically 
speaking, identifying the title of a bibliographic object is a 
straightforward activity; a brief glimpse at a book cover or 
title page is usually enough to accomplish the task. From 
there, assigning the author should be similarly easy.  

While nice in theory, there are at least two factors that 
complicate the description of linear author-work associa-
tion. 
 
1. Different manifestations of a particular work can exhibit 

significant deviations from the original expression.  
2. Since works are abstract concepts, determining the 

boundary where one ends and another begins is funda-
mentally a matter of perception. 

 
To the first point, take Wuthering Heights. According to 
Resource Description and Access (RDA) guidelines, all ver-
sions of the novel are to be collocated under the same nom-
inal authorized access point (AAP) associated with the orig-
inal manuscript: Emily Brontë. Editions published in 1848 
and 1948 will likely have different covers and exhibit cos-
metic editorial differences, but, by and large, few would 
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deny both are versions of the same work. But how much can 
a particular representation be changed before it is no longer 
Wuthering Heights? For example, under the entity-relation-
ship model at the core of the Functional Requirements for 
Bibliographic Records (FRBR), translations of a work 
should be primarily associated with the original author. 
This means a Hebrew edition of the text will be attributed 
to Brontë even though, at the time she penned her novel, the 
language had yet to be revitalized for general use.  

On the one hand, this Hebrew translation will hopefully 
preserve the abstract work concept intended by Brontë; as 
such, her creative labor deserves recognition. On the other 
hand, using her name as the primary AAP “inevitably deval-
ues the role of the translator and ignores the creative license 
and labor required in the translation process” (Soos and 
Leazer 2020, 486). Translating is not a one-to-one process 
in which individual words are simply swapped for identical 
ones of another language. A talented translator will exhibit 
fluency in the source and target languages, possess a deep 
knowledge of the particular work, and utilize various lin-
guistic tools to articulate its essence. So, while the goal is to 
maintain both the semantic and affective qualities evoked 
by Brontë, a translator’s unique choices can severely alter a 
reader’s experience. 

To the second point, as abstract concepts, works are sub-
ject to the same factors that impact all perceptive activities. 
While writing her book, Brontë both purposefully and im-
plicitly built on the things she had previously read, the peo-
ple she knew, and the social context in which she lived to 
create something new. When a reader engages with Wuther-
ing Heights, their understanding of her work is influenced 
by similarly personal factors—and, having now interacted 
with the novel, it is difficult to know how her ideas might 
impact their own creative production. In some kind of au-
thorial butterfly effect, if Jim Steinman had never read 
Wuthering Heights, he might not have been inspired to 
compose “It's All Coming Back to Me Now” (popularized 
by Celine Dion). Still, regardless of the fact that he has ex-
plicitly cited Brontë’s story as the primary inspiration be-
hind the song, the two are unanimously viewed as distinct 
works. 

Within the FRBR model, the concept of a “super work” 
(Svenonius 2009, 38) seeks to situate derivative works, like 
Steinman’s, as “ideational nodes within the set” (Smiraglia 
2019, 313). An influential entity like Wuthering Heights 
can be viewed as a primary connective node within an in-
stantiation (Smiraglia 2007, 182) or textual identity net-
work (Leazer and Furner 1999), but this core progenitor is 
intentionally positioned adjacent to, rather than fused with, 
the works it inspired. Yet even within these more robust 
webs of relationships, there still exists the problem of deter-
mining where one thing ends and another begins. Smiraglia 
arguably resolved this conceptual issue when he defined a 

work as “a deliberately created informing entity intended 
for communication” (2019, 308), with “deliberately” being 
the key term. This prioritization of a creator’s intentionality 
is supported in other disciplines, where artistic genres like 
the readymade and the parody use creative ideation and mo-
tivation to distinguish influence from theft.  
 
4.2. Influence and Intention 
 
Quests for individuality and authenticity can be equally lib-
eratory as they are oppressive. While there is undeniable 
value in personal expression, pressures that tie a person’s 
economic, professional, or social worth to the originality of 
their creative output force them to view their peers as com-
petition rather than collaborators. In The Anxiety of Influ-
ence, Bloom argues that writers are both limited and moti-
vated by this desire to distinguish themselves from their pre-
decessors.  
 

For the poet is condemned to learn his profoundest 
yearnings through an awareness of other selves. The 
poem is within him, yet he experiences the shame and 
splendor of being found by poems—great poems—
outside him. To lose freedom in this center is never to 
forgive, and to learn the dread of threatened auton-
omy forever (Bloom 1997, 26). 

 
In an act of kenosis, the author seeks “discontinuity with the 
precursor” (14), a response that paradoxically concedes 
power to the other’s influence. Moving away from some-
thing is as much a response as moving towards, and in re-
jecting the progenitor work a writer simply reaffirms their 
place within the creative continuum.  

Although Bloom constructed his theory around poetic 
networks, the anxiety of influence transcends genre and me-
dium to gesture towards a broader humanistic desire for 
self-actualization. While this tendency is not inherently bad, 
the judgment of a work based on its intellectual purity sets 
a standard of originality almost impossible to achieve. Au-
thors think and create surrounded by the works of others, 
not within sterile incubators free from outside influence. So 
when the ultimate test of intellectual autonomy rests upon 
someone’s ability to produce innovative work—poetic or 
otherwise—completely removed from that of others, anxi-
ety is a reasonable response to an unachievable expectation.  

Building from Bloom and Foucault (1977), Soos and 
Leazer suggest that the author “as a lone and entirely de-
tached figure simply does not exist,” arguing instead that 
“the complex nature of intellectual and creative production 
makes it impossible to draw a clear and distinct boundary 
around a particular work and attribute it to one unique in-
dividual” (2020, 487). Rather than viewing authors as 
“owners” of an idea, they suggest that an “author-as-node” 
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approach better preserves the inherently collaborative na-
ture of creative production. Just as work-based instantiation 
networks connect individual items through a unifying pro-
genitor node, this model positions an author as a singular 
entity within a sea of influential relationships.  

That being said, even Bloom rejected the claim that “no 
one ever had or ever will have a self of his or her own” as 
nothing more than an “unamiable fiction” (1997, xlvi). Yes, 
works are created within complex intellectual ecosystems, 
but, as individuals, the people that produce them have 
unique perspectives and talents worthy of recognition. To 
borrow Smiraglia’s word, they have intentionality.  

Any KO theory of authorship inevitably reaches a seem-
ingly contradictory impasse: people are unique individuals 
with unique ideas and unique intentions—and, at the same 
time, they are complicated stimuli sponges soaking in the 
world around them. Authors are influenced by those who 
came before them, the people who inspire them, and the com-
munities that care for them, but each offers an essential qual-
ity that only they can supply. While nuanced discourse can 
simultaneously hold the importance of relationality and indi-
viduality (Littletree et al. 2020), notions of authorship con-
veyed through standard ontological frameworks generally fail 
to capture this duality. FRBR extends authorship beyond in-
dividual persons to include families and corporate bodies, 
and the replacement of “author” with “contributor” in RDA 
perhaps better gestures to the expansive nature of work crea-
tion. However, use of standardized AAPs in author attribu-
tion still detaches a person, family, or corporate body from 
their broader context. In doing so, we are essentially suggest-
ing that influence is secondary to the intention it inspires. 

Although epistemically valuable, these influence networks 
are often too complex and messy to visually represent 
through a basic KOS. At the end of the day, a student proba-
bly just wants to find Wuthering Heights in the university 
stacks and finish their assignment, and they will likely do so 
by searching for “Emily Brontë,” not “Jim Steinman.” Au-
thorial networks might help the user contextualize Brontë’s 
work, but this is not typically the primary goal of most collec-
tion catalogs. Yet while presenting authors as “owners” of a 
work is a reasonable choice given user-warranted practices, 
doing so defends particular ontological commitments that 
hide the social, cultural, economic, and professional “com-
plexities that affect the production of new objects and ideas” 
(Soos and Leazer 2020, 486). The consequences of these de-
cisions extend far beyond any one user’s search query.  
 
5. The Authorship of LLM Content 
 
Most universities have some kind of academic integrity pol-
icy. Cheating and other forms of intellectual dishonesty are 
of primary concern, with plagiarism being one of the most 
vehemently condemned. Learning to find, interpret, and 

cite sources are core skills needed for academic success, and 
plagiarism—a spectrum of actions that ranges from an un-
cited paraphrase to the wholesale appropriation of another 
student’s writing—is largely viewed as antithetical to the 
ethos of the academy.  

Plagiarism occurs when “somebody presents the work of 
others (data, words or theories) as if they were his/her own 
and without proper acknowledgment” (Wager and Kleinert 
2012, 167). Under the authorship concepts defended by 
RDA and FRBR, avoiding accusations of plagiarism ap-
pears to be a straightforward task: you only need to indicate 
when you are referring to another person’s work and never 
suggest their ideas are your own. Simple enough. We can de-
bate the conceptual boundaries of works and authors, but, 
using the attribution protocols generally accepted across 
higher education, plagiarism is most often framed as an en-
tirely avoidable issue[3].  

The broader adoption of generative AI has revealed the 
limitations of this approach. Following the relatively quick 
adoption of ChatGPT by students and staff, many institu-
tions formally declared the use of pre-trained language mod-
els to produce or enhance one’s work to be a violation of 
academic integrity. Based on the above definition, asking 
ChatGPT to write your Wuthering Heights essay seems to 
be a clear-cut case of plagiarism; the student did not pro-
duce the content and is presenting it “as if they were his/her 
own and without proper acknowledgment.” But who—or 
what—is being plagiarized here?  
 
5.1. Communicative Intent and Work Creation 
 
OpenAI has done a wonderful job of developing an appli-
cation that appears to possess so-called “general intelli-
gence.” But, as previously noted, while ChatGPT’s “hu-
man-like” responses can be quite convincing, the chatbot 
does not understand what it is saying, at least not in the typ-
ical sense in which people use those words. It also does not 
answer user queries in an intentional act of communica-
tion—again, at least not in the way implied by such a claim.  

This lack of “communicative intent” (Bender et al. 2021) 
marks the fundamental distinction between the way hu-
mans and LLMs utilize language. Within the context of 
Smiraglia’s definition, an inability to experience or express 
intentionality essentially disqualifies ChatGPT from being 
able to produce a work. So, although a language model is 
capable of producing information, it cannot produce a 
work. Absent a work, there is no victim of plagiarism.  
 
5.2. User Queries and Feedback 
 
But although the model itself may be incapable of inten-
tional action, there are myriad other associated parties who 
are. The most obvious is the accused student.  
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For all intents and purposes, there is nothing technically 
preventing this person from being named the creator of the 
Wuthering Heights essay. Entering a query into ChatGPT, 
copying the text into a new document, adding their name, 
and submitting the file are all intentional acts focused on 
recording and expressing a particular viewpoint. Sure, the 
student did not fabricate a majority of the text, but the essay 
was deliberately created using their actions, knowledge, and 
capabilities. As such, the onus arguably rests with them. 
 
5.3. Training Data  
 
This appears to be a victimless crime until one considers the 
broader context. The plethora of data used to train an LLM 
directly supports the parameters it uses to generate new re-
sponses. ChatGPT may be incapable of “understanding,” 
but the millions of authors responsible for its immense 
training set probably are. Although they did not personally 
write the exact words used in this exact essay, the collective 
can be viewed as a “family or corporate body” responsible 
for this immense network of data. Following this logic, one 
could argue that the generated essay paraphrases this corpus 
of material, making the members of this family/corporate 
body targets of plagiarism.  
 
5.4. Model Creation 
 
Well, it’s an answer. But, as Dehouche argues, an accusation 
of plagiarism “appears rather inadequate when the ‘others’ 
in question consist in an astronomical number of authors, 
whose work was combined and reformulated in unique 
ways” (2021, 21). While those individuals intentionally cre-
ated the material that was used to train ChatGPT, and while 
they offer a wonderful metaphor for describing how textual 
identity networks function, OpenAI’s staff was actually the 
one that developed the GPT model that made the Wuther-
ing Heights essay possible. 

In an interesting turn, OpenAI can now either be viewed 
as the victim of plagiarism (by the student) or its perpetrator 
(towards the dataset family/corporate body). Both the code 
used to create ChatGPT and the parametric memory de-
fined during its training are proprietary works intentionally 
created by those at OpenAI.[4] As the student failed to cite 
either, that can be viewed as an act of plagiarism. If the code 
and memory are prioritized, plagiarism accusations could 
theoretically be avoided by simply citing either the chatbot 
or its makers as a source. (Determining how to grade such 
research, however, essentially leads to the same problem.) At 
the same time, ChatGPT’s parametric memory was con-
structed from billions of other works that cannot be cited. 
Whether that memory constitutes a work on its own, or 
whether it is simply an extension of the works aggregated in 
its training data, is another matter entirely.  

A summary of the pros and cons related to various au-
thorship ascriptions for LLM-generated content is pre-
sented in Table 1. 
 
6. Plagiarism Revisited 
 
All creative acts are forms of collaboration. New ideas and 
works develop within a broader social context that directly 
and indirectly contributes to their production, and any sin-
gle author is but one node in a vast network of influence. 
The ambiguous boundaries between specific authors and 
works are further eroded by the innately diffused nature of 
LLMs.  

Our failure to accommodate this generative content 
within preexisting notions of plagiarism reveals the concep-
tual limitations of an author-as-owner approach and high-
lights the importance of networked attribution. “Plagia-
rism” is a semantic category that allows for varying degrees 
of membership. Its prototypical examples—for example, 
paying another person to write your English paper—sup-
port the existence of linear work-author relationships and 
reaffirm the validity of the class. However, the “internal 
structure” of this category (Rosch 1975) is much more 
stratified than standard usage of the term suggests. We sug-
gest that the ambiguous nature of LLM-generated works 
just presents a more obvious challenge to the seemingly sta-
ble concept. 

While the subject is fodder for an interesting philosoph-
ical discussion, we think debating whether ChatGPT’s 
Wuthering Heights essay is an example of plagiarism—or a 
component of a bigger plagiarism racket—largely avoids 
and obscures the more pressing issue at the core of the exer-
cise. When real humans are being obviously plagiarized, 
holding the culprit responsible is often viewed as a way of 
rectifying the harm caused to this other party. But when the 
“other” is unidentifiable, what harm is being caused? Why 
are so many people upset by the thought of a student getting 
an “A” on an essay produced by an LLM?  

Plagiarism is perhaps best viewed as an attempt to stand-
ardize a prescriptive claim about intellectual morality. In 
higher education, “plagiarism evokes deeply held emotions 
related to deviance, credibility, and what it means to be out-
side the norm” (Rooksby quoted in McCarthy 2023, 4). So 
even when a particular victim may be difficult to identify, 
submitting an essay you did not write undermines the core 
tenets of an academic meritocracy: you should be assessed 
based on what you know and how well you can articulate 
that knowledge. Yet this protective barrier around “what 
you know” is deceptively precarious. Removed from the au-
thor-as-owner paradigm, the phenomenon is nearly impos-
sible to enforce.  

To be clear, we do not present this argument in defense 
of student misconduct or wish to refute the importance of 
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intellectual honesty. Quite the contrary. Simply asking peo-
ple not to “steal” someone’s “property” (i.e. their works and 
ideas) is a low bar that prevents us from having deeper dis-
cussions about what it means to think and live in relation-
ship with others. We should demand more of those within 
a learning community, and reconsidering our views of soli-
tary authors with wholly distinct ideas provides an oppor-
tunity to explicitly acknowledge our reliance on one an-
other. When work production is reframed as a community 
activity rather than the mark of independent genius, the 
harm of plagiarism is no longer reduced to a localized inter-
personal event.  
 
7. Conclusion: Reframing Accountability 
  
From an educational assessment perspective, excessive use of 
ChatGPT by a student potentially negates the learning goals 
a particular assignment was designed to address. This is con-
cerning and worthy of our attention. Yet when instructors or 
administrators claim that this LLM-sourced content has been 
“plagiarized,” the actual harm caused by the student’s action 
is paradoxically obscured by the debates such claims tend to 
provoke. In these situations, rather than considering how the 

people’s actions potentially compromised individual respon-
sibility, learning, or community accountability, these debates 
inevitably focus on the authorial capacity of the language 
model. As works created using LLMs require management 
within existing information retrieval systems and KOS, this is 
a problem that needs to be addressed; KO professionals must 
establish practical guidelines for how these works are identi-
fied and placed in relationship to other works. That being 
said, depending on how one defines an author (See Table 1), 
the student may not have plagiarized anything—conversely, 
depending on the particular stakeholders being prioritized, 
the intellectual property, content, and ideas of many different 
people may have been unethically appropriated. Again, this is 
a difficult and important conversation worth having. How-
ever, we do not necessarily believe this is the primary issue ed-
ucators are attempting to address when they claim a student 
has committed plagiarism.  

We suggest that the problem being raised in these situa-
tions is not about plagiarism but the related concept of ac-
countability. Within academia, as in other domains, author-
ship is used to “confer credit” for a job well done, but the 
connection between individuals and ideas additionally en-
sures “authors understand their role in taking responsibility 

 LLM Model or Code Training Data End User 

Pros of Author 
Attribution 

– Authorship can be relatively 
easy to name with proprietary 
models (i.e. those developed 
and distributed by notable tech 
companies, such as OpenAI). 

– May conform to legal argu-
ments concerning private intel-
lectual property. 

– Acknowledges the extensive 
amount of labor and resources 
needed to develop LLM mod-
els. 

– Draw a connection between 
LLM outputs and inputs.  

– Illustrates the general im-
portance of recognizing how 
ideas are exchanged and built 
upon in work creation.  

– Most straightforward and easi-
est to identify. 

– When the user is an individual, 
this kind of attribution mirrors 
common authorship assump-
tions. 

– Prioritizes the kind of inten-
tionality noted in influential 
KO work theories. 

Cons of Author 
Attribution 

– Both closed- and open-source 
models build upon preexisting 
research and code; can be diffi-
cult to determine when a new 
model or piece of code is dis-
tinct enough to constitute a 
“new” entity/work.  

– Immense size of training da-
taset limits our ability to deter-
mine whose content is being 
utilized.  

– Aggregate nature of parametric 
memory makes it impossible to 
reverse engineer output to de-
termine its originating 
source(s).  

– Fails to account for external la-
bor and resources required to 
generate output.  

– The level of a user’s effort feels 
unbalanced with their level of 
recognition.  

Implications for 
Plagiarism 

– Provides legal and financial 
protection to a for-profit com-
pany that is often benefiting 
from open-source information 
and unpaid labor.  

– Although potential harm can 
be vaguely acknowledged, the 
material harm to individuals 
cannot be coherently articu-
lated or corrected.  

– Feels largely antithetical to the 
spirit of academic integrity and 
plagiarism policies.  

Table 1: Pros and cons 
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and being accountable for what is published” (ICMJE 
2023). The opaque webs of influence central to LLM writ-
ing tools complicate our ability to assign responsibility and, 
consequently, challenge what it means to be held accounta-
ble to both oneself and one’s community. In such situa-
tions, whether or not plagiarism has been committed is ulti-
mately beside the point. Accountability might include a 
commitment to challenging one’s self or avoiding intellec-
tual shortcuts—it may also include not using a particular re-
search tool or method the community has deemed off-lim-
its. Whatever the details may ultimately be, the first step to 
accountability is ensuring all parties know their obligations. 
Utilizing ambiguous terminology such as “author” or “pla-
giarism” to describe a new technology that frankly confuses 
many people is not setting the community up for success. If 
accountability is the goal, alternative terminology will likely 
prove more valuable.  

Because many educational institutions already have exist-
ing plagiarism clauses included in their academic integrity 
policies, it makes sense that people would utilize this lan-
guage to describe a new problem. Yet overreliance on this 
preexisting term runs the risk of simply complicating mat-
ters further by encouraging cyclical, pedantic, and legalistic 
arguments. Instead of contorting existing terms—such as 
plagiarism—to accommodate an entirely new situation, 
there will likely be more success if alternative, more descrip-
tive language is utilized. Given the many troubles with de-
fining what an “author” is under the most standard of pub-
lishing circumstances, the notoriously ambiguous term and 
the related sin of plagiarism are likely to cause more prob-
lems than they resolve. At a moment when many people are 
simply confused about what LLMs even are, the addition of 
more confusing variables will likely make matters worse.  

ChatGPT is a powerful tool with many promising peda-
gogical uses—at the same time, it can also facilitate non-
learning and perpetuate harmful educational practices. The 
integration of LLM tools into different domains will con-
tinue to reveal possible benefits and consequences, and our 
affective responses to these applications are perhaps best 
taken as opportunities to reevaluate the social values author-
ship and idea ownership have come to represent. As the dis-
cussions prompted by these new technologies lead us to re-
flect on our values, we are provided with a meaningful op-
portunity to reaffirm those congruent with our aspirations 
and let go of what no longer serves us.  
 
Endnotes 
 
1. This description is a simplified explanation of a typical 

training routine for a neural language model. For a more 
detailed overview, see Jurafsky and Martin (2023).  

2. The exception to this is GPT-4, which is generally as-
sumed to have far more parameters than the GPT-3 class. 

The exact number of parameters has not been released, 
but OpenAI CEO Sam Altman has strongly suggested 
that it has fewer than 100 trillion (Vincent 2023). 

3. Current events challenging the publication history of 
high-profile university faculty and administrators 
(Hartocollis 2024) also show how claims of plagiarism 
can be used for professional, personal, and political 
means.  

4. Though, as we describe in Section 2.3, the datasets used 
to train ChatGPT and the sources of its parametric 
memory are largely not the sole property of OpenAI. 
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