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KI im Journalismus und Nachhaltigkeit – Eine explorative
Untersuchung

Bernhard Debatin

Abstract
Der Begriff der Nachhaltigkeit wird auf die Medienkommunikation übertragen, um als Massstab
für die Bewertung der potentiellen Gefahren des Einsatzes von generativen KI-Systemen in der
Massenkommunikation und den Sozialen Medien zu dienen. Die Nachhaltigkeit des Journalis‐
mus ist durch KI von zwei Seiten bedroht: Zum einen durch KI-gestützte Automatisierung
und Rationalisierung und der damit einhergehenden Dequalifizierung und Delegitimierung der
journalistischen Arbeit, zum anderen durch die gezielte und massenhafte Verbreitung von KI-ge‐
nerierten Falschmeldungen und Deep Fakes in sozialen Medien, was zu einer Unterhöhlung
von Glaubwürdigkeit und Reputation des Journalismus führt. Im Blick auf die Nachhaltigkeit
journalistische Qualität unter KI-Einsatz können durch die Implementierung von „Meaningful
Human Control“ moralische Werte und Normen in KI-Entscheidungssysteme eingebaut, sowie
menschliche Akteur:innen als letzte Enscheidungsinstanz eingesetzt werden. Bei der KI-gestützten
Desinformation geht es um erhöhte Medienkompetenz, verstärkte journalistische Wachsamkeit
und den Einsatz von KI-Tools zur schnellen Identifikation von Fakes, sowie um politische Re‐
gulierung und ethische Rahmenbedingungen für den Einsatz von KI. Reagieren Öffentlichkeit,
Nutzer:innen und Politik nicht auf die Herausforderungen der KI-Systeme, steht zu befürchten,
dass die Nachhaltigkeit im Journalismus den Sachzwängen der KI zum Opfer fällt. Neben der
globalen Klimakrise ist dann eine tiefgreifende, globale Informationskrise zu befürchten.

1. Einleitung: Nachhaltigkeit und Mediennachhaltigkeit

Der Begriff der Nachhaltigkeit, wie von der UN Brundtland Kommission
definiert, ist ein Balanceprinzip das gegenwärtige und zukünftige Bedürf‐
nisse und Notwendigkeiten miteinander vermitteln soll (Brundtland 1987:
41), und zwar in den drei Pfeilern der ökonomischen Viabilität, der sozia‐
len Gerechtigkeit und des ökologischen Schutzes (Purvis et al. 2019). Im
Journalismus ist das Nachhaltigkeitsprinzip zunächst auf der inhaltlichen
Ebene zu diskutieren, etwa im Nachhaltigkeitsjournalismus, der Umwelt-,
Wissenschafts- und sozialpolitischen Journalismus kombiniert und sein
Augenmerk auf Themen wie Nachhaltigkeit, Klimakrise, Verlust der Bio‐
diversität und andere ökologische Problemfelder richtet. Dieser Aspekt
der Nachhaltigkeit im Journalismus ist zwar zentral, jedoch soll es im
Folgenden um ein anderes, ebenso wichtiges Problem gehen, die Frage
der Nachhaltigkeit bei Entwicklung und Implementierung von künstlicher
Intelligenz (KI) im Journalismus.
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2. Nachhaltigkeit und generative KI

Übertragen wir das Nachhaltigkeitsprinzip auf die Frage nachhaltiger Ent‐
wicklung im Medienbereich, bedeutet dies zunächst, dass Entwicklung,
Organisation und Inhalte von Medien darauf ausgerichtet sein sollen, infor‐
mierte Öffentlichkeit und demokratische Entscheidungsprozesse langfristig
zu ermöglichen und zu erhalten (Michelsen/Fischer 2016). Wie Irene Ne‐
verla feststellt,

„...ist es in einer mediatisierten Gesellschaft längst überfällig, die Per‐
spektive der Nachhaltigkeit nicht nur auf Materie anzuwenden (Luft,
Öl, Wasser, Mineralien etc.), sondern aus sozialwissenschaftlicher Sicht
auf unseren Umgang mit nicht-materiellen Ressourcen, wie soziale Be‐
ziehungen, und aus kommunikationswissenschaftlicher Sicht auf unsere
Formen und Inhalte von Kommunikation.“ (Neverla 2020: 335-336)

Ziel eines solchen nachhaltigen Journalismus ist die Bewahrung der Unab‐
hängigkeit von Medienorganisationen, um dabei sowohl das Engagement
der Bürger:innen zu fördern als auch eine unabhängige, glaubwürdige,
vielfältige und akkurate Berichterstattung zu ermöglichen, was eine Balance
zwischen ökonomischer Viabilität, sozialer Gerechtigkeit und journalisti‐
scher (bzw. herausgeberischer) Unabhängigkeit voraussetzt (Humbug et
al. 2013, sowie Purvis et al. 2019). Dies war schon unter Bedingungen
von Medienmonopolen und Konzentrationsprozessen schwierig (Bagdiki‐
an 2004), und es ist durch die disruptiven Effekte der digitalen Technologi‐
en, aber auch durch die veränderte geopolitische Situation (v.a. Russland
und China) heute noch schwieriger geworden (Trinchini/Baggio 2023, vgl.
auch Centre for Media Pluralism 2023). Wir müssen damit rechnen, dass
die zunehmende Verwendung von generativer KI diese Situation noch ver‐
schärfen wird.

In den Medien findet generative KI findet immer breitere Verwendung.
Dies betrifft zwei Bereiche, nämlich erstens ihren Einsatz innerhalb des
professionellen Journalismus und in verwandten Berufssparten, und zwei‐
tens die manipulative Verwendung von KI durch Bad Actors, etwa in sozia‐
len Medien, um Falschmeldungen, Zweifel, Propaganda, und Deep Fakes zu
verbreiten.

Nachhaltigkeit im Journalismus ist hier durch KI doppelt bedroht: Zum
einen durch die KI-gestützte Automatisierung und Rationalisierung im
Journalismus und der damit einhergehenden Dequalifizierung und Delegi‐
timierung der journalistischen Arbeit in einem Feld, das in den letzten 25
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Jahren ohnehin einen massiven Arbeitsplatzabbau erlebt hat. Zum anderen
durch die andauernden Angriffe gegen Reputation und Glaubwürdigkeit
des Journalismus, was durch gezielte und massenhafte Verbreitung von KI-
generierten Falschmeldungen und Deep Fakes in sozialen Medien massiv
verschlimmert wird.

2.1 KI im Journalismus

Wie auch in anderen Feldern, hat sich KI im Journalismus bereits weltweit
und rasant ausgebreitet. KI kann im Datenjournalismus arbeitsintensive
Aufgaben beim Sammeln, Sortieren und statistischen Interpretieren von
großen Datenmengen übernehmen, sowie Infografiken und andere nützli‐
che Illustrationen generieren. KI kann auch bei anderen zeitraubenden
Aufgaben hilfreich sein, wie z.B. der Transkription von Interviews, der
Zusammenfassung von Texten, dem Fact-Checking und der Moderation
von Kommentaren in Online-Foren (Prato 2023). Darüber hinaus vermag
KI in engeren Sparten des Journalismus die Recherche und das Schreiben
von Artikeln übernehmen. Seit 2014 nutzt z.B. die US-Nachrichtenagentur
AP die KI-Schreibsoftware WordSmith für Reportagen über Universitäts‐
sport und Börsennachrichten. Insgesamt ist das Urteil über KI als Voll‐
zeit-Journalist:in bislang aber eher negativ. Das Technology Magazin The
Verge schreibt, dass KI heute zwar im Journalismus breit eingesetzt wird,
jedoch viele KI-generierte Artikel Fehler oder anstößige Anspielungen ent‐
halten (Drummond 2023). Beim Kölner Express werden seit einiger Zeit
Sensationsnachrichten durch das KI-System Klara Indernach erstellt. Ein
FAZ-Kommentator bescheinigt dem System ein „besonderes Händchen
für Hammer Schlagzeilen“, bewertet dessen Texte als nur „mit Vorsicht
zu genießen“ und findet die Arbeit des Systems ebenso traurig wie ernüch‐
ternd (Weidemann 2023). Die amerikanische Journalistin Julia Angwin,
Gründerin der Fact-Checking Agentur Proof News und Fellow am Harvard
Kennedy School’s Shorenstein Center on Media, Politics and Public Policy,
hat sich intensiv mit der Rolle von KI im Journalismus beschäftigt und
kommt zu dem Ergebnis, dass generative KI beim Artikel Schreiben zwar
für einen ersten Entwurf brauchbar ist, dass sie dann aber für Korrigieren
und Revidieren fast genauso viel Zeit aufwenden muss, als wenn sie den
Artikel selbst geschrieben hätte (Merrefield 2024). Generative KI könne
zwar plausibel klingende Texte generieren, doch haben diese keinen Bezug
zu Akkuratheit und Faktizität, denn generative KI beruht auf plausibler
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Wort Assoziation, die durch das Training mit großen Textmengen erreicht
wird, jedoch nicht durch Abgleich mit der Wirklichkeit. Deshalb stellt
sich bei generativer KI auch immer wieder das Problem „halluzinierter
Information,“ bei der plausibel erscheinende Fakten oder Informationen
vom System einfach erfunden werden (Lacy 2024).

Angwin betont, dass Klarheit und Transparenz über Umfang und Art der
KI-Verwendung nötig, wie auch eine genaue Differenzierung zwischen den
verschiedenen Typen von KI, da es ohnehin bereits einen starken Vertrau‐
ensverlustes gegenüber den Medien gibt. Zum Beispiel können KI-Systeme
für statistische Analyse und Berichterstattung ebenso hilfreich sein wie
KI-Anwendungen zur Gesichts- und Bilderkennung (Merrefield 2024). Für
generative KI fällt jedoch bislang das Urteil eher negativ aus:

“Researchers in many fields have found that A.I. often struggles to ans‐
wer even simple questions, whether about the law, medicine or voter
information. Researchers have even found that A.I. does not always
improve the quality of computer programming, the task it is supposed to
excel at”. (Angwin 2014)

Gleichwohl breitet sich die KI im Journalismus zunehmend aus.
Die KI-gestützte Automatisierung des Journalismus kann zu einer Reihe

von ethischen Problemen führen: Mit Blick auf die Auswirkungen der KI
Technologie auf Menschen und Gesellschaft geht es, wie der unlängst been‐
dete Streik der Scriptwriter in Hollywood eindrücklich gezeigt hat, v.a. um
Fragen des Verlusts von qualifizierten Arbeitsplätzen und des Verschwin‐
dens von Autorschaft und geistigem Eigentum (Krausová/Moravec 2022).
Als zentraler Bestandteil der sogenannten vierten Industriellen Revolution
gilt KI als eine äußerst „disruptive Technology,“ die nicht nur erhebliche
Innovationen und Umstrukturierungen mit sich bringt, sondern eben auch
Arbeitsplätze vernichten und menschliche Denkarbeit weitgehend ersetzen
kann (Păvăloaia/Necula 2023, Tucker 2023). Aus der Nachhaltigkeitsper‐
spektive ist eine derart disruptive Technologie immer ein Problem, da sie
die Bedürfnisse und Notwendigkeiten der Gegenwart radikal denen der
Zukunft unterordnet.

Bei der konkreten Anwendung von KI im Journalismus geht es dage‐
gen um Fragen des Trainings von KI-Systemen und um angemessene
Fehlerkontrolle im Einsatz von KI. In einer weltweiten Studie mit 120
Journalist:innen und andere Medienarbeiter:innen aus 46 Ländern fanden
die Forscher:innen von JournalismAI, dass die Journalist:innen besonders
beunruhigt waren über intransparente Algorithmen und den in den Algo‐
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rithmus eingebauten Bias. Daneben wurden Verantwortungsprobleme, Un‐
genauigkeit, Fehlerneigung und Datenschutzbedenken genannt. Über 80%
der Befragten befürchten, dass diese Probleme sich negativ auf die journa‐
listische Qualität auswirken, und die gleiche Anzahl ist über die Zukunft
des Journalismus besorgt (Beckett/Yaseen 2023: 43).

In einer anderen Studie wurde der Verlust journalistischer Autorität
durch KI-gestütztes automatisiertes Fact-Checking untersucht (Johnson
2023). Journalistische Autorität ist hier zweifach bedroht: Zum einen durch
die wachsende Abhängigkeit von nichtjournalistischen Akteur:innen, wie
Programmierer:innen und KI-Trainer:innen, und zum anderen durch den
wachsenden Verlust von Einfluss auf ein zentrales Kompetenzgebiet des
Journalismus, das Fact-Checking (Johnson 2023: 16-18)

Soll es nicht um das bloße Überleben des Journalismus gehen, sondern
um nachhaltige Entwicklungs- und Einsatzstrategien, dann müssen Proble‐
me wie Arbeitsplatzverlust, mangelnde Transparenz und Fehlerkontrolle,
unklare Verantwortung, sowie Reduzierung der journalistischen Autorität
nicht als bloße Nebenfolgen und Kollateralschäden abgetan, sondern als
zentrale wissenschaftliche, soziale, politische und ethische Herausforderun‐
gen im Übergang zur KI-gestützten digitalen Welt verstanden werden.

Im Blick auf journalistische Qualität könnte ein gangbarer Lösungsweg
die Implementierung von „Meaningful Human Control“ sein, ein Ansatz
aus der Diskussion um autonome Waffensysteme (Ekelhof 2019). Hier geht
es darum zuerst moralische Werte und Normen in automatisierte Entschei‐
dungssysteme einzubauen, und wo das nicht möglich oder nicht praktika‐
bel ist, menschliche Entscheidungsträger:innen mit hineinzunehmen, die
die Funktionen und Grenzen des Systems kennen und ein ethisches Ver‐
ständnis der möglichen Probleme haben (Santoni de Sio/Mecacci 2021).
Da so aber der Automatisierung Grenzen gesetzt werden, ist mit dem
Widerstand der Industrie zu rechnen, denn hier soll ja gerade menschliche
Arbeit durch KI-gestützte Automatisierung ersetzt werden.

Ein weiteres Nachhaltigkeitsproblem, das in der digitalen Welt gerne
übersehen wird, ist die Tatsache, dass für den KI-Einsatz extrem hohe
Rechenkapazitäten benötigt werden, was sich in erhöhten Elektrizitäts-
und Wasserverbrauch, mehr Abwärme, und vermehrten CO2-Ausstoß über‐
setzt. Diese Probleme sind bereits aus dem Cloud-Computing bekannt aber
durch KI noch verschärft. Deshalb stellen Huang et al. in ihrem Artikel zur
KI-Ethik fest: „The sustainability principle represents that the production,
management, and implementation of AI must be sustainable and avoid en‐
vironmental harm” (Huang et al. 2023: 809). Jedoch ist der Stromverbrauch
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in US-Datenzentren seit 2020 durch den zunehmenden Einsatz von KI
erheblich angestiegen: Von 2015 bis 2019 lag der Verbrauch gleichbleibend
bei jährlich 200 Terawattstunden, während sich der Verbrauch von 2020
bis 2023 auf über 400 TWS verdoppelt hat (Goldman Sachs 2024). Der
zusätzliche Bedarf an Elektrizität kann nicht durch erneuerbare Energien
allein gedeckt werden, so dass sich Gasproduzenten auf einen „significant
spike in demand over the next decade“ vorbereiten (Kimball 2024). Die
Forderung nach ethisch und nachhaltigkeitsorientierten KI-Standards ist in
den letzten Jahren und Monaten lauter geworden (Berreby 2024 und Schei‐
er 2024), jedoch sind solche Standards in der Regel freiwillige Selbstverpfli‐
chungen (etwa die geplanten Standards der International Organization for
Standardization, ISO, und der International Electrotechnical Commission,
IEC; Diab/Mullane 2024). Auch wenn dies den Journalismus nur indirekt
betrifft, so muss auch dieser Nachhaltigkeitsaspekt bei der Bewertung des
KI-Einsatzes im Journalismus mit einbezogen werden.

2.2 KI und Desinformation

Eine besondere Herausforderung für nachhaltige Medienkommunikation
stellen auch die immer häufiger zu findenden Synergien zwischen sozialen
Medien und KI dar. Dies betrifft die ganze Breite von Kommunikation
in sozialen Medien, von Falschnachrichten und Desinformation, über si‐
muliertes User-Engagement und verstärkte Filter-Bubbles, bis hin zu zen‐
surartiger Content-Moderation und flächendeckender Überwachung von
Nutzer:innenverhalten.

KI-basierte Systeme steigern den in sozialen Medien ohnehin weit ver‐
breiteten Confirmation Bias (Ciampaglia/Menczer 2019), etwa bei der KI-
gestützten Bildung von Algorithmen, durch die Inhalte in sozialen Netzen
gepusht werden, die die ohnehin schon vorhandenen Einstellungen und
Ansichten der Benutzer:innen noch verstärken.

Ein weiteres und inzwischen viel diskutiertes Problem sind KI-generierte
Inhalte, die zu Zwecken der Täuschung und Irreführung in soziale Medi‐
en eingespeist werden, wie Falschinformation, Plagiate, Deep Fakes und
Desinformation. Dies hat unmittelbare Auswirkungen auf journalistische
Reputation und Glaubwürdigkeit, da falsche Information evidenzgestützter
journalistischer Information quasi gleichwertig gegenübersteht, was den
schon lange verbreiteten Zweifel um des bloßen Zweifels Willen (Ores‐
kes/Conway 2011) noch nährt. Darüber können Fehlinformationen gegebe‐
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nenfalls auch Gewaltbereitschaft erzeugen, wie etwa bei der Erstürmung
des Kapitols am 6. Januar 2021 nach der Wahlschlappe von Donald Trump
(Murugesan 2023). Speziell im Blick auf Wahlen sind digitale Gesellschaf‐
ten damit einem Gefährdungspotenzial ausgesetzt, das Bürger:innen täu‐
schen und polarisieren kann und damit auch zentral das Wahlergebnis zu
beeinflussen vermag. In einem Artikel über die anstehenden US-Wahlen
warnt der in New York lebende Tech Reporter Nick Robins-Early vor den
Auswirkungen von KI-generierter Desinformation durch Politiker:innen,
Lobbyist:innen, und Drittländer (Trinchini/Baggio 2023) bei gleichzeitiger
Reduktion von Inhaltsmoderation in sozialen Medien (Robins-Early 2023).
Durch den manipulativen Einsatz von generativen KI-Systemen bei Wahlen
und anderen politischen Themen werden somit sowohl das Engagement
der Bürger:innen reduziert als auch Unabhängigkeit, Glaubwürdigkeit,
Vielfalt und Akkuratheit der Berichterstattung erodiert.

Versuche der digitalen Einflussnahme auf Wahlen sind nicht neu. In
ihrer Studie “Cyberenabled foreign interference in elections and referen‐
dums” fanden Sarah O’Connor et al. vom Australian Strategic Policy Institu‐
te, dass es zwischen 2010 und 2020 bei 41 Wahlen und sieben Referenden
„cyber-enabled foreign interference“ gab und dass diese Versuche seit 2017
signifikant zugenommen haben (O’Connor et al. 2020: 3). Hauptakteur:in‐
nen sind der Studie zufolge Russland, China, Iran und Nordkorea. Es
gibt keinen Grund anzunehmen, dass dies im Wahljahr 2024 oder den
kommenden Jahren anders sein sollte, außer dass wir nun generative KI als
zusätzliches Problem mit dabeihaben (Schneider 2023).

Ein besonders eindrucksvolles Beispiel ist eine russische Desinformati‐
onskampagne, die vom EU DisinfoLab „Doppelgänger“ genannt wurde,
da sie darauf beruht, Doppelgänger, d. h. falsche Klone, von etablierten
Nachrichtenmedien zu erzeugen und zu verbreiten, darunter Bild, Spiegel,
Süddeutsche Zeitung, FAZ, Die Welt, Tagesspiegel, t-Online, Reuters, Elec‐
tion Watch, The Economist, Ansa, The Guardian, Le Monde, Le Figaro, Le
Parisien, 20 Minutes und RBC Ukraine. Die gefälschten Webseiten wurden
in sozialen Medien, v.a. Facebook, durch fake User Accounts mit AI-gene‐
rierten Gesichtern und Chatbots verbreitet (Alaphilippe et al. 2022). Auch
wenn die Operation Doppelgänger entlarvt und durch Domain Sperrungen
teilweise lahmgelegt wurde, so war das keineswegs das Ende dieser Kam‐
pagne. Im Juni 2023 veröffentlichte das französische Sécrétariat générale
de la défense et de la sécurité nationale einen Bericht, der zeigte, dass
die Aktivitäten der Doppelgänger Operation ungebrochen weitergehen und
zum großen Teil auf die russische Organisation RRN (mit dem kuriosen
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Namen „Reliable Recent News“) zurückgeführt werden können (Première
Ministre 2023).

Ähnliche Aktivitäten wurden in einen Microsoft Bericht vom September
2023 aus China und Nordkorea dokumentiert. Hier wurden vor allem
die sozialen Netzwerke Facebook und X (vormals Twitter) als Plattformen
genutzt, wobei dies auch mit Versuchen verbunden war, durch Hacking
und ähnliche Aktionen kritische Infrastruktur in den USA und ihren asia‐
tischen Partnern lahmzulegen (Microsoft Threat Intelligence 2023). Im
Dezember 2023 berichtete die Insikt Group einen signifikanten Trend der
Weiterentwicklung in der Desinformationstechnik feststellte (Insikt Group
2023). In diesem Report wurde darauf verwiesen, dass die Hauptziele der
Desinformationsoperation die Ukraine, Deutschland und die USA sind.
Bei der USA-Kampagne fanden sich vor allem gefälschte Nachrichten über
Präsident Bidens Politik und die anstehenden Präsidentschaftswahlen, über
die U.S. Außenpolitik, sowie über LGBTQ-Themen. Diese Kampagne zielt
auf die Vertiefung der ohnehin schon bestehenden Spaltung der US-Gesell‐
schaft.

Im US-amerikanischen Vorwahlkampf sind KI-Fakes inzwischen zu
einem allgegenwärtigen Alltagsproblem geworden. Am 8. Februar berichte‐
te z.B. der öffentliche Sender NPR, dass Wähler in New Hampshire mit
automatischen Anrufen überflutet wurden, in denen eine KI-generierte
Stimme von Präsident Biden den Hörer:innen sagte, dass sie nicht zu
den Vorwahlen gehen sollten. Hinter der Aktion steckte laut NPR ein
texanisches Telemarketing Unternehmen (Bond 2024a). Experten befürch‐
ten, dass KI-generierte Fakes den Wahlkampf in den USA und anderswo
erheblich beeinflussen werden (Heath 2024, sowie Sutherland/Chakrabarti
2024). Eine neue Studie des Brennen Center for Justice fand, dass der Ein‐
satz von KI in Wahlkampagnen weltweit zunimmt, weshalb neben transpa‐
renter Dokumentation auch gezielte Verbote und politische Regulation von
KI nötig seien (Panditharatne 2024).

Der Einsatz von KI zur Manipulation und zur Verbreitung von Deep
Fakes hat die ohnehin prekäre Situation des Journalismus noch verschärft.
Nachhaltigkeitsjournalismus im oben erläuterten Sinn (informierte Öffent‐
lichkeit, Engagement der Bürger:innen, sowie unabhängige, glaubwürdige,
vielfältige und akkurate Berichterstattung) wird in der Kakofonie von
nichtjournalistischer Desinformation und KI-gestützten Fakes zusehends
schwieriger. Fraglich ist deshalb, ob und wie potenzielle Gegenmittel
schnell genug und flächendeckend zum Einsatz kommen können. Sol‐
che Gegenmittel sind v.a. erhöhte Medienkompetenz der Nutzer:innen,
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verstärkte journalistische Wachsamkeit, sowie die rasche und breite Ent‐
larvung von Falschmeldungen und Desinformation, und vor allem der
gezielte Einsatz von KI zur Identifizierung und Ausschaltung von Desinfor‐
mation und Deep Fakes. Darüber hinaus sind hier aber vor allem politische
Regulierung und gesetzlich verankerte ethische Rahmenbedingungen not‐
wendig. Dies ist jedoch schwierig, da es eine Koordination voraussetzt, die
derzeit nicht gegeben ist. Hinzu kommt, dass auch Journalist:innen vom
Confirmation Bias betroffen sind (Morewedge 2022) und unter dem Ein‐
fluss von Desinformationskampagnen selbst zu Verteiler:innen von Falsch‐
meldungen werden können.

3. Ausblick

Diese vorläufige Bestandsaufnahme kann nicht mehr als ein Schnappschuss
sein. Die Entwicklung in der KI und ihr Einsatz sind, wie gezeigt, nicht nur
disruptiv, sondern auch äußerst dynamisch. Neben den stetig wachsenden
Large Language Model KI-Netzwerken und den ebenso schnell wachsende
Rechen- und Speicherkapazitäten, sind hier weitreichende Synergieeffekte
zu erwarten, etwa durch die Kombination von verschiedenen KI-Anwen‐
dungen und durch die Kombination von KI und anderen disruptiven Tech‐
nologien (wie z.B. Blockchain und das Internet of Things, Păvăloaia/Necula
2023). All dies wird in den kommenden Jahren und Jahrzehnten zu radika‐
len Veränderungen in den meisten, wenn nicht allen Bereichen der Gesell‐
schaft führen, so dass wir neben der globalen Klimakrise auch eine massive
Informationskrise als globale Herausforderung zu bewältigen haben.

Der Bereich der Medien und des Journalismus wird von diesen Verände‐
rungen nicht ausgenommen sein. Wie oben gezeigt, wird die Nachhaltigkeit
des Journalismus durch die disruptiven Effekte der KI bedroht, da letzte‐
re Bedürfnisse und Notwendigkeiten der Gegenwart denen der Zukunft
unterordnet. Will sich der Journalismus nicht einfach auf dem Abstellgleis
wiederfinden, dann müssen die Herausforderungen und Potenziale der
KI im Journalismus verstanden und, mit der gebotenen Vorsicht, in die
journalistische Praxis umgesetzt werden. Aber auch die Politik ist hier ge‐
fragt. Wenn schon führende KI-Entwickler:innen, wie der Nobelpreisträger
und „AI-Godfather“ Geoffrey Hinton, nach einem Moratorium und besse‐
rer Regulierung verlangen, da KI grundlegende Risiken für Gesellschaft
und Menschheit darstellt (Future of Life Institute 2023, und Taylor/Hern
2023), dann ist es an der Zeit, nicht nur robuste Sicherheits- und Regu‐
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lationssysteme für KI zu entwickeln (etwa das oben angeführte Prinzip
der „meaningful human control“), sondern auch entsprechende gesetzliche
Rahmenrichtlinien auf nationaler und internationaler Ebene zu setzen.
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