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None of the endeavors undertaken so far in the field of text con-
tents analysis has proved satisfactory, since semantic implications
were, in the end, merely superimposed onto traditional grammar,
e.e. onto descriptions of the form domain of language. The ap-
proach of LIMAS, however, uses a semantic syntax which can be
abstracted to such a degree as to permit it of being converted into
an algorithm and made computer operable. For this the Com-
municative Grammar was introduced. Its procedures are outlined,
its present state and possible applications in information banks, re-
tricval, translation, language courses and through the use of mi-
croprocessors are described. (1.C)

1. The overall situation in machine-assisted
language processing

a) Language and computer

The usual LDP procedures (LDP = linguistic data pro-
cessing) start out from computer logic, which is based
on the “And/Or scheme” and the binary system of num-
bers. But since language is a mental product of man,
who does not think along binary lines only, it employs
a logic — namely the logic of man — which is more dif-
ferentiated than and differently structured from that of
physical processes and which (or the frequent lack of
which) cannot be completely grasped by computer logic,
even granting that this logic may still be expanded or de-
veloped further.

This becomes particularly clear when one does not
see language exclusively as a sequence of characters but
also as a sequence of contents elements and their lin-
guistically-described relations, hence when one strives
for an analysis of text contents. For particularly the lin-
guistic relations of the contents often fail to correspond
to the relations of the forms in which they are expressed
— and even more frequently they do not correspond to
the logical relations, let alone to the scientifically de-
fined relations, of the things in the world.

b) Priority of language

From this it should not be concluded (as Bar Hillel did)
that as a matter of principle there can be no contents-
oriented, machine-assisted analyses of texts, nor any
machine-assisted translation procedures, but only that
the traditional knowledge of language and its semantics
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were not sufficient to describe language, based on this
state of the art, in computer-operable fashion. This
means that the linguistic system, being a process of the
human art of formulation, must have priority over the
computer system in the sense that e.g. an economic sys-
tem is first of all described the way it is (factual analysis
of a process) and only then is made computer-operable
by suitable processing of the description arrived at.

As far back as 1966 American experts had declared —
in the so-called ALPAC memorandum — that satisfac-
tory machine-processing of language and texts will be
impossible failing an expansion of the knowledge of lin-
guistic contents and concentration of research on lin-
guistics rather than on hardware and software develop-
ment in LDP.

¢) The sacred cow of traditional grammar and the
computer approach

In the past 20 years a number of “new” grammars have
come into existence, culminating more or less in Noam
Chomski’s approach and in the euphoric hope that it
would prove possible to have the computer itself de-
velop a computer-compatible grammar.

None of the endeavors undertaken so far in the field
of text contents analysis has proved satisfactory (as has
already become public knowledge down to the technical
journalistic level, see Computer Magazin 2/82), since
semantic implications were, in the end, merely superim-
posed by them onto traditional grammar, i.e. onto de-
scriptions of the form domain of language (Ispra 1966).
Therefore they have been unable — despite all attempts
at refinement — to overcome the limits necessarily inhe-
rent in the inventorying of grammatical forms.

The temptation consisted and consists in the fact that
the world of forms appears to be much more readily
transferable to computer logic than the “logic” of the
contents of language. Nor can this logic be generally
equated with the “logic” of the natural sciences or with
a scientific system of the relations among the things in
the world.

2. The new approach.
The concept of the LIMAS Research Group.

Supplementarily to this development, another research
approach was embarked upon as far back as 1964 with
the establishment of the LIMAS (Linguistik and ma-
schinelle Sprachverarbeitung = Linguistics and machine
processing of language) research group. The concept
underlying this approach was favored by the US Gov-
ernment and financed by the German Federal Govern-
ment until it was stopped by the German Research
Minister in 1976. However, the founder of the LIMAS
Research Group has since then continued to pursue this
approachuntil the present state of the art was reached.

2.1 The premises of the LIMAS approach
Premise No. 1: The communication contents

Man does not primarily formulate his thoughts for some
such purpose as finding grammatical forms for his com-
munication contents, such as subject, predicate, object.
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Nor are these the things he wishes to communicate; he
does not even need to know them. What he is interested
in, rather, is: linguistically expressing, and recognizing
in the forms thus expressed, the contents he has in mind.
Butto do this, noteven the contents of words will suffice
such as they are offered today by dictionaries and/or
“concept network systems” and by data and information
banks. No, language conveys its essential information
only by means of its own interrelated system of word
contents, hence by a semantic syntax of communication
contents. They are the controlling agents of man’s for-
mulation process.

Premise No. 1 therefore means: A contents-oriented,
machine-assisted language processing process must first
of all succeed in describing, by means of the semantic
syntax, the linguistic formulation process as performed
in the mind of thinking man, following which it must
duplicate it, formalize it and describe it in computer-op-
erable terms.

Premise No. 2: The laws of language and those
ofthe machine

The description of the linguistic contents must be of
such nature as to do full justice, on the one hand, to the
laws of language (formulation process of linguistic con-
tents) and to permit of adaptation, on the other hand,
to the laws of machine-assisted processing. This how-
ever, is not possibe on the level of the multibillion vari-
ety of forms of expression but only on a higher abstrac-
tion level of contents and their mutual relations.

Premise No. 3: Semantic syntax

Just as there is a grammar of the world of linguistic
forms — without which no one would be able to speak
or understand in linguistically correct fashion — so there
must also be a grammar of elements of linguistic con-
tents — without which no on would be able to speak or
understand language with meaningful contents. There-
fore, in addition to the formal syntax, this semantic syn-
tax needs to be elaborated.

Only this syntax can be abstracted to such a degree —
i.e. represented in the form of abstract classes in such
fashion — as to permit it of being converted into an al-
gorithm and made computer-operable.

2.2 The Communicative Grammar procedure
a) Classification

Through classification of the coritents elements, the
semantic syntax and the syntactic-linguistic relations
pertaining to it are represented by a system of codes,
lists, matrices, tables and parameters. The codes are
added to the words in the dictionary. They represent
man’s knowledge about the semantic syntax of lan-
guage. They provide the access to the working instru-
ments mentioned. These, because of the neighborhood
functions, already comprise the contents factors of
neighboring words belonging to one and the same con-
tents complex and needed for the formation of it. There-
fore only a rudimentary formal analysis of the forms of
expression is necessary.
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By means of the semantic syntax, every group of
wordsbelonging together, and every sentence, whether
individually or as part of a text, as well as every concept
occurring in this connection ‘can be analyzed with re-
spect to its relation to other concepts of the sentence, of
the text or of the subject field concerned, and the result
can be formalized.

The semantic syntax is a grammar of communication -
contents (Communicative Grammar, or CG (in Ger-
man: KG)), which not only comprises the word contents
(word semantics) but also the relations — understood
contents-wise — :of these word contents among one
another.

Example: “The X company produces/manufactures/fabricates/
makes/develops/tests/tries out/builds/erects/renews/completes/
(re)constructs/elaborates/evolves/forms/shapes/renovates/con-
trives/prepares/works out a text processing machine.” If the “X
company” is to be recognized from the text as the producer and
the “machine” as its product, then the common meaning of the 20
verbs that may occur in the text must be recognized. The com-
pany’s role as producer is not shown in the dictionary and is not
part of the word contents of “company” but rather of the contents
of the sentence. This its role is not expressed by e.g. “subject/ob-
ject” but rather by the semantic syntax, i.e. by the meaning of one
of the verbs mentioned in the sentence. Other verbs than those
mentioned (e.g. “sells”) establish a different relation between
“company” and “machine”. The content syntax thus is a different
one. The verb, therefore, is the word defining the relation between
the words “company” and “machine”.

The same relation is also expressed by e.g. “machine manufac-
turing company” or “the manufacture of machines by the X com-
pany” or “the companies manufacturing machines” or “the X com-
pany’s machine production”.

All words which assign such roles (meanings, contents) — they
may also be roles of place, time, cause, effect, condition, associa-
tion, change of state, etc. — to other concepts are assigned a code
corresponding to the roles, a code which stands for the roles these
words assign to the words in their syntactic neighborhood. That
means: there is only one code for those 20 verbs and for all nouns, .
adverbs, connectives, prepositions and adjectives assigning the
same role to their syntactically connected neighborhood words.
Instead of the words “company” and “machine”, all words which
can take their place in the syntactic neighborhood of the code word
(:“manufacturer, nation, firm, Germany”, or “food, consumer
goods, hosiery, energy”) are assigned the same role in this syntac-
tic unit represented by the code as the words “company” and
“machine”.

As a result, the analysis becomes independent of the form of ex-
pression. The syntactic, contents-based connection remains the
same, however. The number of forms of expression is unlimited.

b) Three stages of analytic results

The formulation of analytic results takes place in three
stages which are determined at the same time. The first
stage assigns the concept a still diffuse, contents-based
relation to the other concept (e.g. agens, patiens, occur-
rence relation, occurrence purpose); the second stage
indicates the specific role (e.g. donans, donare, donare
addressee, donare object), while at the third stage the
specifications of the second stage are combined into
classes of higher generalization and abstraction. There
are about 30 such classes on this third level.

The specific roles of the second stage, e.g. DO-
NARE, ACCEPTARE, RAPERE (= totakeaway,to"
rob), are abstracted on the third level from their con-
tentsvariants and combined into VARIARE-ASSOCI-.
ATION, so that it is possible to say what something is
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— and was — associated with, while at the second stage
it is said in what manner the association relation has
been changed. A distinction is made between VAR-
IARE and INVARIARE-ASSOCIATION.

At which of the three stages the analysis result is
printed out depends on the preference of the user. The
printout form is an expression of the natural language.

The meanings attached to a word in the contents com-
plex, which at all three stages go beyond the lexical
meaning of the word, are called “semantic roles”. They
are at least as important communication contents as the
lexical contents of the words.

c) Classification systems

Classification is required for this procedure. The classes
obtained (see above!) are added to the words concerned
in a compact code. As a result, the second and third
stages of the semantic syntax can comprise millions and
millions of forms of expression.

Thelexical contents of the nouns are classified accord-
ing to their contentsreference possibilities within the con-
tentscomplexes. (Examples: PERSON, ANIMALIUM,
VEGETATIVUM, CONCRETE, CONCRETE-
MOVED, EMOTION, VALUE, et al.). This gives rise
to some 30 noun classes, whose codes are added to the
words in the dictionary.

The words bringing about the connections are clas-
sified in like fashion. Through their codes, and through
the procedure using the noun classes occurring within
the contents complex, their semantic roles are deter-
mined and added as analysis result in the three stages.
Each of these classes comprises from 2 to 500 or more
words.

Within the semantic-syntactic complex, the relations
from the contents classes to the connective class words
are frequently established by verbs in sentences. Exam-
ples: the horseman gave his horse to the wounded man
(DONARE); the wounded man accepted the horse
from the horseman (ACCEPTARE); the wounded man
stole the horse from the horseman (RAPERE). “Giv-
ing”, “accepting” or “taking away” “something” is
something only a PERSON, a PERSON/CORPO-
RATE BODY or an ANIMALIUM can do to a PER-
SON or an ANIMALIUM. The “something” can be-
long to numerous noun contents classes, while “horse-
man” in the three sentences on one occasion plays the
semantic role of the giving agent (DONANS), on
another occasion that of the acceptance direction refer-
ence (ACCEPTARE reference), and on the third occa-
sion that of the turning-away reference (RAPERE re-
ference). At the same time he was in all three cases the
first association carrier, with the wounded man being
the second such carrier. All three verbs expressa VAR-
IARE ASSOCIATION.

The generalized third stage therefore comprises far
more forms of expression than the second stage. If all
substituents of the possible classes of this contents com-
plex and their permutations are counted along, one ar-
rives at hundreds and hundreds of millions of possible
forms of expression with the same semantic roles in their
contents complex.
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d) Detachment of the contents complexes from the
forms of expression

Each contents complex is presented detached
(abstracted) from the form of expression in which it ap-
pears (sentence conglomerate, sentence, group of
words, composite word). It is thus representable in all
languages in forms of expression germane to them and
forms part of any human thinking,.

e) Metalingua

Like the traditional form syntax, the semantic syntax is
presented to a high degree in Latin terminology, so that
itmay be appliedto all languages having the appropriate
thought contents. It constitutes a metalingua in simple
form.

f) Synergetic action cycles

The contents complexes reveal themselves as synergetic
action cycles. They are order and relation structures or-
ganizing themselves out of the neighborhood function
of specific contents factors (classes).

There are no more than five basic models for these
action cycles. They also occur alongside one another in
combinations, so that, like the factors of a single action
cycle, they can become themselves, according to the
same model, factors of a new, superimposed action
cycle. Considerably simplifying operative possibilities,
they permit a binary procedure structured according to
“And” and “Or” functions.

g) Communicative grammar

All factors for the description of the word classes, the
contents factor complexes, the relations and the action
cycles are — as contents elements or complexes —
named according to their linguistic contents, thus be-
coming objects of communication. Therefore this de-
scription of the semantic syntax of language is called
“Communicative Grammar” (CG).

3. Current status of the Communicative Grammar

Available in completely finished form, the system of the
CG has been published in book form and in numerous
technical articles highlighting various application as-
pects (for documentation, classification, translation,
etc.). The LIMAS research group has conducted several
machine-assisted model tests for text analysis and for
partial translations into English.

Thus e.g. a 4000-word text (= 24 sentences) was sub-
jected within 60 seconds, in a non-economical proce-
dure, to a contents analysis followed by querying in ar-
bitrary language, as was demonstrated in 1975/76 al-
ready via telescreen before a committee of the German
Federal Ministry for Research and Technology. 12 000
punched cards were involved.

4. Applications
a) Information bank

With the results of the text analysis it is possible to build
up, withmachine assistance, an information bank whose

1
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data comprise not only the classified words (descrip-
tors), word contents classes and concepts, but also their
semantic roles as obtained from the analytic procedure
as well as their contents-based relations to other word
contents and concepts which in any given case are au-
tomatically determined from the text and either au-
tomatically or manually added to the lexicon words.

b) Retrieval

The formulation of the queries is completely indepen-
dent of language. Being processed according to the
same procedure as employed by the text analysis, they
thus directly receive those addresses to the bank which
refer to the query contents and which again consist of
the same codes. The information output can occur, in
the form desired in the given case, at any of the three
abstraction stages mentioned. It can be formulated in
any clear text form desired.

c¢) Translation

Owing to the metalingua formulation of the analysis re-
sults the printout of the desired information can occur
in all those languages which have been appropriately
processed according to the CG system and are con-
nected to the information bank. As a result, querying is
also possible from and in another language.

Since the procedure and the CG are reversible as a
matter of principle (like human speech and understand-
ing, too, are based on only one grammar, one proce-
dure), the metalingua formula makes it possible for any
form of expression representing its contents complex to
be generated in any of the languages connected and to
be printed out in another language. In a more expanded
form, the CG guarantees a true-to-meaning translation
into any language, including languages not belonging to
the Indo-European family of languages.

d) Microprocessors

Since the Communicative Grammar in its binary and
process-oriented structure — including the reversibility
of the process paths — follows the human formulation
and understanding process on its paths from the linguis-
tic contents to their forms of expression and vice versa,
it is possible to present these process paths in flow diag-
rams. This involves, however, certain properties of the
conjunctions and disjunctions at the knots as discussed
in (4), page 130 et seqq.

From this, integrated circuits are built up which can
be reduced to 5—6 models. The linking of such circuits
again and again gives rise to identically or similarly func-
tioning simulators of the — forever recurrent — com-
plexes of the morphologic and semantic syntax, from
the nominal word groups to the occurrence complexes
to the sentence plans and all their modalities, e.g. down
to those into which the partial complexes initially to be
regarded as valid can be imbedded (e.g. the DONARE
complex into the modalities: necessity, surmise, possi-
bility, rumor, indirect speech, permission, desire, et al.
Assuming a number of 10,000 full verbs, this alone
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would produce 1,440,000 different forms of expression
that may be collected.

These complex, integrated circuits and their interlink-
ings in the formulation process of language may be
“wired up”, including their different logical elements at
the knots. They replace in their function the analysis
and synthesis programming and, if transferred to mi-
crochips, operate as much faster between their lexicon
inputs and their result outputs (the latter in metalingua
form) as a microchip is faster than the corresponding
software. In this process, the implication of the struc-
tures of the intralingual semantic syntax ensures that
cumbersome decision operations such as a purely mor-
phologically structured system would require are largely
dispensed with.

On page 2 of this issue of IC a draft design (already
in extreme reduction) is given of the verbal formulation
process to be used on a microprocessor.

e) Language instruction

From the beginning of its development, the system has
beenapplied with increasing success for some 60 semes-
ters by now at Bonn University in German language
courses for non-German students of from 10—15 differ-
ent mother tongues from Europe, Asia and Africa. At
present there is also a demand at the secondary school
level for a new German school grammar, for the for-
malistic systems in use there have for more than 30 years
proved incapable of ensuring satisfactory linguistic in-
struction in the mother tongue (i.e. German).

The continued theoretical development of the CG is
being handled in the LIMAS Il research groupin Bonn.
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