book on numerical classification for variables with dif-
ferent scales of measurement. For researchers in numer-
ical classification the book contains quite a few useful
ideas and results with respect to theoretical properties
of classification procedures in general and to procedures
for ordinal scaled data in particular.

Joachim Krauth
Prof. Dr. Joachim Krauth
Lehrstuhl fiir Psychologie IV
Universitét Diisseldorf. Psychol. Inst.
Universititsstr. 1, D-4000 Diisseldorf 1

GENTLE, James E. (Ed.): Computer Science and Sta-
tistics: Proceedings of the Fifteenth Symposium on the
Interface.

Amsterdam, New York, Oxford: North-Holland Pub.
Co 1983; 379 p. ISBN 0444866884.

Es handelt sich um den Tagungsband der fiinfzehnten
JInterface-Tagung, die im Mirz 1983 in Houston,
Texas, stattfand. Die Interface-Tagungen entsprechen
im US-amerikanischen Bereich den européischen
COMPSTAT-Tagungen, d.h. man befaf}t sich mit The-
men, die sowohl den Bereich der Informatik, als auch
den Bereich der Statistik betreffen; man befaBt sich also
im wesentlichen mitrechnergestiitztenstatistischen Aus-
wertungen.

Die diesjahrige Tagung behandelte die Themen Sta-
tistische Datenbanken, Simulation, Software Trends bei
Kleinrechnern, Programme fiir die Analyse von Uber-
lebenszeiten, Berechnen von Zeitreihen, numerische
Algorithmen, Endbenutzerschnittstellen (;human inter-
face‘) bei Kleinrechnern, Mustererkennung und Dich-
teschdtzung, Statistische Auswertungssysteme: Imple-
mentationstechniken, Werkzeuge fiir den Entwurf von
Statistik-Software, nichtnumerische Algorithmen, neue
Moglichkeiten der Datenanalyse, Optimierung sowie
Software Metriken und Aufwandsabschidtzung. Die
schriftlichen Fassungen der Vortrige zu diesen Themen
sindim Tagungsband enthalten. Besonders zu erwéhnen
sind die Gebiete des Einsatzes von Kleinrechnern und
der Komplexitdt von Algorithmen, die in stirkerem
Mafle als bisher iiblich behandelt wurden. Dies ist sehr
zu begriilen. Zum einen, weil Komplexitétsbetrachtun-
gen bei den bisherigen Uberlegungen zu rechnerge-
stiitzten statistischen Auswertungen nur wenig bedacht
wurden. Zum anderen, weil die Mdglichkeiten des Ein-
satzes von Kleinrechnern immer gréfer werden — und
zwar im positiven wie im negativen Sinne. Esist wichtig,
daf3 Wissenschaftler des Fachgebietes ,Statistical Com-
puting‘ sich friihzeitig mit dieser Entwicklung befassen.
Vielleicht konnen sie verhindern, daB einige Fehler bei
fritheren Entwicklungen nochmals begangen werden.

Der Tagungsband bietet einen guten Uberblick iiber
den Stand der derzeitigen Entwicklung bei rechnerge-
stiitzten statistischen Auswertungen. (For an abstract
see Int. Classif. 1983-3, p. 177, No. 9752.)

R. Haux
R. Haux, Institut f. med. Dokumentation, Statistik
und Datenverarbeitung, Univ. Heidelberg
Im Neuenheimer Feld 325, D-6900 Heidelberg 1
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KITTREDGE, Richard;LEHRBERGER,John(Eds.):
Sublanguage. Studies of Language in Restricted Seman-
tic Domains. Berlin—New York: W. de Gruyter 1982.
240 p.

Der Band ist eine Sammlung von 8 Originalbeitrdgen
und 3 Wiederabdrucken. Sie lassen, dem Titel entspre-
chend, einen systematischen Zugriff auf das Phinomen
der Sub- oder Teilsprachen innerhalb einer Standard-
sprache von einem semantischen Ansatz her erwarten.
Diesen Ansatz spezifizieren die Hrsgg. in ihrer Ein-
leitung: nicht nur der Wortschatz kennzeichnet eine
Subsprache, sondern ebenso der ,Stil’. Man konnte
nun erwarten, da3 — nach einer versuchsweisen Bestim-
mung des komplexen Begriffs ,Stil* — alle sprachlichen
Charakteristika, die den ,Stil° konstituieren, in den
,Subsprachen‘ untersucht werden. Die weiteren Erlau-
terungen und die einzelnen Beitrdge machen aber bald
deutlich, dal die Autoren von einem sehr begrenzten,
grammatikalischen Ansatz ausgehen, ohne den Stilbe-
griff weiter zu thematisieren. Ausgangspunkt ist die
Grammatik einer ,Subsprache’, wie sie von Zellig Harris
in seiner transformationell-distributionalistischen Ar-
beit ,,Mathematical Structures of Language“ entwik-
kelt wurde: ,certain proper subsets of the sentences of
a language may be closed under some or all of the opera-
tions defined in the language, and thus constitute a sub-
language of it*'. Im Zentrum des Interesses steht also die
Grammatik von ,Subsprachen’, die die angenommenen
Korrelationen zwischen ,Subsprache und entsprechen-
dem, eingeschrinktem Sachverhaltsbereich darstellen
soll.

In dem wiederabgedruckten Beitrag ,Syntactic for-
matting of science information* von 1972 hatte Naomi
Sagerim Rahmen eines Forschungsprojektesiiber Mog-
lichkeiten der Informationsgewinnung einen Vorschlag
gemacht, wie die Bibliotheks- und Informationsgewin-
nungsdienste auf der Grundlage einer maschinellen
Verarbeitungnatiirlicher Sprachdatenmithilfe eines be-
nutzerfreundlichen Frage-Antwort-Systems relevante
Information aus wissenschaftlichen Texten ziehen kénn-
ten. Sie stellte sich die Frage, inwieweit wiss. Informa-
tionen syntaktisch formatiert werden koénnte. Eine Lo6-
sung fand sie in sprachlichen Informationsmustern (For-
maten), hier also in syntaktischen Mustern als Struktu-
ren von grammatischen Wortkategorien, die durch eine
transformationelle Zerlegung von SprachduB3erungen in
Elementarsétze gewonnen wurden und die die Informa-
tionsstruktur der Sprachduerungen in dem fachlichen
Bereich widerspiegelten. Demonstriert wurde diese
Methode am Beispiel einer speziellen Grammatik fiir ei-
nen pharmakologischen Sprachausschnitt. Etwa zur
gleichen Zeit wurde diese Methode fiir die Informa-
tionsgewinnung aus deutschen (Fach)texten im Rah-
men eines LDV-Forschungsprojektes fiir die Entwick-
lung und Konstruktion eines ,Informationssystems auf
linguistischer Basis‘ (ISLIB) theoretisch entwickelt und
teilweise implementiert?. Solche Informationssysteme
kénnen derart anwendungsorientiert konstruiert wer-
den, daf} der Benutzer in seiner Muttersprache und oh-
ne jegliche Programmierkenntnisse Zugang zu den aus
der Textverarbeitung gewonnenen Informationen hat.
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Selbst sprachlich komplex kodierte Informationen wie
solche in Nominalphrasen oder in kontextsensitiven
Proformen kénnen durch entsprechende Analyserouti-
nen erschlossen werden®.

Illustrativer wird die Methode der Informationsge-
winnung in dem neuen Beitrag von Lynette Hirschmann
und N. Sager, ,,Automatic Information Formatting of a
Medical Sublanguage*, in dem das dankbare Feld klini-
scher Krankheitsberichte untersucht wird. So lassen
sich in diesem Sprachbereich verschiedene AuBerungen
z.B. auf das stereotype Format ,DOCTOR treat PA-
TIENT for SIGN-SYMPTOM with RX*“ zuriickfiihren,
wobei in konkreten Sidtzen nicht immer alle ,Leerstel-
len‘ ausgefiillt sein miissen®. Diese Formatierung er-
moglicht eine automatische Textinformationsgewin-
nung und einfache Problemldsungen im Rahmen eines
Frage-Antwort-Systems, wobei aufgrund der Formate
und formatspezifischer Subkategorisierungsregeln so-
gar unbekannte Worter den entsprechenden Leerstel-
len zugeordnet und damit wortartkategorial und rudi-
mentdr semantisch interpretiert werden kénnen.

Neben der Informationsgewinnung und Texterschlie-
Bung ist die Automatische Ubersetzung von ,Subspra-
chen ein theoretischer Interessensbereich, der seine
ersten praktischen Erprobungen hinter sich hat. Die
grundsitzlichen Schwierigkeiten der Automatischen
Ubersetzung von Standardsprachen (Homonymien, Be-
deutungsbeschreibungen, Vagheitsprobleme, Sprach-
variation, u.a.) werden vermindert, sobald die Uberset-
zung sich auf einen eingeschrénkten Sachverhaltsbe-
reich und eine ,Subsprache‘ beschrinkt. Die geringere
sprachliche Variation als Folge einer stdrkeren Nor-
mierung oder Konventionalisierung der Verwendungs-
weisen von Termini, Satzkonstruktionen und -typen, se-
mantischen AuBerungsmustern, Textsorten usw. er-
leichtert die Konstruktion und maschinelle Implemen-
tierung einer ,subsprachen‘spezifischen Grammatik als
Grundlage der Analyse und Synthese von Sprachéaul3e-
rungen aus der Ausgangssprache in die Zielsprache. Ei-
ne der Voraussetzungen fiir ein ,subsprachen‘spezifi-
sches automatisches Ubersetzungssystem sind umfang-
reiche Wortdatenbanken, wie sie in Europa etwa fiir die
Sprachen der EG-Lander in Briissel in der Form von
EURODICAUTOM fiir die verschiedensten Sachver-
haltsbereiche aufgebaut worden sind. John Lehrberger
beschreibt in seinem Beitrag , Automatic Translation
and the Concept of Sublanguage* ein englisch-franzosi-
sches Ubersetzungssystem fiir die Bereiche Wetterbe-
richt und Handbiicher der Flugzeugwartung, das von ei-
ner kanadischen Forschergruppe TAUM (,Traduction
Automatique Université de Montréal‘) entwickelt wur-
de. Dieses Ubersetzungssystem gliedert die Sitze der
Ausgangssprache, tiberfiihrt sie in eine grammatikalisch
beschriebene, ,normalisierte‘ Form, libersetzt diese in
die ,normalisierte’ Form der Zielsprache und die ent-
sprechenden Sétze der Oberflachenstruktur. Lehrber-
ger weist in seinem Beitrag nach, dafB} die automatische
Analyse charakteristische syntaktische und semantische
Merkmale der ,subsprachlichen‘ Texte aufdeckt.

Richard Kittredge referiert in ,,Variation and Homo-
geneity of Sublanguages“ die im Rahmen einer bei
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TAUM seit 1977 laufenden kontrastiven Syntaxstudie
iiber engl. und franz. Subsprachen erzielten Ergebnisse
zur Variation und Homogenitdt von Fachsprachen im
Vergleich Englisch — Franzosisch, u.a. anhand der
,Subsprachen‘ Flughandbiicher, Wetterberichte, Koch-
rezepte und Borsenberichte. Dies ist auch die Frage
nach moglichen Universalien von ,Subsprachen‘ in na-
tiirlichen Sprachen’. K. kann sie aufgrund seiner Unter-
suchungsergebnisse fiir den syntaktischen Bereich hin-
sichtlich der Frequenz und bestimmter Satzverbin-
dungstypen bestétigen, denn er stellt fest, dal3 parallele
,Subsprachen im Englischen und Franzésischen dhnli-
cher strukturiert sind als verschiedene ,Subsprachen® in
derselben Sprache. Diese Gemeinsamkeiten konnen
zwei Griinde haben;

“Do parallel sublanguages of different languages show resemblan-
ces only because of the shared semantic and pragmatic conditions,

or is this partly due to stylistic borrowing between technical subcul-
tures in contact?” (S. 108).

Kittredge stellt erstmals (in diesem Band) die Frage
nach den Merkmalen von ,sublanguage’, geht iiber das
formal-operationale Kriterium Harris’ hinaus, indem
er, aus der Sicht der Sprachverwendung, die Konventio-
nalisierung von fachlichen ,Subsprachen‘elementen und
-strukturen als mitentscheidendes Kriterium nennt und
weitere pragmatische Konstituenten andeutet, fiir die er
einen vague bestimmten Einfluf} auf die Textgestaltung
postuliert, ndmlich ,that purpose of text and semantic
domain have a powerful influence on text and sentence
structure® (S. 135).

Barbara J. Grosz untersuchte in ihrer wiederabge-
druckten Arbeit(von 1975?), ,,Discours Analysis“, meh-
rere restringierte Dialoge ausfachlichen Situationen, die
natiirlichsprachliche Kommunikationssituationen zwi-
schen Menschen und sprachverstehendem KI-System si-
mulieren sollen. Auf der Grundlage eines Korpus’ ge-
sprochener Sprache zwischen Mechanikern untersuchte
sie zum einen zweck- und zielgerichtete Dialoge (bei
der Montage eines Luftverdichters), zum anderen
Mensch-Maschine-Dialoge bei natiirlichsprachlicher
Datenabfrage durch den Systembenutzer®. Ihre hinsicht-
lich Dialogspezifizierung, Merkmalsfindung, Satz- und
Lexikonstrukturen detaillierte Analyse war — ihrer In-
tention entsprechend — ein wichtiger Beitrag zur Be-
schreibung von Diskurscharakteristiken mit dem Ziel,
diese in ein sprachverstehendes System zu integrieren.
Kaum reflektiert wird jedoch die Frage, inwieweit diese
Diskursmerkmale ,subsprachen‘spezifisch oder stan-
dardsprachlichsind.

Veda R. Charrow, Jo Ann Crandall und Robert P.
Charrow stellen in ihrer Untersuchung iiber ,,Characte-
ristics and Functions of Legal Language“ fest, daf3 die
Gesetzessprache neben lexikalischen auch differenzie-
rende syntaktische und Diskurscharakteristika im Ver-
gleich zur Standardsprache aufweist. Die ,subsprachli-
chen Besonderheiten der Gesetzessprache begriinden
sie detailliert mit historischen, soziologischen, politi-
schen und rechtswissenschaftlichen Faktoren und disku-
tieren Moglichkeiten einer Verdnderung der Gesetzes-
sprache im Interesse des Laien’.

W. Moskovich beriihrt in ,,What is a sublanguage?
The notion of sublanguage in modern Soviet linguistics“

45

hittps://dol.org/10.5771/0843-7444-1984-1-44-1 - am 13.01.2028, 12:00:30. https://wwwinllbra.com/de/agb - Open Access - - KXmE—



https://doi.org/10.5771/0943-7444-1984-1-44-1
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

nur einleitend das Definitionsproblem in der modernen
sowjetischen Linguistik, um auf der Grundlage einer
formalsprachlichen Auffassung von ,Subsprache (lexi-
kalisch-grammatische Besonderheiten) bald zur Frage
nach der Moglichkeit automatischer Textanalysesyste-
me fiir ,Subsprachen’ liberzugehen. Ausgangspunkt fiir
die Analyse sind in der sowjetischen Linguistik dabei
ein Subsprachenworterbuch, dessen Eintrédge funktio-
nal gekennzeichnet sind, und der Graph eines maximal
expandierten Satzes der Subsprache. Der Analysealgo-
rithmus (mit mehreren Subalgorithmen) operiert dabei
wortweise, indem er oberflichenstrukturell zu jedem
Wort die Funktionen des Worterbuchs aufsucht, bis zur
Abarbeitung eines vollstindigen Graphenmusters im
Vergleich mit dem tiefenstrukturellen Graphen. M. kri-
tisiert, daf dieses System nur fiir wenige einfache, ge-
schlossene ,Subsprachen funktionstiichtig ist (etwa fiir
den Bereich ,Wetterbericht‘). Hier fehle auch eine Ta-
xonomie der ,Subsprachen’.

Eine solche Taxonomie versuchte Henry Hiz im Be-
reich einiger Wissenschaftssprachen in seinem kurzen,
wiederabgedruckten Beitrag ,,Specialized Languages of
Biology, Medicine and Science and Connections be-
tween them“ von 1975, gelangt aber iiber einen Ver-
gleich einzelner Lexeme und Ausdrucksweisen in ver-
schiedenen Wissenschaftssprachen nicht hinaus.

Arnold M. und Ann D. Zwicky diskutieren auf weni-
gen Seiten in ,,Register as a Dimension of Linguistic Va-
riation“ den Register-Begriff, einen zentralen Begriff
der Neo-Firthian-Stilistik, wobei sie Register und Stil
voneinander trennen mit dem Argument, daf} dasselbe
Register verschiedene Stile aufweisen kann. Sie stellen
in ihrer Unterscheidung von ,dialect’, ,style‘, ,register
und linguistic routine‘ keinen expliziten Bezug zum
Konzept ,sublanguage* her. Die begriffliche Verwirrung
vergroBern die Hrsgg. dadurch, daB sie in der Einlei-
tung feststellen: ,,Sublanguages constitues another di-
mension of lingustic variation in addition to register,
style, dialect and routine“ (S. 6).

Irena Bellert und Paul Weingartner schlagen in ,,On
different characteristics of scientific texts as compared
with everyday language texts“ einen formalen Beschrei-
bungsrahmen vor fiir die Unterscheidung von wissen-
schaftlichen und alltagssprachlichen Texten. Weiterfiih-
rend ist in den Definitionen fiir wissenschaftliche und
alltagssprachliche Texte — auch wenn dies ,subspra-
chen‘theoretisch und linguistikgeschichtlich nicht re-
flektiert wird — die Einfiihrung von pragmatischen Ka-
tegorien, wie ,relevanter Hintergrund®, ,Pramissen’, Si-
tuationsbezug, als konstitutive Faktoren.

Im letzten, kurzen Beitrag des Bandes arbeitet Zellig
Harris einige allgemeine Unterscheidungskriterien zwi-
schen ,Discourse and Sublanguage“ heraus. Der
Hauptunterschied: Diskurs sei eine empirisch beob-
achtbare sprachliche Erscheinung, Subsprache ein theo-
retisches Konstrukt zur Charakterisierung bestimmter
Diskurse. Im Rahmen der letzteren geht H. auch auf
das Problem verschiedener metasprachlicher Ebenen
der Linguistik im Bereich von Grammatiktheorien ein®,

Soweit zu den einzelnen Beitrdgen. Zieht man das Fa-
zit, so muf3 man feststellen, da} die Zielsetzungen der
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einzelnen Beitrége sehr unterschiedlich sind. Am stérk-
sten vertreten ist eine vielversprechende Verbindung
zwischen ,subsprachen‘linguistischen (hier: grammatik-
theoretischen) und KI-Forschungsaspekten, indem die
betreffenden Autoren versuchen, Forschungsinteressen
im Bereich der Kiinstlichen Intelligenz zur Wissens-
reprisentation in sprachverstehenden kiinstlichen Sy-
stemen auf das Gebiet der ,Subsprachen‘ mit einge-
schrinkten Weltausschnitten zu konzentrieren. Andere
Beitrige stellen das Problem der automatischen Uber-
setzung im ,subsprachlichen‘ Bereich in den Vorder-
grund oder beschreiben einzelne ,Subsprachen’, weite-
re sind — zumindest dem Titel nach — ,subsprachen‘ge-
schichtlicher und -theoretischer Art. Der thematische
Kern ist bei allen Beitrdgen das Phdnomen ,sublan-
guage‘, ohne einen theoretisch-systematischen Zugriff.
Denn der Begriff von ,sublanguage* bleibt beim theore-
tischen Ansatzpunkt Z. Harris’ und der Register-Kon-
zeption stehen, mit gelegentlichen Streifziigen in den
Bereich der Pragmatik. Der Leser mag sich fragen, war-
um bisher nicht einmal der Terminus ,Fachsprache
(engl. ,Language for Special Purposes‘) gefallen ist, da
es ja doch einen systematischen realen und theoreti-
schen Zusammenhang gebe zwischen ,Subsprache‘ und
,Fachsprache’. Als Rezensent habe ich das Wort ,Fach-
sprache’ bisher bewullt vermieden, da es nicht ein einzi-
ges Mal (auch nicht in seiner englischen Entsprechung)
in dem vorliegenden Band erscheint. Die theoretisch-
methodologisch rapide Entwicklung der gesamten euro-
pdischen Fachsprachenforschung seit Anfang der 70er
Jahre und ihre zahlreichen deskriptiven Ergebnisse
scheinen den Autoren (einschlieBlich der Hrsgg.) nicht
bekannt zu sein. Diese auf den ersten Blick sehr ver-
wunderliche Tatsache scheint wieder einmal eine sehr
banale Ursache zu haben. Der vorliegende Band ist in
seinen methodologisch-theoretischen Grundlagen und
in seiner wissenschaftlichen Entstehungsgeschichte ein
weiteres, beredtes und bedauerliches Zeugnis dafiir,
wie Wissenschaft regionalisiert wird und sich der Forde-
rung nach internationalem Informations- und Gedan-
kenaustausch entziehen kann®. Die Hrsgg. und die Au-
toren bestdtigen wieder einmal, was kiirzlich wieder
J.A. Large als Ergebnis seiner empirischen Erhebungen
festgestellt hat: ,,all the evidence suggests that scientists,
in both Britain and the USA rely almost exclusively on
English-language documents“!®. Die Griinde dafiir sind
sicherlich mehrfacher Art, aber keineswegs gutzuhei-
fBen. Ein Grund mag die in allen Wissenschaftsberei-
chen zunehmende Informationsflut (mit dem Zwang zur
weiteren Spezialisierung) sein, die die wissenschaftliche
Arbeit der Gefahr fragmentarischen Wissens und zufél-
liger Informationsauswahl ausliefert, statt sie auf syste-
matische Informationssuche und Informationsverarbei-
tung zu griinden. Neben diesem grundlegenden Defizit
ist es ein Vorzug des Bandes, daB3 er auch eine Reihe
empirischer Ergebnisse vorstelit.

Theo Bungarten

Prof. Dr. Th. Bungarten
Universitat Hamburg. Germanisches Seminar
Von Melle Park 6, D-2000 Hamburg 13
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Anmerkungen

1

2

Z. Harris ,Mathematical Structures of Language“, John Wi-
ley and Sons, New York 1968, S. 152.

Vgl. dazu u.a.: Arbeitsgruppe MasA ,,Zur maschinellen Syn-
taxanalysc, 3 Bde (= Forschungsberichte des Instituts fir
deutsche Sprachc, 18.1, 18.2, 19), Gunter Narr, Tiibingen
1974.

Auch das System ISLIB wurde fiir kleine Sprachausschnittc
des Deutschen konzipiert, und zwar fiir die Bereiche Borscn-
berichte und Abfallbeseitigung. ISLIB fand seine Weiterent-
wicklung in PLIDIS (Problemldsendes Informationssystem
mit Deutsch als Intcraktionssprache). Die Abschluergebnis-
se des insgesamt tiber 8 Jahre laufcnden GroBprojekts sind
u.a. publizicrt in Monika Kolvenbach / Andreas Lotscher /
Hans Dieter Lutz (Hrsgg.) ,,Kiinstliche Intelligenz und natiir-
liche Sprache. Sprachverstehen und Problemidsen mit dem
Computer” (= Forschungsberichte des Inst. f. dt. Sprache,
42), Gunter Narr, Tiibingen 1979.

Einvergleichbares KI-System fiir bestimmte Welt-und Sprach-
ausschnitte wurde und wird weiterentwickelt an der Universi-
tdit Hamburg in Form eines ,Rede-Partner-Modells' (HAM-
RPM). Siehe dazu u.a. Walther von Hahn, Dieter Henskes,
Wolfgang Hoeppner, Wolfgang Wahlster ,HAM-RPM: Ein
Redepartnermodell als Simulationsprogramm*, in: K. Braun-
miiller / W. Kiirschner (Hrsgg.) ,,Grammatik. Aktcn des 10.
Linguistischen Kolloquiums Tiibingen 1975¢, Bd. II, Nie-
meyer, Tiibingen 1976, S. 337-357. Wolfgang Wahister ,,KI-
Verfahren zur Unterstiitzung der &rztlichen Urteilsbildung®,
in: W. Brauer (Hrsg.) ,,GI-1l. Jahrcstagung“, Springer, Berlin
1981, S. 568—579. Thomas Christaller, Walther von Hahn,
Wolfgang Hoeppner, Heinz Marburger, Katharina Morik,
Beranhard Nebel, Wolfgang Wahister ,, Wissensbasierter natiir-
lichsprachlicher Zugang zu unterschiedlichen Diskursberei-
chen mit dem KI-System HAM-ANS¥, in: R. Slama (Hrsg.)
,» Workshop Sprachverarbeitung,. 8. Dezember 1982, Gesell-
schaft fiir Dokumentation und Datenverarbeitung, Bonn
1982, S. 100—-135.

Siehe dazu T. Bungarten ,Linguistische Transformationsope-
rationen fiir Deverbativa in einem natiirlich-sprachlich fun-
dierten Informationssystem*, in: G. Drachmann (Hrsg.) ,,Ak-
ten der 2. SalzburgerFriihlingstagungfiir Linguistik, Salzburg
vom 29. bis 31. Mai 1975“ (= Salzburger Beitriage zur Lingu-
istik, 3), Gunter Narr, Tiibingen 1977, S. 329—343. T. Bun-
garten ,,Die Uberfiihrung ausgewihlter Verben und ihrcr Va-
lenzen zu Debervativgruppen in der Nominaltransformation
(konzipiert fiir einen linguistischen Transformationsalgorith-
mus in einem deutschsprachigen Informations- und Problem-
l6sungssystem (ISLIB)“, in: Grazer Linguistische Studien 8
(Graz, Herbst 1978), S. 5-30. Mit der Analyse und Informa-
tionsauswertung von Nominalphrasen und Proformen iiber-
schreitet das Informationssystem die Satzgrenzen und wird im
Ansatz schon zu einem Textanalysesystem.

Zu den Konzepten ,,Leerstelle* und ihre ,,Belegung* an spezi-
fischen ,,Ortern” von ,,Sdtzen* und ,,Satzmustern® wie auch
zu operationellen Methoden der Satzanalyse s. T. Bungarten
,Umstellprobe und Minimalreprisentierung als Methoden
der Satzanalyse®, in: Ders. ,Sprache und Sprachanalyse des
Deutschen. Vier Beitrage zur Methode und Thcorie“ (= Eu-
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ropdische Hochschulschriften 1/76), Herbert Lang, Bern; Pe-
ter Lang, Frankfurt/M. 1973, S. 9-72.

5 Viliam Schwanzer ,,Syntaktisch-stilistische Universalia in den
wissenschaftlichen Fachsprachen®, in: T. Bungarten (Hrsg.)
,»Wissenschaftssprache“, Fink, Miinchen 1981, S. 213—-230.

6 Zu Untersuchungen iiber dialogisches Sprachverhalten in
Kiinstlichen Intelligenz-Systemen siehe auch: Wolfgang
Hoeppner, Anthony Jameson ,, Kooperatives Dialogverhalten
im Simulationssystem HAM-RPM* in: ,,Proceedings of the
4th Workshop on Artificial Intelligence*, Bad Honnef 1979,

S.21-31. (= RPM-Report 13). Walther vonHahn ,,UberDia- -

logkohérenz in natiirlichsprachlichen Al-Systemen®, Germa-
nisches Seminar der Univ. Hamburg, 1979. Walther von
Hahn, Wolfgang Hoeppner, Anthony Jameson, Wolfgang
Wahister ,,The Anatomy of the Natural Language Dialoque
System HAM-RPM*, in: L. Bolc (ed) ,,Natural Language Ba-
sed Computer Systems“, Hanser/Macmillan, Miinchen 1980,
S. 119-153.

7 Auchin diesem Beitrag istzu beachten, daB3nichteine einzige
Arbeit aus der reichhaltigen europdischen Tradition methodo-
logisch-theoretischer und deskriptiver Untersuchungen zur
Gesetzessprache herangezogen wird. Zu dieser Kritik siehe
auch weiter unten.

8 Vgl. dazu auch Roland Harweg ,,Strukturen und Probleme
linguistischer Rede. Zeichen- und abbildungstheoretische Be-
merkungen zur Sprache der Linguistik®, in: T. Bungarten
(Hrsg.) ,,Wissenschaftssprache“, Fink, Miinchen 1981, S.
111-139.

9 Diese Kritik trifft nicht nur die 15 Autoren des Bandes (ein-
schlieBlich der Hrsgg.), sondern — abgeschwicht — auch den
Reihenhrsg. und das Lektorat des deutschen Verlages. Die
wichtigere Frage hier ist, ob die Vernachléssigung fundamcn-
taler Prinzipien der wissenschaftlichen Arbeit in diesem kon-
kreten Fall und ihre Dokumcntation in einem mehrfach redi-
gierten/lektorierten Band das Ergebnis ungliicklicher Fiigun-
gen oder ob sie symptomatisch fiir manche Wissenschaftsbe-
reiche (hier die Linguistik) sind.

10 J.A. Large , The Foreign-Language Barrier. Problems in

Scientific Communication“ (= The Language Library), An-
dré Deutsch, London 1983, 2. Einbanddcckecl.
Ich habe mir die Miihe gemacht, die in den Literaturverzeich-
nissen der einzelnen Beitrdge angefiihrte Literatur niher an-
zusehen: Vonziemlich genau 100 Literaturangaben (nicht mit-
gezihlt die russ. Titel des Beitrages zur sowjetischen Lingu-
istik) sind 97 in englischer Sprachc (fast ausschlieBlich von
amerikanischen/kanadischen/englischen Autoren) und 3 in
franzésischer Sprache (in den Beitrdgen zu den Montrealer
engl.-franz. Ubersetzungssystemen) geschrieben. In 41 dieser
100 Literaturangaben sind die Autoren des vorliegenden Ban-
des Allein- oder Mitautor (Die Angaben stellcn sich in den
einzelnen Beitrdgen durchaus unterschiedlich dar; in dem Bei-
trag von Zwicky und Zwicky wird ,Bierwisch 1970“ und
»Sherzer 1976“ zitiert, bibliografisch allerdings nicht weiter
nachgewiesen). Diese Befunde konnen sehr verschiedene
Griinde haben, verfiihren allerdings im Verbund mit den iibri-
gen kritischen Beobachtungen zu bestimmten SchluBfolgerun-
gen.

Correction, please!

Inthearticleby D. Goldenbergand D. ﬁumpel: “Recog- -

nition of abbreviated Context-Words by Man” (Int.
Classif.10(1983)No.3, p.146 (equation 8)) a mistake
must be corrected. The equation shouldread as follows:

1
Ai
1+27

G,PK =
G,P,K
T

We beg your pardon!
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