Die Mechanisierung des Denkens

Lange vor Alan Turing und Joseph Weizenbaum, nimlich schon im 17.
Jahrhundert machte sich René Descartes Gedanken dariiber, ob Ma-
schinen je Sprache verstehen werden kénnen. In seinem berithmten
Discours de la Méthode versucht er an einer Stelle zu zeigen, dass das
nicht moglich ist. Dabei geht es ihm allerdings nicht um die Fihigkei-
ten von Maschinen per se, sondern um die Abgrenzung des Menschen
vom Tier. Fiir Descartes sind sowohl der menschliche als auch der tie-
rische Korper nur Maschinen. In einem Gedankenexperiment stellt er
sich vor, dass wir eines Tages eine Maschine bauen kénnten, die sich in-
nerlich und duflerlich nicht von einem Affen unterscheiden lisst. Dass
das gehen konnte, scheint ihm plausibel. Dann stellt er sich vor, dass
wir einen perfekten Androiden bauen konnten, also eine Maschine, die
einem Menschen gleicht und sich moglichst auch wie ein Mensch ver-
hilt. Wie Turing geht es auch Descartes dabei nicht um das Aussehen,
sondern um die Intelligenz. Descartes schligt zwei »sehr sichere Mit-
tel« vor, mit deren Hilfe man schnell herausfinden kann, dass es sich
bei solchen Androiden nicht um echte Menschen handelt:

Das erste ist: Sie konnten niemals Worte oder andere Zeichen gebrau-
chen, indem sie sie zusammensetzen, wie wir es tun, um anderen unse-
re Gedanken kundzutun. Denn man kann sehr gut verstehen, dass eine
Maschine so gebaut sein soll, Worte zu dufdern, und man kann sogar
verstehen, wenn sie einige Worte anldsslich korperlicher Vorgange du-
Rert, die irgendeine Verdnderung in ihren Organen verursachen: etwa
dafs sie, wenn man sie an irgendeiner Stelle beriihrt, fragt, was man
ihr sagen wolle, oder daR sie, berithrt man sie an einer anderen Stelle,
schreit, man tue ihr weh und dergleichen. Aber man kann nicht verste-
hen, dafd sie Worte verschieden zusammenstellt, um auf den Sinn alles
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dessen zu antworten, was in ihrer Gegenwart gesagt werden wird, wie
es selbst die stumpfsinnigsten Menschen tun kénnen.!

Anders als Turing kann sich Descartes nicht vorstellen, dass eine Ma-
schine jemals Sprache beherrschen kann. Obwohl Siri und Alexa bis-
lang den Turing-Test nicht bestehen, so diirften sie doch sprachliche
Fihigkeiten besitzen, die weit iber Descartes Vorstellungskraft hin-
ausgehen. Sicher, teilweise sind die Antworten von ELIZA und Co nur
vorprogrammiert, weswegen sie sich immer noch leicht als Maschinen
uberfithren lassen, so wie Descartes sich das vorstellte. Aber Computer
konnen durchaus »Worte verschieden [zusammenstellen]« und »Zei-
chen gebrauchen«, denn nichts anderes macht ELIZA. Und Watson
und Wolfram Alpha kénnen sich Antworten sogar teilweise aus ihrer
Wissensdatenbank erschliefden. Angesichts des aktuellen Fortschritts
bei Sprachmodellen wie ChatGPT scheint Descartes Behauptung, dass
keine Maschine je »Worte verschieden zusammenstellt, um auf den
Sinn alles dessen zu antworten, was in ihrer Gegenwart gesagt werden
wird«, langst widerlegt. Aber Descartes hatte ja noch ein weiteres Mit-
tel vorgeschlagen.

Das zweite ist: Auch wenn solche Maschinen viele Dinge ebenso gut
oder vielleicht sogar besser als irgendeiner von uns verrichten wiirden,
wirden sie unvermeidlich bei einigen anderen versagen, und anhand
dieser Dinge lief3e sich entdecken, dafS sie nicht aus Erkenntnis tatig
sind, sondern nuraus der Anordnung ihrer Organe. Denn anders als die
Vernunft, die ein Universalinstrument ist, das bei allen Arten von Be-
gebenheiten benutzt werden kann, benétigen diese Organe eine ganz
bestimmte Anordnung fiir jede besondere Tatigkeit, und deshalb ist es
praktisch unmoglich, dafd es genligend viele Organe in einer Maschine
gibt,umsieinallen Vorfillen des Lebensin derselben Weise wie unsere
Vernunft tatig sein zu lassen.?

Descartes prophezeit weitsichtig, dass Maschinen viele Dinge besser
als Menschen erledigen werden kénnen. Aber auch an diesem Zitat
sieht man, dass Descartes eine naive Vorstellung von Maschinen hat. Er
kannte einfach noch keine Computer. Anders als Turing 300 Jahre spi-

1 Descartes (2011), Fiinfter Abschnitt, S. 97.
2 Descartes (2011), Flinfter Abschnitt, S. 97f.
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ter konnte Descartes sich nicht vorstellen, dass es je Maschinen geben
konnte, die viele verschiedene Tatigkeiten flexibel ausfithren kénnen,
und nicht fiir jede einzelne Tatigkeit eine ganz bestimmte Anordnung
ihrer »Organe« benétigen. Eben solche Maschinen sind aber Computer.
Mit ein paar wenigen elektronischen Organen kann man unterschied-
liche Programme ausfithren, die verschiedene Titigkeiten verrichten.
Dadurch, dass man mehrere Programme auf einem Computer instal-
lieren kann, ist der Computer das »Universalinstrument« schlechthin.
Mehr noch: Schachprogrammen sind nicht einzelne Ziige durch eine
besondere »Anordnung der Organe« einprogrammiert, sondern sie
iiberlegen sich die besten Ziige je nach Stellung. Sie sind sozusagen
»aus Erkenntnis titig«.

Descartes irrt also, wenn er glaubt, dass der Gebrauch von Zeichen
uns Menschen vorbehalten ist. Descartes irrt auch, wenn er glaubt,
dass es keine Maschine mit geniigend vielen Organen geben kann, um
beliebige Titigkeiten ausfithren zu kénnen. Seine Intuition, dass Ma-
schinen sich mit Sprache und Vernunft schwertun, ist dadurch aller-
dings nicht unbedingt widerlegt - sie tun sich aber nicht aus den Griin-
den schwer, die Descartes anfiithrt. Um die aktuellen Entwicklungen
und die Grenzen von KI richtig einschitzen zu kénnen, muss man zu-
erst verstehen, warum Descartes’ Vorstellungen itber Maschinen falsch
sind. Man muss zuerst verstehen, warum der Computer eine wahrhaft
revolutionire Erfindung ist.

Uhrwerke sind die Urahnen der Computer

Descartes kannte zwar keine modernen Computer, aber er kannte kom-
plexe mechanische Apparate, Uhrwerke zum Beispiel. So wie das heute
jeder von Kuckucksuhren kennt, gab es damals schon Spielfiguren, die
sich auf dhnliche Weise bewegten und auch Gerdusche machten. Ange-
sichts solcher Automaten schien es ihm plausibel, dass die Kérper von
Tieren und Menschen nichts weiter als extrem komplizierte Maschinen
sind. Im frithen 19. Jahrhundert waren mechanische Apparate so weit
entwickelt, dass es Automaten gab, die wie menschliche Musiker aus-
sahen und durch eine komplizierte Mechanik sich so bewegten, dass
sie auf Instrumenten Stiicke spielen konnten (im Deutschen Museum
in Miinchen kann man in der Informatikabteilung einen mechanischen
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Trompeter aus dem Jahr 1810 bewundern).’ Dass korperliche Titigkei-
ten von Maschinen iibernommen werden konnen, iiberraschte schon
damals niemanden mehr. Schliefdlich baut man ja Maschinen gerade
deswegen, um korperliche Tatigkeiten zu automatisieren. Ein Hand-
webstuhl ist ein Werkzeug, das benutzt wird, um Menschen bei der
korperlichen Tatigkeit des Webens zu unterstiitzen. Eine Webmaschi-
ne automatisiert diesen Prozess so weit, dass die sich wiederholenden
Bewegungen nicht mehr von einem Menschen ausgefithrt werden miis-
sen, sondern selbstindig von der Maschine iibernommen werden.

Korperliche Tatigkeiten, die sich wiederholen, lassen sich leicht me-
chanisieren. Was aber, wenn die Bewegungen nicht immer gleich sind?
Was, wenn ich an einem Tag auf der Maschine ein Bliittenmuster weben
will, am nichsten aber ein Blittermuster? Auch dafir gab es schlaue
Losungen, denn die mechanischen Webmaschinen Anfang des 19. Jahr-
hunderts waren programmierbar. Verschiedene Webmuster konnten
an einem sogenannten >Jacquardwebstuhlc durch verschiedene Loch-
karten eingestellt werden.

Maschinen sind also offensichtlich in der Lage, viele korperliche
Aufgaben fiir uns zu itbernehmen. Aber wie sieht es mit geistigen Auf-
gaben aus? Lisst sich das Denken mechanisieren? Falls es eine Me-
chanik des Denkens gibe, dann miisste man diese auch in Automaten
nachbauen kénnen, so wie das auch mit dem Spielen von Musik und
dem Weben von Mustern funktioniert. Selbst im automatenbesessenen
18. Jahrhundert war man von der Technologie, die es einer Maschine
etwa erlaubt, Schach zu spielen, weit entfernt. Erst am Anfang des 20.
Jahrhunderts baute Leonardo Torres Quevedo in Spanien einen ersten,
einfachen Schachautomaten fiir Turmendspiele.

Trotzdem erschienen Schachautomaten vielen Menschen schon im
18. Jahrhundert moglich, da sie Webmaschinen und Musikautomaten
kannten. Wolfgang von Kempelen baute eine Apparatur, die so aussah,
als ob ein >Roboter« in tiirkischer Tracht vor einem Schachbrett sitzt
und spielt. In Wirklichkeit wurde diese Figur iiber eine ausgekliigelte
Mechanik von einem Menschen gesteuert, der so geschickt im Inneren
der Maschine versteckt war, dass es selbst heutige Zauberkiinstler noch
verziickt. Jedenfalls entstand der iiberzeugende Eindruck, der Automat
witrde Schach spielen. Dieser Automat, der sogenannte >Schachtiirkes,
wurde europaweit bestaunt. Genau wie bei heutiger KI wurden pub-

3 Siehe https://digital.deutsches-museum.de/item/4423/.
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likumswirksame Duelle mit den besten Schachspielern veranstaltet —
und angeblich mit vielen Herrschern.* Der Schachroboter war damals
die Hauptattraktion einer dufierst erfolgreichen Automatenshow, die
durch ganz Europa tingelte. Nicht immer wurde der Taschenspieler-
trick durchschaut und die Zeitungen waren voll von reiferischen Be-
richten iiber dieses Wunderwerk der Technik: ein denkender Automat.
Als er spiter in Amerika zu sehen war, wurde so ausgiebig tiber diese
Sensation berichtet, dass eine Zeitung sogar das Gefiihl hatte, sich fir
die andauernde Berichterstattung entschuldigen zu miissen.’

Die eigentliche Computer-Revolution startete schon vorher und war
weit weniger spektakuldr. Dabei ging es nicht um Show-Veranstaltun-
gen, bei denen Menschen gegen Maschinen antraten, sondern um ganz
praktische Probleme. Auch unter geistigen Titigkeiten gibt es solche,
die extrem mithsam sind und sich stindig wiederholen. So beschwerte
sich der berithmte Universalgelehrte Gottfried Wilhelm Leibniz schon
im 17. Jahrhundert, dass er seine Zeit mit »knechtischen Rechenarbei-
ten« verschwenden musste.® Kein Wunder, dass er an einer Maschine
arbeitete, die ihm diese listige Tatigkeit abnehmen sollte. Da es schon
damals einen grofien Bedarf an Berechnungen fiir praktische Proble-
me gab, etwa in der Buchhaltung oder bei Landvermessungen, war er
nicht der einzige, der an Rechenmaschinen arbeitete. Der Astronom
Wilhelm Schickard in Wiirttemberg arbeite genauso an ihnen wie der
Mathematiker, Physiker und Philosoph Blaise Pascal in Frankreich.

Diese frithen mechanischen Rechenapparate funktionierten nach
ahnlichen Prinzipien wie alte Handzihler oder die Registrierkasse im

4 Wiirde es Sie heutzutage interessieren, den Bundeskanzler in dem Computerspiel
StarCraft gegen eine Kl spielen zu sehen?

5 Das Buch von Standage (2002) erzihlt die aufregende Geschichte dieses angebli-
chen Schachautomaten, die sich bis ins 19. Jahrhundert erstreckt. Obwohl die meis-
ten Berichte dariiber, dass er gegen verschiedene Herrscher gespielt hat, wohl falsch
sind, istein Spiel gegen Napoleon gut belegbar (Kap. 7). Standage zitiert auch einige
der reifderischen Zeitungsberichte (Kap. 9, die Entschuldigung iiber die standige Be-
richterstattung findetsich auf S. 153). Viele Leute waren trotzdem zu Recht skeptisch
und davon iiberzeugt, dass es sich um einen elaborierten Streich handeln musste.
So auch der Schriftsteller Edgar Allen Poe, der von Kempelens Schachautomaten
einen langen Artikel widmete (Poe, 1836; Standage, 2002, Kap.10).

[0}

Dervollstindige, hdufig zitierte Ausspruch lautet: »Es ist unwiirdig, die Zeit von her-
vorragenden Leuten mit knechtischen Rechenarbeiten zu verschwenden, weil beim
Einsatzder Maschine auch der Einfaltigste die Ergebnisse sicher hinschreiben kann.«
(Poser, 2016, S. 388)
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Tante-Emma-Laden. Dabei beherrschten sie teilweise nicht einmal alle
Grundrechenarten, wenn sie itberhaupt verlisslich funktionierten. Die
komplizierte Feinmechanik in diesen Geriten war damals nur schwer
in ausreichender Prizision herzustellen. Selbst Charles Babbage, des-
sen>Analytical Engine« als der erste Entwurf fiir einen modernen Com-
puter gilt, scheiterte noch im 19. Jahrhundert an den Tiicken der Fein-
mechanik. (Babbage hat angeblich auch zweimal gegen von Kempelens
Schachautomaten verloren, obwohl er den Taschenspielertrick durch-
schaute.)’

Wie Computer rechnen

Erst Fortschritte in Elektrotechnik und Elektronik erlaubten es seit der
Mitte des 20. Jahrhunderts, auf mechanische Teile zu verzichten und
elektronische Rechenmaschinen prizise und billig genug zu fertigen,
um im grofien Stil eingesetzt zu werden. Durchgesetzt hat sich dabei
ein Entwurf, der auf den ungarisch-amerikanischen Mathematiker
John von Neumann zuriickgeht, weshalb moderne Computer manch-
mal auch >Von-Neumann-Rechner«< genannt werden.

Die praktischen Details, wie man einen mechanischen oder elekt-
ronischen Computer baut, sodass alle Teile verlasslich und schnell zu-
sammenarbeiten, waren bei der Entwicklung des modernen Computers
entscheidend. Aber genauso wichtig war es fiir die Computerpioniere,
erst einmal theoretisch zu verstehen, was genau ein Computer eigent-
lich ist. Alan Turing erfand 1937 eine sehr einfache, hypothetische Ma-
schine, die seither als sTuringmaschine« bekannt ist.® Obwohl richtige
Computer nicht nach dem Vorbild der Turingmaschine gebaut werden,
erlaubt es diese hypothetische Maschine, die entscheidenden Aspekte
eines Computers genau zu verstehen.

Dabei ist es iiberraschenderweise gar nicht so wichtig zu verstehen,
wie genau die Maschine im Detail mit mechanischen oder elektroni-
schen Teilen gebaut werden kénnte. Die Idee, mit der Turing startet,
ist einfach: Die Maschine soll genau das machen, was Menschen ma-
chen, die mit Papier und Bleistift rechnen. Nehmen wir als Beispiel die

7 Siehe Michel (2012) und Standage (2002).

8 Siehe Turing (1937). Eine kurze und verstandliche Einfiihrung findet sich in Kap. 28
des schonen Buches von Dewdney (1989).
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schriftliche Addition. Wir wollen wissen, was 932+92 ist. Das konnen
wir natirlich leicht im Kopf ausrechnen. Aber versuchen wir uns zu er-
innern, wie wir in der Schule gelernt haben, zwei Zahlen schriftlich zu
addieren. Zuerst schreiben wir dazu die zwei Zahlen auf unserem ka-
rierten Papier rechtsbiindig untereinander. Um uns zu erinnern, dass
wir addieren wollen, schreiben wir ein Plus vor jede Zahl und zur bes-
seren Lesbarkeit fiigen wir auch noch fithrende Nullen ein, ziehen zwei
Striche darunter und markieren die Késtchen, in die wir das Ergebnis
schreiben wollen, durch Fragezeichen:

+932
+092

Jetzt stellen wir uns vor, dass es eine Maschine gibt, die mit einem Lese-
und Schreibkopf iiber die Kistchen des karierten Papiers fahren kann.
Die Maschine kann erkennen, welches Zeichen in einem Kistchen steht
und das Zeichen 16schen und iiberschreiben. Genau das passiert auch
im Speicher eines Computers. Der Speicher eines Computers ist wie ein
sehr grofies Kastchenpapier, das mit Bleistift und Radierer beliebig be-
und tiberschrieben werden kann. Sie konnen ja mal tiberlegen, wie Sie
so eine Maschine mit mechanischen Teilen bauen wiirden. Das ist gar
nicht so leicht. Mit elektronischen Bauteilen ist es einfacher. Fiir unsere
Zwecke reicht es aber zu wissen, dass es geht.

Neben dem Papier und dem Lese-Schreib-Kopf braucht die Maschi-
ne noch einen Mechanismus, der den Kopf steuert. Abhingig davon,
was die Maschine einliest, soll sie bestimmte Ausgaben machen. Die
Maschine kénnte zum Beispiel so konstruiert sein, dass sie erst die ers-
te und dann die zweite Zeile Zeichen fiir Zeichen einliest und abhingig
davon, was sie gelesen hat, nacheinander unterschiedliche Ziffern in
die letzte Zeile schreibt. Wieder wire es nicht leicht, so einen Mecha-
nismus mechanisch zu bauen, aber elektronisch ist das heutzutage
ohne weiteres moglich.

Eine schlichte Maschine - so wie sie sich Descartes wohl vorgestellt
hatte — hitte fiir jede mogliche Eingabe einen eigenen Mechanismus,
der bestimmt, was der Automat in dieser speziellen Situation machen
soll. Wenn die Maschine in der ersten Zeile die vier Zeichen +001 nach-
einander liest und dann in der zweiten die vier Zeichen +001, dann
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fahrt sie in die letzte Zeile und beschreibt diese nacheinander mit 0002.
Wenn die Maschine in der ersten Zeile +001 liest und in der zweiten
aber +002, dann schreibt sie in die letzte Zeile 0003.° Und so weiter
fir alle moglichen Eingaben. Fiir jede mogliche Kombination an Einga-
bezahlen miisste man einen speziellen Mechanismus in die Maschine
einbauen, der fiir diese Situation die richtige Ausgabe produziert. So
eine Maschine wiirde nicht wirklich rechnen, sondern hitte lediglich
die richtigen Antworten fir alle dreistelligen Additionsaufgaben fest
verdrahtet. Wenn wir die Eingaben in den ersten zwei Zeilen auf die
Zahlen von o bis 999 beschrinken, dann gibt es 1000 mal 1000, also
eine Million mdgliche Eingaben. Wenn unser Kistchenpapier nicht
nur 4 mal 4 Kistchen grofd ist, sondern 5 Kistchen breit, dann wiren es
schon 100 Millionen. Bei 6 Kistchen 10 Milliarden. Wenn wir beliebig
grofie Zahlen addieren wollen, dann ist es tatsichlich unmdoglich, eine
Maschine mit so vielen »Organen« zu bauen. Auf diese Weise kann man
sicher keine funktionierende Rechenmaschine — oder gar Schachma-
schine — bauen. Damit hatte Descartes recht.

Eine Maschine, in der alle Antworten fest verdrahtet sind, ist ohne-
hin nicht, was wir wollen. Wir wollen eine Maschine bauen, die Zahlen
addiert wie der Mensch. Bei der schriftlichen Addition fangen wir in
dem Kistchen rechts oben an, und deshalb muss die Maschine ihren
Lese-Schreib-Kopf als Erstes da hinfahren. Dann brauchen wir einen
Mechanismus, der die Spalte nach unten fihrt und die Zeichen nach-
einander liest. In unserem Beispiel liest die Maschine dann erst eine 2,
dann noch eine 2 und dann das =. Zum Addieren brauchen wir einen
Mechanismus, der abhingig davon, was in einer Spalte gelesen wur-
de, in die unterste Zeile der gleichen Spalte unterschiedliche Ziffern
schreibt. Wenn die erste Zeile eine 2 war und die zweite eine 2 und die
dritte ein =, dann muss in die letzte Zeile eine 4 geschrieben werden.
Ebenso brauchen wir natiirlich jeweils weitere Teilmechanismen fiir
alle anderen Paare von Ziffern zwischen 0 und 9, die in den zwei Zeilen
stehen koénnten. Das sind 10 mal 10 Ziffern, macht Hundert fest ver-
drahtete »Organe«, also wesentlich weniger als die Millionen, die wir
vorher hatten. Nachdem die Maschine so die rechte Spalte verarbeitet
hat, steht auf unserem Papier:

9 FallsSiesich tiber die zusatzliche fihrende Null wundern: Die Summe von +500 und
+500 ist 1000. Wir brauchen deshalb fiir die Ausgabe eine Ziffer mehr als fiir die
Eingaben.
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+932
+092

??74

Dann muss die Maschine ihren Lesekopf wieder in die erste Zeile zu-
riickfahren und ein Kistchen nach links versetzen. Wenn die Maschine
da kein + liest, sondern eine Ziffer — wie hier die 3 —, ist die Rechnung
noch nicht fertig. Und wir benutzen denselben Mechanismus wie zuvor,
um die nichste Spalte zu verarbeiten. Wenn in der ersten Zeile eine 3
steht, in der zweiten eine 9 und in der dritten ein =, schreibt der Me-
chanismus in die letzte Zeile eine 2 und merkt sich fiir die nichste Spal-
te eine 1, indem er dort das = iiberschreibt. Das ist die >Eins im Sinnc«
(oder >Eins gemerktq und fiir diesen Fall brauchen wir weitere Regeln,
um damit korrekt umzugehen. So kann die Maschine bis zur ersten
Spalte, in der links oben ein + steht, weitermachen. Danach steht in der
letzten Zeile das vollstindige Ergebnis:

+932 +932 +932
+092 +092 +092
=l== 1l== 1l==
2?24 2024 1024

Die Maschine fithrt den Algorithmus zur schriftlichen Addition aus,
den wir in der Schule gelernt haben. Ein Algorithmus besteht aus einer
Folge von regelbasierten Anweisungen in der Form, wie wir sie bei der
Beschreibung der Maschine ausfithrlich genutzt haben, zum Beispiel:
Wenn Du beim Runterfahren einer Spalte eine 1, eine 2 und ein = liest,
dann schreib in die letzte Zeile eine 3 und fahre mit der nichsten Spalte
fort. Diese Anweisungen miissen unmissverstandlich sein und niemals
darf der Fall eintreten, dass man nicht weif}, was man tun soll. Nur
dann spricht man von einem Algorithmus. Eine Maschine, die einen
Algorithmus ausfithren soll, braucht fiir jede Anweisung einen entspre-
chenden Mechanismus.

Die Anzahl der »Organex, die unsere Additionsmaschine braucht,
ist immer noch recht grof, weil die Anzahl der Rechenregeln, die wir
benutzt haben, recht grof? ist. Fiir jedes Paar der Ziffern von 0 bis 9
brauchen wir eine Regel, also einen Mechanismus, der die passende
Zahlin die jeweils letzte Zeile schreibt. Das macht 10 mal 10 Regeln. Fiir

https://dol.org/10.14361/9783839405588-003 - am 12.02.2026, 14:08:11. Acce:

37


https://doi.org/10.14361/9783839405598-003
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nd/4.0/

38

Frank Jékel: Die intelligente Tduschung

die >Eins im Sinn< brauchen wir noch zusitzliche Regeln. Die meisten
Menschen, die nicht mehr besonders viel mit der Hand rechnen, kén-
nen wahrscheinlich nicht mal alle diese 10 mal 10 Regeln auswendig
(tatsichlich muss man sich ja nur knapp die Hilfte davon merken, weil
5+3 dasselbe ist wie 3+5). Man kann zwar wesentlich schneller rechnen,
falls man auswendig weif3, dass 5+3=8 ist, aber im Notfall kann man
auch an den Fingern abzihlen. Dieses Abzihlen kénnte man zusitzlich
in unsere Additionsmaschine einbauen, in der Hoffnung, die Maschine
dadurch weniger komplex zu machen.

Eine andere und radikalere Vereinfachung unserer Additionsma-
schine erreicht man, indem man statt mit zehn Ziffern nur mit zwei
Ziffern rechnet — also statt dem sonst iiblichen Dezimal- das Binarsys-
tem benutzt. So braucht man statt 10 mal 10 nur noch 2 mal 2 (also 4)
Regeln fir die Additionsmaschine.”” Turing hat die Mechanismen fiir
seine hypothetische Rechenmaschine noch weiter vereinfacht, indem
er statt des handelsiiblichen Karopapiers einen langen Papierstreifen
an Kistchen nutzt. Statt die Zahlen untereinander zu schreiben, wer-
den sie in einer solchen Turingmaschine nebeneinander geschrieben.
Dadurch wird der Additionsalgorithmus etwas komplizierter, weil die
Ziffern, die addiert werden sollen, nicht direkt untereinander stehen.
Dafiir kann man den Papierstreifen mit einer einfachen Mechanik
unter dem Lese-Schreib-Kopf hin- und herbewegen und muss keine
komplizierte Apparatur bauen, um ihn in zwei Dimensionen zu bewe-
gen. Falls man jetzt einen beliebig langen Papierstreifen zur Verfiigung
hat, kann man mit dieser endlichen Maschine beliebig grof3e Zahlen
addieren.

Wer weifd, wie man eine Additionsmaschine baut, kann mit den
gleichen Prinzipien auch eine Subtraktions- oder Multiplikationsma-

10 Man unterscheidet zwischen einer Ziffernfolge und der Zahl, die durch die Zif-
fernfolge dargestellt wird. Dieselbe Zahl kann in verschiedenen Systemen durch
unterschiedliche Ziffernfolgen dargestellt werden. Die Ziffernfolge 42 im De-
zimalsystem bedeutet 410+21: vier Zehner und zwei Einser. Im Dezimalsystem
stehtjede Ziffer fiir eine Zehnerpotenz. Die Einser sind 10°, die Zehnersind 10", die
Hunderter sind 10%, die Tausender sind 10> und so weiter. Im Binarsystem ist die
Basis nicht 10, sondern 2. Statt Zehnern, Hundertern und Tausendern gibt es die
entsprechenden Zweierpotenzen: Zweier, Vierer und Achter. Die Einser sind 2°, die
Zweier sind 2", die Vierer sind 2% und die Achter sind 23. Im Binirsystem wird die
Zahl, die wir tiblicherweise als die Ziffernfolge 42 schreiben, durch die Ziffernfol-
ge 101010 dargestellt. Im Dezimalsystem ausgedriickt bedeutet diese Ziffernfolge
1:32+016+1-8+0-4+1-2+0-1.
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schine bauen - oder eine Maschine fiir beliebige andere Berechnungen,
die man mit Papier und Bleistift durchfithren kann. All diese geisti-
gen Titigkeiten lassen sich mit solchen Turingmaschinen mechani-
sieren. Leibniz wire begeistert. Endlich hat jemand die Technologie
erfunden, die ihn von der Knechtschaft des Rechnens erlést. Was fiir
viele von Leibniz’ Zeitgenossen noch ein Wunder der Technik gewesen
wire, ist heutzutage alltiglich: Computer kénnen rechnen. Daher der
Name. Das ist wirklich total niitzlich. Aber fiir alle, die nicht irgendein
MINT-Fach studieren oder Buchhalter sind, auch irgendwie langwei-
lig. So langweilig wie Rechnen in der Schule. Aber warum kann man
mit Computern eigentlich auch Texte schreiben, Bilder bearbeiten oder
Schach spielen? Und was hat das alles mit Rechnen zu tun?

Computer verarbeiten Zeichen

Keines der Konstruktionsprinzipien, die wir fiir unsere Maschine be-
nutzt haben, ist spezifisch fir Zahlen. Einer solchen Maschine ist es
egal, ob sie Ziffern, Buchstaben oder andere Zeichen als Eingaben be-
kommt. Wichtig ist nur, dass es unmissverstindliche Regeln gibt, die
beschreiben, wie die Zeichen verarbeitet werden sollen. In unserem
Alltag hat Rechnen etwas mit Zahlen zu tun. Fir Informatiker hin-
gegen bedeutet Rechnen ganz allgemein, irgendwelche Zeichen zu ver-
arbeiten. Computer sind eigentlich keine Rechenmaschinen, sondern
regelbasierte Zeichenverarbeitungsmaschinen. All die Sachen, die
Computer so tun konnen, sind schlicht Zeichenverarbeitungsaufgaben.
Ada Lovelace, die berithmte Pionierin der modernen Informatik, hat
das schon 1843 verstanden, als sie iiber die Analytical Engine schrieb,
dass diese Maschine Musik komponieren oder mathematische For-
meln beweisen konnte und dabei »algebraische Muster webt, wie der
Jacquardwebstuhl Bliiten und Blitter«.”

Dazu ein Beispiel aus der Sprachverarbeitung, das an ELIZA er-
innert: Wir wollen eine Maschine bauen, die einfache Aussagesitze in
Warum-Fragen umwandelt. Der Satz ICH BIN TRAURIG soll zu WA-
RUM BIST DU TRAURIG werden oder ER IST EIN TYRANN soll zu

11 Im Original: »weaves algebraical patterns just as the Jacquard loom weaves flo-
wers and leaves« (Hollings, Martin & Rice, 2020). Siehe auch Toole (1998), S.179 und
S.182.
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WARUM IST ER EIN TYRANN werden. Dabei beschrinken wir uns der
Einfachheit halber auf Sitze, die mit einem Personalpronomen und
dem Verb >sein« gebildet werden. Die Eingabe schreiben wir wieder auf
das Karopapier, ein Wort in jede Zeile, also zum Beispiel:

ICH
BIN
TRAURIG

Die Maschine soll sich nach folgenden Regeln verhalten: Lies das Wort
in der ersten Zeile. Wenn es ICH ist, ersetze es durch DU. Wenn es DU
ist, ersetze es durch ICH. Wenn es ER oder SIE ist, mache nichts. Ahn-
liche Regeln gelten fiir WIR, IHR und SIE. Nachdem diese Anweisun-
gen abgearbeitet sind, steht auf dem Papier:

DU
BIN
TRAURIG

Dann liest die Maschine das Wort in der nichsten Zeile. Wenn es BIN
ist, dann ersetzt sie es durch BIST. Wenn es BIST ist, ersetzt sie es
durch BIN. Wenn es IST ist, macht sie nichts. Wieder gelten dhnliche
Regeln fiir den Plural. Jetzt steht auf dem Papier:

DU
BIST
TRAURIG

Jetzt vertauscht die Maschine die erste und die zweite Zeile. Das kann
sie machen, indem sie als Zwischenspeicher eine Zeile vor der ersten
Zeile neu belegt und dort die alte erste Zeile hineinkopiert. Die neue
erste und zweite Zeile enthalten jetzt im Beispiel beide das Wort DU.
Dann iiberschreibt sie mit der jetzigen dritten Zeile, im Beispiel dem
Wort BIST, die zweite Zeile. Danach kopiert sie die neue erste Zeile in
die dritte. Wahrend wir noch dieses dadaistische Gedicht auf uns wir-
ken lassen, greift der letzte Mechanismus in der Maschine und tiber-
schreibt die erste Zeile mit dem Wort WARUM:
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DU DU DU WARUM
DU BIST BIST BIST
BIST BIST DU DU

TRAURIG TRAURIG TRAURIG TRAURIG

Diese Maschine ist weit davon entfernt, jeden beliebigen Aussagesatz in
eine Frage umwandeln zu kénnen. Bauen wir der Maschine aber immer
mehr Regeln zur Verarbeitung von Wortern und Zeichen ein, wird ihr
Verhalten auch immer komplexer und interessanter. Das sind genau die
Mechanismen, die ELIZA erlauben, die Illusion einer Konversation zu
erzeugen. Wir haben im letzten Kapitel gesehen, dass es bisher nicht
gelungen ist, auf diese Art eine Maschine zu bauen, die den Turing-Test
besteht. Trotzdem: Was war gleich wieder Dein erstes sicheres Mittel,
um Maschinen von Menschen zu unterscheiden, Descartes? »Sie konn-
ten niemals Worte oder andere Zeichen gebrauchen«?

Aber es gab ja noch das zweite sichere Mittel: »Auch wenn solche
Maschinen viele Dinge ebenso gut oder vielleicht sogar besser als ir-
gendeiner von uns verrichten wiirden, witrden sie unvermeidlich bei
einigen anderen versagen«, woraus man schliefden kénnte, dass es Ma-
schinen sind. »Denn anders als die Vernunft, die ein Universalinstru-
ment ist, das bei allen Arten von Begebenheiten benutzt werden kann,
bendtigen diese Organe eine ganz bestimmte Anordnung fiir jede be-
sondere Titigkeit«. Das kann man so lesen: Fiir jede Aufgabe, die eine
Maschine erledigen soll, muss man einen Mechanismus einbauen, der
genau das macht. Aber dann briuchte man echt viele »Organe« — viel
zu viele.

Bisher sieht es so aus, als ob Descartes da irgendwie schon recht hat.
Wir haben eine Maschine gebaut, die addieren kann. Mit dhnlichen
Prinzipien konnen wir auch Maschinen bauen, die subtrahieren, multi-
plizieren, dividieren, Sprache verarbeiten oder Schach spielen kénnen.
Und im Prinzip konnten wir all diese Mechanismen auch in eine einzige
Maschine packen. Allerdings wiirde diese Maschine dann zu komplex,
als dass man sie tatsichlich noch bauen konnte. So funktioniert aber
auch kein moderner Computer.
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Computer sind programmierbare Maschinen

Ein Computer hat nicht fiir jede Aufgabe, die er erledigen soll, einen
eigenen Mechanismus, der fest in seiner Hardware eingebaut ist. Je-
des Kind weifd heute, was Descartes sich nicht vorstellen konnte: Der
Computer kann ganz leicht eine neue Fihigkeit lernen, indem man die
passende Software installiert. Dann startet man das installierte Pro-
gramm, und der Computer macht, was man will (also im Prinzip, auRer
es klappt mal wieder was nicht).

Aber was ist eigentlich ein Programm? Bei der Waschmaschine gibt
es auch unterschiedlichen Programme. Je nachdem, ob ich Wolle oder
Buntwische in die Maschine fiille, will ich, dass die Maschine unter-
schiedliche Sachen macht. Was genau das ist, wird durch das Pro-
gramm bestimmt. Webstithle und spater auch Strickmaschinen konnte
man frither mit Lochkarten programmieren. Je nachdem, welche Loch-
karte eingesteckt war, fithrte die Maschine unterschiedliche Web- oder
Strickmuster aus. Ein Programm besteht aus Anweisungen, die einer
Maschine — zum Beispiel iiber eine Lochkarte — sagen, was sie wann
machen soll.

Unsere Maschinen, die einen Lese-Schreib-Kopf besitzen und die-
sen iiber Karopapier fahren, sind besondere Maschinen. Statt Material
wie Garn, Wolle oder Wische zu verarbeiten, wurden sie dafiir gebaut,
Zeichen zu verarbeiten. Diese Tatsache macht es uns leicht, eine pro-
grammierbare Maschine zu bauen.

Bauen wir also so eine programmierbare Maschine! Wir haben wei-
terhin einen Lese-Schreib-Kopf, der mit Bleistift und Radiergummi
bestiickt ist, und ein Karopapier, iiber das die Maschine fahren kann.
Jetzt spendieren wir der Maschine ein zweites Blatt Karopapier. Um die
Blitter voneinander zu unterscheiden, nennen wir das erste >Arbeits-
blatt« und das zweite >Programmblatt. Weiterhin stellen wir uns vor,
dass beide Blitter so grof sind, dass uns niemals der Platz ausgeht.
(Wem das zu unrealistisch ist, der kann sich stattdessen eine Maschine
mit groflen Papierrollen vorstellen oder mit Endlospapier, wie es bei al-
ten Nadeldruckern benutzt wurde.) Das Arbeitsblatt nutzen wir genau-
so wie zuvor. Wir schreiben zum Beispiel den Satz ICH BIN TRAU-
RIG darauf und wollen ihn wieder in eine Frage umwandeln. Statt wie
zuvor eine Maschine zu konstruieren, die genau macht, was wir wollen,
schreiben wir die Anweisungen und Regeln auf das Programmblatt. Da
kénnte stehen:
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LIES ZEILE

WENN ZEILE == “ICH” DANN ZEILE := “DU”
WENN ZEILE == “DU” DANN ZEILE := “ICH”
WENN ZEILE == “ER” DANN ZEILE := “ER”
WENN ZEILE == “SIE” DANN ZEILE := “SIE”

NACHSTE ZEILE
LIES ZEILE
WENN ZEILE == “BIN” DANN ZEILE := “BIST”

Die eigentliche Maschine konstruieren wir jetzt so, dass sie dieses Pro-
gramm ausfithren kann. Dazu muss die Maschine die Zeichen, die auf
dem Programmpapier stehen, interpretieren. Die Maschine soll immer
genau das machen, was mit den Zeichen auf dem Programmblatt von
uns gemeint war. Dazu liest die Maschine das Programmblatt Zei-
le fir Zeile ein und fiithrt je nachdem, was sie liest, unterschiedliche
Aktionen aus. Wenn sie LIES ZEILE liest, dann liest sie eine Zeile auf
dem Arbeitsblatt. Wenn sie WENN ZEILE == “ICH” liest, dann liest
sie den Rest der Programmzeile nur, wenn in der aktuellen Zeile des
Arbeitsblattes ICH steht. Wenn die Maschine DANN ZEILE := “DU”
liest, iiberschreibt sie die aktuelle Zeile des Arbeitsblattes mit DU, und
so weiter.

Auf diese Weise kénnen wir eine Maschine bauen, die die Zeichen
auf dem Arbeitsblatt so verarbeitet, wie die Zeichen auf dem Pro-
grammblatt es ihr vorgeben. Indem wir unterschiedliche Program-
me auf das Programmblatt der Maschine schreiben, kann diese neue
Maschine andere Papier-und-Bleistift-Maschinen nachahmen, wie
zum Beispiel unsere Warum-Frage-Maschine oder unsere Additions-
maschine. Tatsichlich kann man die Maschine leicht so bauen, dass sie
alle anderen Papier-und-Bleistift-Maschinen durch ein entsprechendes
Programm nachahmen kann. Eine programmierbare Maschine, die
diese Eigenschaft hat, nennt man >universellc.

Moderne programmierbare Computer sehen im Detail ganz an-
ders aus als unsere Papier-und-Bleistift-Maschine. Weder gibt es da
Karopapier, noch gibt es einen Lese-Schreib-Kopf, der Zeichen auf
das Papier malt und wieder wegradieren kann. Aber man kann zeigen,
dass alles, was ein moderner, elektronischer Computer kann, auch von
unserer universellen Papier-und-Bleistift-Maschine nachgeahmt wer-
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den kann, und umgekehrt. Statt mit Bleistift auf Papier schreibt ein
Computer Bits magnetisch und elektronisch in seine Speicher. Beide
Maschinen sind universelle Computer; Computer, die alles berechnen
konnen, was ein anderer Computer auch kann. Tatsichlich lisst sich
jede Zeichenverarbeitungsmaschine, die jemals irgendjemand auf der
Welt erfunden hat, auf unserer universellen Papier-und-Bleistift-Ma-
schine nachahmen. Jeder Mac, jeder PC, jeder Supercomputer, ja, sogar
jeder Quantencomputer.’

Lesen Sie den letzten Absatz noch einmal! Das ist der Grund, wa-
rum programmierbare Computer eine wahrhaft revolutionire Erfin-
dung sind. Statt fir jede Zeichenverarbeitungsaufgabe miihselig eine
neue Maschine bauen zu miissen, brauchen wir lediglich ein neues
Programmblatt. Wir brauchen nur noch eine Maschine fiir alles. Das
ist der Grund, warum Computer iiberall sind. Auf Threm Schreibtisch,
in Threm Mobiltelefon, in Threm Auto und sogar in Ihrer Waschmaschi-
ne. Immer wenn eine Maschine unterschiedliche Aufgaben fiir uns er-
ledigen soll oder in irgendeiner Form Zeichen verarbeiten muss, baut
man einfach einen Standardcomputer ein und programmiert ihn, wie
man es braucht. Ihr Mobiltelefon soll Thre Waschmaschine fernsteu-
ern? sThere’s an app for that.« Tja, lieber Descartes, der Computer ist
in gewisser Weise das ultimative »Universalinstrument«. Eine einzi-
ge Maschine kann unglaublich viele verschiedene Aufgaben erledigen;
einfach, indem man das passende Programm ladt.

In dieser Hinsicht ist der Computer uns Menschen nicht unihn-
lich. Kein Kind wird mit der Fihigkeit geboren, schriftliche Addition
mit Papier und Bleistift auszufithren. Das Kind besitzt keine speziellen
»Organe« fiir Addition. Ein Kind, das in der Schule den Additionsal-
gorithmus lernt, installiert gewissermaflen eine App: ein Programm,
das das Kind bei Bedarf ausfithren kann. Genau diese Fihigkeit, An-
weisungen und Regeln zu speichern und auszufiihren, haben sich die
Erfinder des Computers ja gerade beim Menschen abgeschaut.

Oft scheint es aber, als ob Computer viel mehr kénnen als wir. Sie
konnen besser rechnen, besser Schach spielen und vielleicht bald auch

12 Da die Informatiker sich wirklich viel Miihe gegeben haben, Maschinen zu erfin-
den, die mehr kénnen als die einfachste aller Papier-und-Bleistift-Maschinen, die
Turingmaschine, und bisher immer gescheitert sind, glaubt keiner, dass es eine
snatlrliche« Zeichenverarbeitungsmaschine gibt, die mehr als die Turingmaschi-
ne kann. Das ist Church’s These der theoretischen Informatik. Siehe Kapitel 60 in
Dewdney (1989).
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besser Auto fahren. Und es stimmt, sie konnen all das schneller und
zuverlissiger. Aber alles, was Computer machen, ist schlussendlich
nur Verarbeitung von Zeichen. Diese Zeichenverarbeitung kénnte auch
von einem Menschen, der Anweisungen und Regeln folgen kann, mit
geniigend Zeit, Papier und Bleistiften erledigt werden. Doch weil der
Mensch viel langsamer Zeichen verarbeitet und dabei auch mehr Feh-
ler macht, sind wir froh, dass es Computer gibt. Aber kein Computer,
der bisher gebaut wurde, kann Aufgaben bearbeiten, die nicht im Prin-
zip auch von einem Menschen erledigt werden kénnten. Kein Wunder,
denn der Mensch war das Vorbild fir unsere Papier-und-Bleistift-Ma-
schine - und fir Computer iiberhaupt! In der Vergangenheit veriibten
Computer zwar meist nur langweilige Aufgaben, fiir die es keine Intel-
ligenz braucht, aber das heif3t nicht, dass KI eine neue Entwicklung der
letzten paar Jahre ist. Von Anfang an ging es bei der Entwicklung von
Computern auch darum, das Denken zu mechanisieren.

Verstehen Computer Sprache?

Der aktuelle Fortschritt in der KI zeigt, dass die Informatik mit der
Mechanisierung des Denkens weit gekommen ist. Computer spielen
Schach und sogar Go, das viel schwieriger als Schach ist. Computer
steuern selbstindig Flugzeuge und Autos. Und Computer verarbeiten
Sprache. Descartes wire sicher beeindruckt und er witrde schnell ein-
sehen, dass er eine recht naive Vorstellung davon hatte, was eine Ma-
schine ist. Trotzdem wiirde Descartes vielleicht dabei bleiben: Auch
diese neumodischen Zeichenverarbeitungsmaschinen verstehen keine
Sprache und werden es auch nie kénnen.

Er wire nicht der einzige, der das glaubt. Zwar kann ein Computer
zweifellos Zeichen und Worte verarbeiten, aber er versteht dabei nicht,
was die Zeichen bedeuten. Er folgt lediglich den Regeln, die ihm ein
Programmierer vorgegeben hat. Der Philosoph John Searle hat diese
Ansicht mit seinem Gedankenexperiment vom >Chinesischen Zimmer<
gelungen veranschaulicht.”

Stellen Sie sich vor, sie kénnen kein Chinesisch (fiir die meisten
Leser wahrscheinlich nicht sehr schwer). Sie sitzen in einem Zimmer
und der einzige Kontakt zur Auflenwelt ist iiber eine Klappe, durch die

13 Siehe Searle (1980).
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jemand chinesische Zeichen zu Ihnen hereinreicht. Sie konnen durch
dieselbe Klappe chinesische Zeichen wieder herausgeben. Andere Zei-
chen werden nicht akzeptiert und kommen postwendend wieder zu-
riick. Gliicklicherweise hat Ihnen jemand einen grofien Stapel Papier
und geniigend Bleistifte und Radiergummis bereitgestellt. Daneben
gibt es ein sehr dickes Buch mit detaillierten Anweisungen und Regeln
auf Deutsch, die genau bestimmen, was Sie machen sollen, wenn be-
stimmte chinesische Zeichen durch die Klappe gereicht werden. Sie
antworten dann entsprechend dem Regelbuch mit chinesischen Zei-
chen, die sie wieder herausreichen. Sie sind eine Papier-und-Bleistift-
Maschine. Ihr Stapel Papier ist Ihr Arbeitsblatt und das Buch ist Ihr
Programmblatt. In dem Gedankenexperiment wird nun angenommen,
dass das Regelbuch so gut durchdacht ist, dass ein Chinese, der mit
Ihnen Zeichen iber die Klappe austauscht, denkt, er wiirde sich mit
jemandem austauschen, der Chinesisch kann. Sie wiirden den chine-
sischen Turing-Test bestehen.

Trotzdem verstehen Sie natiirlich kein Wort Chinesisch. Und ge-
nauso versteht auch kein Computer, was die Zeichen, die er verarbeitet,
eigentlich bedeuten. Er folgt nur stumpf den Regeln und Anweisungen
auf seinem Programmblatt, ohne jegliches Verstindnis. Im Fall von
ChatGPT und anderen Sprachmodellen wurde das Regelbuch nicht von
Menschen geschrieben. Stattdessen basiert die Zeichenverarbeitung
auf statistischen Regeln. Diese statistischen Regeln wurden automa-
tisch — von einem anderen Computerprogramm — aus grof3en Mengen
von Text extrahiert und in einem Sprachmodell zusammengefasst.
Das dndert aber nichts an Searles Argument, dass ein Computer zwar
durchaus Sprache verarbeiten, aber keineswegs verstehen kann.

Dazu miisste der Computer wissen, was die Zeichen, die er ver-
arbeitet, bedeuten. Es ist denkbar, dass ein Roboter, der mit verschie-
denen Sensoren ausgestattet ist, weif}, dass das Wort >swarmc« einen
ganz bestimmten Zustand seines Temperatursensors bezeichnet. Es
milsste nur auf seinem Programmblatt vermerkt sein, dass meistens,
wenn jemand das Wort swarmc« sagt, der Sensor Werte tiber 17° Celsius
anzeigt. Bei Bedarfkonnte er die Bedeutung dort nachschlagen, und er
wiisste, was das Wort >warmx fiir seine Sensoren bedeutet. Es ist sogar
denkbar, dass ihm dieses Wissen nicht einprogrammiert werden muss,
sondern dass er es von alleine lernt, indem er sich auf seinem Arbeits-
blatt immer notiert, was der Temperatursensor gerade gezeigt hat, als
jemand das Wort >warm<benutzt hat. So kénnte er auch lernen und sich
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merken, dass es im Sommer oft warm ist und sein Helligkeitssensor
aufgrund der Sonne gleichzeitig auch stark ausschligt. Und um zu ler-
nen, wie die Sonne golden leuchten kann und wie Knospen und Blit-
ten im Mai aussehen, konnte man solche sprachlichen Beschreibungen
mit Kamerabildern kombinieren. Auf diese Weise kénnen tatsichlich
Sprachmodelle entwickelt werden, die auch Bilder verstehen. Aber wie
kann ein Computer, der niemals geliebt hat, jemals ein Gedicht verste-
hen, in dem jemand mit einem Sommertag verglichen wird?

Descartes, der jetzt versteht, dass Computer universelle Zeichen-
verarbeitungsmaschinen sind, wire daher vielleicht trotzdem noch
iberzeugt, dass Computer niemals wirklich Sprache genauso wie wir
verstehen werden. Zumindest nicht, solange sie nicht die gleichen Er-
fahrungen machen wie wir. Descartes miisste aber zugestehen, dass
Computer tatsichlich Universalinstrumente sind. Computer kénnen
mit wenigen »Organenc viele verschiedene Titigkeiten ausfithren. Ob-
wohl er sich nun vorstellen kann, dass Programme sogar aus Erfahrung
lernen kénnen, indem sie Informationen auf ihr Arbeitsblatt schrei-
ben (zum Beispiel, dass das Wort >warmc« eine Temperatur von mehr
als 17° Celsius bedeutet), so witrde ihm sicher nicht entgehen, dass in
den meisten Fillen das Programm auf dem Programmblatt von einem
Menschen geschrieben wurde. Selbst im Fall von ChatGPT wurde das
Regelbuch zwar nicht von Menschen geschrieben, aber das Programm,
das die statistischen Regeln automatisch aus den Daten erzeugt, schon.
Ist die Maschine, so konnte Descartes fragen, somit wirklich »aus Er-
kenntnis tatig«?

Wer kontrolliert, wann die Maschine welches Programm ausfithrt?
Wer indert das Programm ab, falls es nicht das tut, was es soll? Am
Ende ist das immer noch der Mensch. Aber Programme kénnen sich
durchaus untereinander kontrollieren und umprogrammieren. Das
Betriebssystem Thres Computers ist ein Programm, das andere Pro-
gramme kontrolliert, indem es diese vom Arbeitsblatt, auf dem diese
sinstalliert« sind, zeitweise auf das Programmblatt kopiert und wieder
16scht. So sorgt das Betriebssystem dafiir, dass diese Programme aus-
gefithrt und beendet werden. Da Programme nur aus Zeichen bestehen,
die in irgendeinem Computerspeicher stehen, kann ein Programm
diese Zeichen dndern und damit verindern, was die Programme tun.
Dafiir sind Computerviren ein gutes Beispiel. Das sind Programme,
die andere Programme indern und dazu bringen, den Virus weiterzu-
verbreiten. Es ist sogar leicht moglich, dass ein Programm die Regeln
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auf dem Programmblatt, die beschreiben, was es tun soll, selber dndert.
So kénnen Computerprogramme geschrieben werden, die selbstindig
lernen.

Ein Masterkontrollprogramm, das alle Programme kontrollieren
und umprogrammieren kann, ist also denkbar. Ein Programm, das sich
selber umprogrammieren kann, so wie wir unser Verhalten dank unse-
rer Vernunft verindern konnen, ist moglich. Science-Fiction-Filme
und Romane sind daher voll von solchen sich selbst weiterentwickeln-
den KI-Programmen, die die Kontrolle iiber alle Maschinen tiberneh-
men und so die Weltherrschaft an sich reifien. Einige KI-Forscherinnen
und -Forscher machen sich deshalb grofie Sorgen. Zu Recht?
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