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Al Media Technology Landscape

Systematisierungsinstrument fiir den Einsatz von Kl in Medienunternehmen

Bevor Innovationen eingeflihrt werden kdnnen, muss zu-
ndchst ermittelt werden, welche Technologien und An-
wendungen dberhaupt am Markt verfligbar sind. Einen
strukturierten Uberblick hierzu bieten sogenannte ,Tech-
nology Landscapes’, deren Methodik noch weiter ver-
bessert werden kann. Der vorliegende Artikel bietet mit
diesem Instrument einen strukturierten Uberblick (iber
das Arbeitsgebiet ,Kinstliche Intelligenz in der Medien-
branche’. Die hierbei erstellte Al Media Technology Land-
scape eignet sich dafiir, neue Technologien zu erkennen,
um sie dann in einem unternehmensspezifischen Prozess
zu evaluieren und implementieren. Dies ermdglicht eine
geleitete und zielgerichtete Einflihrung von Verfahren der
Kinstlichen Intelligenz in Medienunternehmen.
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1  Einleitung

Kann Kiinstliche Intelligenz in der Medienbranche in der
Breite eingesetzt werden oder ist sie in diesem Bereich
nur eine Nischentechnologie, fiir die es nur wenig geeig-
nete Einsatzmdglichkeiten gibt? Brancheniibergreifend hat
kaum ein Forschungsgebiet in den letzten Jahren so viel
Aufmerksamkeit erzeugt wie das Machine Learning (ML),
ein Teilgebiet der Kiinstlichen Intelligenz (KI) (engl. Artificial
Intelligence [Al]) (Ddbel et al. 2018: 6). Bevor Innovationen,
wie Kl in Medienunternehmen, eingefiihrt werden konnen,
muss zundchst ermittelt werden, welche Technologien und
Anwendungen Gberhaupt am Markt verfiigbar sind. Einen
strukturierten Uberblick hierzu bieten sogenannte ,Tech-
nology Landscapes'. Um die Eingangsfrage beantworten
zu konnen, wird in diesem Artikel die Entwicklung einer Al
Media Technology Landscape (AIMTL) vorgenommen. Der
Artikel richtet sich an Fach- und Flihrungskréafte in Medien-
unternehmen. Im ersten Schritt wird das theoretische Fun-
dament erldutert, im zweiten Schritt die Entwicklung der
Al Media Technology Landscape vorgestellt und im dritten
Schritt anhand ausgewahlter Anwendungsfalle tberprift.
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2  Theoretischer Hintergrund

Das theoretische Fundament ist an der Schnittstelle der
Forschungsfelder Kiinstliche Intelligenz und Erkennung
neuer Technologien im Innovationsmanagement veror-
tet. Als Methodik kommen Technology Landscapes und
Desk-Research zum Einsatz. Zur Medienbranche zéhlen
nachfolgend ,alle Unternehmen, die informative oder un-
terhaltende Inhalte (Content) flir die Rezipienten und/oder
die Werbemérkte bereitstellen” (Wirtz 2006: 10).

2.1 Verfahren der Kiinstlichen Intelligenz

Mit Kiinstlicher Intelligenz wird ein Teilgebiet der Informatik
bezeichnet, in dem Aufgaben von Maschinen ,intelligent’
ausgeflihrt werden. In diesem Kontext ist jedoch nicht ein-
deutig festgelegt, was ,intelligent bedeutet, oder welche
Techniken hierzu genutzt werden (Débel et al. 2018: 8).
Kl ist ein globaler wirtschaftlich und ,strategisch hochrele-
vanten Faktor”, welcher nahezu jeden Bereich (von Indust-
rie tber das Gesundheitswesen bis in den Medienbereich)
entscheiden transformieren wird (D6bel et al. 2018: 5). Die
Autoren verstehen Kiinstliche Intelligenz entsprechend der
folgenden Ausfihrungen. Abbildung 1 zeigt die Geschich-
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Abb. 1: Die Geschichte der verschiedenen Ki-Ausrichtungen.
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Anmerkung: Die Breite der Balken zeigt die Verbreitung der jeweiligen Technologie

te der Kl-Verfahren. Dabei wird deutlich, dass die heute
weit verbreiteten Neuronalen Netze bereits in den 1940er-
Jahren entwickelt wurden. Durch die verfiigbaren Daten-
mengen (Themenbereich ,Big Data‘) und Rechenleistungen
(siehe u.a. ,Moore’s Law") sind diese Verfahren jedoch erst
seit den 1990er-Jahren weit verbreitet.

Dabei kann zwischen Artificial General Intelligence (Starke
Kl) und Artificial Narrow Intelligence (Schwache Kl) unter-
schieden werden. Unter der starken KI werden Systeme
gefasst, die ein eigenes Selbstverstandnis inklusive autono-
mer Selbstbeherrschung verfiigen. Sie haben die Fahigkeit,
auch bisher unbekannte Probleme in neuen Kontexten zu
[6sen (Goertzel / Pennachin 2007: VI). Statt solchen ,Super-
Kis* kommen heutzutage in der Praxis jedoch schwache
Kls zum Einsatz. Diese erfiillen eine spezifische, niitzliche
Funktion, flir die einst menschliche Intelligenz erforderlich
war (Kurzweil 2006: 206). Beispiele aus der Medienindus-
trie am Beispiel des TV-Sendeablaufes sind automatische
Inhalts- und Metadatenerstellung, Personalisierung oder
dynamische Bandbreiten-Optimierung (International Tele-
communication Union 2019: 1 f.).

Abbildung 2 zeigt, welcher Einfluss von Kl auf Angebote in
Industriebranchen in einer Befragung von Filhrungskréaften
erwartet wird. Zum Erhebungszeitpunkt antworteten rund
20 Prozent der Befragten, dass Kl bereits heute einen gro-
Ben Effekt auf die Angebote in der ,Technologie, Medien
und Telekommunikation“-Branche besitzt. 72 Prozent der

Quelle: Ertel 2016: 8

Befragten vermuteten, dass Kl bereits in fiinf Jahren (d. h.
2022) einen groBen Effekt in diesem Sektor haben wird.
Sowohl zum Erhebungszeitpunkt als auch bei der Prognose
zeigen sich die besonders hohen Erwartungen, insbesondere
im Vergleich mit allen anderen Branchen. Dennoch ist die
Liicke zwischen Anspruch und Ausflihrung von KIVorhaben in
den meisten Unternehmen groB (Ransbotham et al. 2017: 1).

Eine Kinstliche Intelligenz kann aus mehreren Bausteinen
bestehen, bei denen es darum geht, Teile der menschlichen
Sinnesverarbeitung nachzubilden. Zur Ein- und Ausgabe
werden Natural Language Processing-Techniken einge-
setzt, mit denen natiirliche Sprache verarbeitet oder erzeugt
werden kann. Zur visuellen Erkennung kommt eine Com-
putervision Engine zum Einsatz. Das verarbeitete Wissen
wird in einer Wissensreprésentation gespeichert. Um hie-
raus Fragen beantworten oder Schlilisse ziehen zu kénnen,
wird ein Automatisches Logisches Schiieen bendtigt. Das
Maschinelle Lernen (engl. Machine Learning) ermdglicht es,
Muster zu erkennen und zu extrapolieren. Mittels Robotik
wird die Umwelt schlussendlich manipuliert, z. B. durch die
Bewegung von Objekten (Russell / Norvig 2012: 23 1)

Im Bereich des maschinellen Lernens wird je nach vorhan-
denen Daten und Umgebungen ein passender Lernansatz
gewahlt, um beispielsweise Muster zu erkennen. Hierbei
gibt es drei Ansétze (Goodfellow et al. 2016: 102 f.): tiber-
wachtes, uniiberwachtes und verstérktes Lernen.
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Abb. 2:
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Anmerkung: Umfrage mit n =~ 3.000 Fiihrungskrafte, Manager und Analysten aus 112 Landern und 21 Branchen. Erhebung im Friihjahr 2017.; Quelle: Ransbotham et al. 2017: 3

Beim Uberwachten Lernen (engl. Supervised Learning) lie-
gen neben den Rohdaten (z. B. Fotos von Personen) mit
Merkmalen (engl. Features) auch Bezeichnungen (engl.
Labels — z. B. Kennzeichnung der Personen auf den Fotos
als Mann oder Frau) vor. Auf Grund dieser Daten konnen
Entscheidungen (z. B. Klassifizierung) oder Vorhersagen (z.
B. Zuschauerzahlen) getroffen werden. Das Uniiberwachte
Lernen (engl. Unsupervised Learning) ermdglicht die Erken-
nung von Mustern, auch ohne vorhandene Labels. Hierbei
konnen beispielsweise Kunden automatisch segmentiert
werden. Beim Verstédrkten Lernen (engl. Reinforcement
Learning) interagiert der ML-Algorithmus selbst mit der
Umgebung und erhélt Feedback (Belohnung oder Bestra-
fung) nach seinen Handlungen. Dieses Verfahren kann bei-
spielsweise zum Erlernen von Computerspielen eingesetzt
werden.

Neuronale Netze (NN) sind ein universelles Verfahren, mit
dem alle drei der vorgenannten Lernansétze realisiert wer-
den konnen (Schmidhuber 2015: 100). Sie bilden viele mit-
einander vernetzte Neuronen, wie in einem menschlichen
Gehirn. Innerhalb eines Neurons werden die eingehenden
Informationen verarbeitet und bei Uberschreitung eines
Grenzwertes ein Impuls an die nachfolgenden Neuronen
weitergegeben. Werden viele Neuronen auf mehreren Ebe-
nen miteinander verbunden, so spricht man vom Tiefen
Neuronalen Netzen (engl. Deep Neural Network). Abwand-
lungen davon werden fir die Bildklassifizierung (Convoluti-
onal Neural Network [CNN]) (Krizhevsky et al. 2017) oder
zur Spracherkennung (Long Short-Term Memory [LSTM])
genutzt.

2.2 Erkennung neuer Technologien
Innovationen in der Medienbranche werden ,als zentra-

le Triebkrafte unternehmerischer Entwicklung und Wett-
bewerbsféhigkeit diskutiert (Dogruel 2013: 11). Durch
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proaktives strategisches Scanning der Umgebung kdnnen
Organisationen auf neue Mérkte reagieren und mdgliche
organisatorische Chancen und Risiken vorhersehen (Parker
/ Collins 2010: 637). Trotz vorausschauender Planung ist
der Erfolg von Produktinnovationen nur schwer abschétzbar,
insbesondere in der Medienbranche (Habann 2003: 5).

Innovationen lassen sich in die Form ,ldee + Invention +
Diffusion” bringen (Miiller-Prothmann / D6rr 2009: 7). Eine
reine ldee muss also als Invention in Form eines Produktes,
einer Dienstleistung oder eines Verfahrens realisiert wer-
den. Dieses bedarf wiederum der Platzierung im Markt, um
ihn zu durchdringen (Miiller-Prothmann / Dorr 2009: 7). Bei
der Einflihrung (engl. ,Adoption‘) geht es um die Entschei-
dung von Personen oder Organisationen, eine Innovation zu
nutzen. (Frambach / Schillewaert 2002: 163). Generell kann
zwischen Produkt- und Prozess- sowie zwischen techno-
logischen und nicht-technologischen Innovationen unter-
schieden werden (Damanpour et al. 2018; 3).

Der Fokus liegt bei dieser Arbeit auf technischen Produkt-
Innovationen, da nur diese in die AIMTL eingebunden wer-
den. Nachfolgend wird die AIMTL zunéchst in den Innova-
tions- Entscheidungsprozess eingeordnet. Danach erfolgt
die Beschreibung, von wo Innovationen in ein Unternehmen
kommen konnen.

Ein klassisches Konzept zur Einflihrung von Innovationen
in Unternehmen ist das von Rogers 1962 entwickelte Werk
,Diffusion of Innovations’, welches bis zum Jahr 2003 wei-
terentwickelt wurde (Rogers 2003). Die Diffusionstheorie
lasst sich sowohl auf der Makroebene (innerhalb eines sozi-
alen Systems), als auch auf der Mikroebene (Ubernahme ei-
ner Innovation durch das Individuum) anwenden (Karnowski
/ Kiimpel 2016: 99). Trotz vielfaltiger Kritik kann Rogers An-
satz nach wie vor als Standardwerk der Diffusionsforschung
angesehen werden (Karnowski / Kiimpel 2016: 106). Darin
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Abb. 3: Einordnung des Nutzens einer Technology Landscape im Innovations-Entscheidungs-Prozess
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enthalten ist der in Abbildung 3 dargestellte Innovations-
Entscheidungs-Prozess. Er ist in fiinf Phasen gegliedert.
Die in diesem Artikel erstellte Technology Landscape helfen
Unternehmen in Phase I, Wissen (iber neue Anwendungen
und Technologien zu gewinnen.

Neben selbst entwickelten und intern genutzten Innovati-
onen konnen Unternehmen ihren Innovationsprozess im
Sinne des Open-Innovation-Ansatzes ,6ffnen’. So ist es
mdglich, das ,interne Wissen des Unternehmens sowohl mit
externem Wissen von Kunden, Lieferanten oder Partnern
[anzureichern], als auch durch das aktive Transferieren von
Technologien aus anderen Unternehmen und Universitéten*
zu erweitern (Qutside-in Prozess) (Gassmann / Enkel 2006:
134). Dieser Prozess ist insbesondere deshalb sinnvoll, da
rund 80 Prozent aller Innovationen aus ,Rekombinationen
von bestehendem Wissen, Technologien und Produkten®
bestehen. Solche externe Ressourcen konnen damit zur
Erweiterung des eigenen Innovationspotenzials genutzt
werden (Gassmann / Enkel 2006: 136). Mit Hilfe der AIMTL
ist es moglich, externe Innovationen zu identifizieren, um
diese in einer spéteren Phase in das Unternehmen (iber den
Outside-in Prozess zu implementieren.

2.3 Landscapes zur systematisierten
Erkennung neuer Technologien Technology

Landscapes (TL) strukturieren die innerhalb eines Bereiches
(z. B. ,Blockchain Marketing’) verfiigbaren Produkte. Dar-
gestellt werden in der Regel Kategorien (z. B. ,Commerce’)
sowie ggf. Subkategorien (z. B. ,Verify Product Authentici-
ty"). Diese stellen also die am Markt verfiigbaren Techno-
logien da. Darin eingeordnet sind oftmals Produktlogos als
Symbole fiir die konkreten Produkte. Moglich ist aber auch
ein tabellarischer Vergleich mit textlicher Beschreibung von
Produkteigenschaften (vanova 2016: 3). Ublicherweise
stammen die Urheber derartiger Technology Landscapes

Quelle; Karnowski / Kiimpel 2016: 100; Anderungen vorgenommen) basierend auf Rogers 2003: 170

aus dem anwendungsorientierten Bereich, NutznieBer sind
in erster Linie Unternehmen. Spitsberg et al. (2013) zeigen
in ihrer ,Technology Landscape Map' basierend auf (Paap
2003), dass auch Technologien an sich in einer Landscape
dargestellt werden kdnnen.

Eine Ubersicht bestehender produktorientierter TLs ist in
Tabelle 1 dargestellt. Darin ist neben dem Bereich auch der
jeweilige Herausgeber, eine URL sowie die Kennzeichnung,
ob die Methodik zur Erstellung der TL beschrieben wurde
und ob Recherchequellen genannt sind, enthalten.

Es zeigt sich, dass nur in einem einzigen Fall (,Graphen’)
dargestellt wurde, wie die TL erstellt und welche Quellen
verwendet wurden. Die gezeigten TLs sind damit nicht re-
produzierbar und deren Kategorisierung nur schwer nach-
zuvollziehen. Die Methodik der Technology Landscapes in
ihrer bisher meistens verwendeten Form muss also durch-
aus kritisch gesehen werden. Durch ein strukturiertes und
dokumentiertes Vorgehen sollen diese Probleme bei der
hier vorgestellten Entwicklung der AITML vermieden wer-
den. AuBerdem bieten die gezeigten TLs nur einen geringen
Informationsgehalt, da sie lediglich ein Produktlogo in einer
Kategorie aufzeigen. Um hier eine bessere Entscheidungs-
grundlage fiir Manager in Medienunternehmen bieten zu
konnen, sollen daher zusétzliche Informationen erfasst wer-
den (siehe dazu Kapitel 3.2 ab S. 9).

2.4 Erhebungsmethode Desk-Research

Wie in Kapitel 2.3 dargestellt, werden flir Technology Land-
scapes verdffentlichte Produktdaten erhoben. Zur Erstel-
lung der AIMTL wurde daher die Desk-Research (DR)- Me-
thode genutzt. Sie wird charakterisiert durch folgende drei
Elemente (Verschuren et al. 2010: 194):
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Tab. 1: Ubersicht bestehender Technology Landscapes

Bereich Herausgeber  URL Methodik Quellen
beschrieben?  genannt?
Audio LUMA https://lumapartners.com/content/lumascapes/audio-lumascape/ X X
Partners
Blockchain Marketing Never Stop https://www.neverstopmarketing.com/first-ever-blockchain-marketing- X X
Marketing technology-landscape/
Chinesisches Marketing ChiefMartec https://cdn.ch|efmartec..com/vvp—content/uploads/ZO1 9/04/chine- X Y
se_martech_landscape.jpg
Deutsches Marketing Avas https://www.avaus.com/news/the-german-marketing-technology- X X
landscape-2018/
Direct to Consumer LUMA https://lumapartners.com/content/lumascapes/d2c-lumascape/ X X
Ecommerce Partners
Display Werbung LUMA https://lumapartners.com/content/lumascapes/display-ad-tech- X X
Partners lumascape/
Fast Food & Fast Casual Bypass Mobile https://wvlvw.bypassmoblle.com/blog/restaurants/tech—landscape— X X
infographic/
Graphen GraphAware https://graphaware.com/graphaware/2019/02/01/graph-technology- v v
landscape.html
Hohere Bildung encoura https://encoura.org/project/2019-technology-landscape/ X X
Human Ressources Capterra https://www.capterra.com/human-resource-software/hr-landscape X X
Kanadisches Marketing wiiber https://www.wriber.com/2017-canadian-marketing-technology- X v
landscape/
Klim Marketing AvaLs https://vvww.avauls.com/news/the—au—markenng—landscape—|s—growmg— X X
at-the-speed-of-light/
Konvergentes Fernsehen LUMA https://lumapartners.com/content/lumascapes/convergent-tv-lumas- X X
Partners cape/
Marketing 1 ChiefMartec https://chlefmartec.com/201 9/04/marketing-technology-landscape- X v
supergraphic-2019/
Marketing 2 LUMA https://lumapartners.com/content/lumascapes/martech-lumascape/ X X
Partners
Mobile LUMA https://lumapartners.com/content/lumascapes/mobile-lumascape/ X X
Partners
Politi i : : . itical- - -
g!|t|k (Erreichung von J— https://www.ecanvasser.com/blog/political-technology-lands X X
Wahlern) cape-2019/
Sales Sales https://www.saleshacker.com/salestech-landscape-2019/ X X
Hacker
Sales Smart Selling  https://smartsellingtools.com/salestech-landscape/ X X
Tools
Schwedisches Marketing Avaus hﬁps://www.avaus.com/news/over—.1 50-companies-reveal-the-gro- X X
wing-swedish-martech-landscape-in-2019/
UK Marketing Ma.mech https://www.martechalliance.com/uk-martech-landscape-download X v
Allience
Vi - : : : - - -
eranstaltungs Cramer https://www.cramer.com/downloads/event-technology-lands X X
management cape-2019/
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1. Die Verwendung von vorhandenem Material in Kombi-
nation mit Reflexion;

2. das Fehlen eines direkten Kontakts mit dem For-
schungsobjekt;

3. das Material wird aus einer anderen Perspektive ver-
wendet als zum Zeitpunkt seiner Herstellung.

Mit ihr konnen schnell viele Daten gesammelt werden.
Diese besitzen oftmals jedoch eine voreingenommene
Perspektive. Daher sollten die ermittelten Produktangaben
kritisch hinterfragt werden (Verschuren et al. 2010: 198).
Statt der Generierung von empirischen Daten (z.B. mit-
tels einer Befragung) werden dabei Daten erfasst, die von
Dritten erzeugt wurden. Dabei kénnen entweder Literatur,
Sekundérdaten oder amtliches statistisches Material unter-
sucht werden (Verschuren et al. 2010: 194). Fir die AIMTL
werden primar Sekundérdaten genutzt. Dabei ist es wichtig,
dass die verwendeten Daten zuverldssig und die Datenquel-
len relevant sind (Hoglund / Oberg 2011: 191). Aus diesem
Grund wurden nur Informationen erhoben, die direkt vom
Anbieter des Produktes kommen. Auch diese sind nattirlich
einer kritischen Reflexion zu unterziehen.

3  Erstellung der Al Media Technology
Landscape

Zur systematischen Recherche und Erstellung der AIMTL
wurde der von Peterson entwickelte Systematic Mapping-
Prozess genutzt (Petersen et al. 2008). Seine Schritte sind
in den nachfolgenden Unterkapiteln zu Kapitel 3 abgebildet.
Er ist dazu geeignet, ein Forschungsgebiet zu strukturieren
(Petersen et al. 2015: 1). Es ist davon auszugehen, dass die
ermittelten Produkte in Abbildung 4, S. 61 nur ein Ausschnitt
des gesamten Marktes sind. Da es im Systematic Mapping-
Prozess jedoch darum geht, ein gutes ,Sample” des Gebie-
tes zu erhalten, anstatt alle Artikel zu finden (Petersen et al.
2015: 2), ist dies nicht als existenzielle Einschrankung zu
sehen. Das strukturierte Vorgehen soll eine gute Nachvoll-
ziehbarkeit und Reproduzierbarkeit sicherstellen.

3.1 Definition von Forschungsfragen

Die bereits vorhandenen Technology Landscapes zeigen
jeweils eine groBe Anzahl an verfligbaren Produkten — in
der Marketing TL sind es tiber 7.000. Die erste Forschungs-
frage zielt daher auf die Uberprifung der Abdeckung der
Wertschopfungskette flir Medienunternehmen. Dies dient
dazu, um den maoglichen Einsatz von Kl in der Breite der
Medienindustrie zu untersuchen:

F1.,Gibt es in jedem Schritt der Wertschdpfungskette fiir
Medienunternehmen Anwendungen, die Kl nutzen?”

AuBerdem soll zweitens ermittelt werden, welche Einsatz-
gebiete mit den Anwendungen abgedeckt werden:

Riickblick

F2: ,Welche Einsatzgebiete gibt es fiir KI in Medienunter-
nehmen?*

Zur moglichen Einflihrung von Produkten ist es drittens re-
levant herauszufinden, ob die angebotenen Anwendungen
nur Machbarkeitsnachweise oder bereits in der Massenpro-
duktion sind. Hierzu findet das Instrumentarium der Reife-
grade Verwendung.

F3: ,Welchen Reifegrad haben die angebotenen Produkte?”

Wie in Kapitel 2 aufgezeigt, konnen Neuronale Netze univer-
sell eingesetzt werden. Mittels einer quantitativen Erhebung
der verwendeten Verfahren soll viertens ermittelt werden,
ob dies auch bei den ermittelten Anwendungen der Fall ist.

F4. ,Welche KI-Verfahren werden am héufigsten genutzt?”
3.2 Erhebung geeigneter Produkte

Zur strukturierten Erfassung von Anwendungen, die Kl-
Technologien nutzen und fiir den Medienbereich angeboten
werden, wurde ein Suchmuster nach dem PICOCSchema
(Kitchenham et al. 2009: 11 f.) erstellt:

= Population 1 ,Medientypen’: text, video, audio, photo

= Population 2 ,Medienbranchen': print, radio, television,
music, games, film

= ntervention: artificial intelligence, machine learning,
deep learning, neural network

= Comparison: not applied

= Outcomes: product, technology

= Context: industry, media

Als Suchbegriffe wurden auch die jeweiligen deutschen
Ubersetzungen eingesetzt. Statt des Verkettens aller Such-
worter zu einer Suchanfrage, wurden gezielt die einzelnen
Bestandteile mittels logischer Verkniipfungen kombiniert.
Ein beispielhafter Suchstring lautet:

(video AND ,artificial intelligence” AND product AND
media)

Zur Suche wurde die Suchmaschine ,Google' genutzt, da
sie weltweit den groBten Marktanteil besitzt (83 %) und da-
her zu erwarten ist, dass damit die meisten Produkte gefun-
den werden konnen (NetMarketShare 2019).

Folgende Einschrankungen sind zu beachten:

= Eswurde nur das erfasst, was auf der jeweiligen Pro-
duktwebsite dargestellt wird. Sollte ein Produktmerk-
mal (z.B. die genutzte Kl-Technologie) nicht erfasst
sein, bedeutet dies also nicht zwingend, dass es diese
Information nicht gibt. Es ist beispielsweise zu erwar-
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ten, dass einer der ,Leader’ im Bereich Cloud Infra-
structure as a Service ,Amazon Web Services' (Gartner
2019) fir das angebotene ,Amazon Transcribe' eben-
falls KI-Technologien nutzt, auch wenn sie auf der Pro-
duktseite nichts dazu genannt wird.

Die Aussagen der Hersteller werden nicht validiert. Es
ist also nicht sichergestellt, dass die genannten Funk-
tionalitdten auch eingehalten werden.

Die Produkte wurden selbst nicht getestet, da sie in
der Regel kostenpflichtig sind.

Um die vorgenommenen Kategorisierungen nachvollziehen

zu konnen, wurden die in Tabelle 2 aufgelisteten Informatio-
nen, wie beispielsweise eine Produktbeschreibung, erfasst.

Tab. 2: Erhobene Produktdaten

Die Einordnung in die von Wirtz erstellte Wertschopfungs-
kette flir Medienunternehmen bildet einen etablierten Rah-
men.

Eine zusétzliche Beschreibung von wahrgenommenen
Merkmale, wie relativer Vorteil“ oder ,Kompatibilitat*
(Frambach / Schillewaert 2002: 165), wurde nicht vorge-
nommen, da dies nicht allgemeingltig dargestellt werden
kann. Letztlich missen die Innovationen individuell bewer-
tet und ein etwaiger Einflihrungsbeschluss (engl. ,Adoption
Decision*) getroffen werden (Frambach / Schillewaert 2002:
164). Denn die AITML dient der Identifikation von KI fiir Me-
dienunternehmen und nicht der Eignungstiberpriifung fiir
den jeweiligen unternehmensspezifischen Anwendungsfall.

Wert Wertebereich Beschreibung
Produktname Freitext Name des Produktes
Hersteller Freitext Name des Herstellers
Logo SVG-Vektorgrafik oder PNG-Rastergrafik Bildmarke des Produktes oder Bildmarke des Herstellers, falls kein Produkt-
logo vorhanden
Link URL Link zum Produkt
Beschreibung Freitext Kurzerlauterung zum Produkt
Output des m Text Verarbeitete/r Medientyp/en; Mehrfachauswahl méglich
Produktes = Bild
m Video
= Audio
m Sonstiges
Technology m Grundlagenforschung (TRL 1-3) Einordnung nach (Spitsberg et al. 2013: 30) in vier Schritten basierend auf
Readiness m Angewandte Forschung (TRL 4-6) (U.S. Department of Energy 2015: 9 f.), welches in abgewandelter Form
Level (TRL) m Erste Anwendungen (TRL 7-8) auch im EU-Fdrderprogramm Horizon 2020 (Européische Kommission 2019,
m  Massenproduktion (TRL 9) Anhang G) genutzt wird.
Genannte Freitext Auf den Produktseiten genannte KI-Technologien; Mehrfachnennung maglich

KI-Technologie(n)

Kategorie mit
Subkategorien

Beschaffung von Informationen und Inhalten
= Predictive Analytics

= Metadaten-Generierung

= TextToSpeech oder SpeechToText

= Visualisierung

Akquisition von Werbung

= Programmatic TV

Produktion und Aggregation von Content
= Audio-Generierung

= Qualititskontrolle oder -verbesserung
Platzierung von Werbung

m Packaging der Produkte

= Empfehlungssystem

Technische Produktion

= Kodierung oder Rekodierung
Distribution

Einordnung innerhalb Wertschdpfungskette fiir Medienunternehmen nach
Wirtz (siehe Tabelle 4 und Tabelle 5 ab S. 12).

Eine Mehrfachauswahl ist mdglich, wenn eine Anwendung Funktionen aus
mehreren (Sub-)Kategorien besitzt

Die Subkategorien wurden falls mindestens drei Produkte gleiche Funktionen
besitzen
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3.3 Verarbeitung der Suchergebnisse

Zur Schérfung der Ergebnisliste wurden die Tabelle 3 in ge-
zeigten Ein- und Ausschlusskriterien gebildet.

3.4 Datenextraktion und Mapping-Prozess

Als strukturiertes Ablageformat fiir die ermittelten Informati-
onen wurde die JavaScript Object Notation (JSON) gewéhlt.
Dies ermdglicht eine universelle Weiterverarbeitung, bei-
spielsweise auf einer Website (siehe auch Kapitel 3.5). Um
eine schnelle Erfassung der Produktdaten zu ermdglichen,
wurde zunéchst eine Eingabemaske mittels JSON Editor
0.7.285 erstellt. Dieser erlaubt die formularbasierte Eingabe
innerhalb einer HTML-Seite.

Die Realisierung der AIMTL erfolgte als HTML-Seite in ver-
setzter Kachel-Optik (siehe Abbildung 4). Zur grafischen
und technischen Realisierung wurden Bootstrap 4.3.16 und
jQuery 3.4.17 gingesetzt.

Dieses Verfahren bietet folgende Vorteile gegeniiber einer
manuellen Realisierung in einem Bildbearbeitungspro-
gramm oder einer Prasentationssoftware, wie Microsoft
PowerPoint: Erstens werden die dargestellten Bildmarken
automatisch angeordnet. Aktualisierungen sind somit prob-
lemlos mdglich. Zweitens ist die Darstellung flexibel erwei-
terbar. Neben der zuvor genannten inhaltlichen Erweiterung
sind ebenfalls technische oder gestalterische Anpassungen,

5 https://github.com/jdorn/json-editor

6 https://getbootstrap.com/

7 https://jquery.com/

8 https://gitlab.rlp.net/wimm/ai-media-technology-landscape

Riickblick

wie z. B. die Einbindung eines Produktzihlers oder die zen-
trale Verdnderung von Farben, schnell umsetzbar. Drittens
werden der erzeugte Quelltext und Anderungen daran fein-
granular in der Versionsverwaltung ,GitLab*® nachverfolgt.
Viertens kann das Ergebnis auch auf mobilen Endgeréaten
sinnvoll angezeigt werden, da eine responsive Anpassung
an die verfugbare BildschirmgréBe erfolgt.

3.5 Ergebnisdarstellung

Abbildung 4 zeigt die Al Media Technology Landscape mit
Stand 07.08.2019. Darin sind die zu diesem Zeitpunkt 72
ermittelten Produkte in die sieben Kategorien der Wert-
schopfungskette von Medienunternehmen nach  Wirtz
(siehe Tabelle 4 und Tabelle 5) eingeordnet. Um eine bes-
sere Reproduzierbarkeit zu erhalten, wurden neben den Be-
schreibungen nach Wirtz noch eigene Funktionen gegeben,
anhand derer neue Produkte eingeordnet werden kénnen.

Aus den Produktbeschreibungen wurden weitere Subkate-
gorien erstellt, falls mindestens drei Produkte gleiche Funk-
tionen besitzen, beispielsweise Vorhersageanalysen (engl.
,Predictive Analytics’). Diese sind in der AIMTL als graue
Uberschriften dargestellt.

Um den Informationsgehalt weiter zu erhdhen, wurden wei-
tere Kennzeichnungsebenen eingeflihrt. Die Farbe des Rah-
mens um die Bildmarken zeigt, wie in der Legende in Ab-
bildung 4 zu sehen, welchen Output das jeweilige Produkt
erzeugt. Erstellt eine Anwendung mehrere Output-Arten,
so wird sie als ,Gemischt' deklariert. Unter die Einordnung
,Sonstiges' fallen alle Ausgaben, die den vorgenannten Me-
dientypen nicht zugeordnet werden konnen, wie beispiels-
weise Metadaten. Uber die Art des Rahmens (gepunktet,

Tab. 3: Ein- und Ausschlusskriterien zur Filterung der Suchergebnisse

Einschlusskriterium

Ausschlusskriterium

Kriterium 1: Anwendungen fiir Medienunternehmen, die Kl-Technologien
nutzen (siehe Kapitel 2.1).

Negativbeispiel: Umgebungsgerduscherkennung mit Bridge.ai'.

Kriterium 2: Dienste, die nur selbst KI-Verfahren nutzen, sie aber nicht als
Produkt anbieten. Das dahinterliegende KI-Produkt (also z.B. das erwerbba-
re Empfehlungssystem) ist stattdessen relevant.

Negativbeispiel: Empfehlungssystem in Spotify? oder Sound-Generierung in
Novel Effect®.

Hinweis: Es muss das Einschlusskriterium (Kriterium 1) erfillt sein und
gleichzeitig darf nicht gegen die beiden Ausschlusskriterien verstoBen
werden.

Kriterium 3: Kl z.B. flir den Spiele-Bereich, wenn sie nur ein regelbasiertes
Expertensystem (z.B. fiir Bots) sind und keine KI-Anwendung, wie in Kapitel
2.1 beschrieben.

Negativbeispiel: Opsive Behavior Designer.

1 https:/bridge.ai/

2 https://www.spotify.com/

3 https://www.noveleffect.com/

4 https://opsive.com/solutions/ai-solution/

Quelle: Eigene Darstellung
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Tab. 4: Schritte der Wertschépfungskette von Medienunternehmen und deren Inhalte (Teil 1)

S

Inhalt

Ubergreifend n

Produktion und Aggregation

chritt
Beschaffung von
Informationen und Inhalten Akquisition von Werbung
Kauf von Text- und Filmbeitrégen m Beschaffung von Werbeinhalten [

von Content

Produktion von Text- und Filmbeitrdgen

Spezifisch

Erzeugung Metadaten

Fingerprinting

Informationen (iber Zielgruppen

Inhaltsanalyse

Marktanalyse und -prognose

(z.B. Predictive Analytics)

m Visualisierung (z.B. Kundendaten,
Inhalte)

m Vorhersage der Performance

m Anpassung von Werbemitteln
m Programmatic TV

Automatischer Schnitt

Hinzufiigen von Effekten

Mastering

Positionserkennung von Kameras
Produktion von Audio-Beitragen
Produktion von Stories
Qualitatskontrolle

Verbesserung der Audio-/Bildqualitat
(z.B. Reduzierung Storgerdusche)

Quelle: Eigene Darstellung unter Einbeziehung von Wirtz 2006: 54

Tab. 5: Schritte der Wertschopfungskette von Medienunternehmen und deren Inhalte (Teil 2)

Schritt
Technische
Inhalt Platzierung von Werbung Packaging der Produkte Produktion Distribution
Ubergreifend m \Verarbeitung von Werbe- m Auswahl der Produkt- m Druck m Verkauf
beitragen bestandteile m Bereitstellung von m Ubertragung
m Redaktionelle Infrastruktur- und Uber- m Portale
m Bearbeitung tragungskapazititen m Bereitstellung von
Endgeréten
Spezifisch m Bereitstellung von Werbung = Auswahl Vorschaubilder m Betriebsunterstlitzung = Qualitdtsiberwachung
m Empfehlungssysteme m Codierung m Streaming
m Media-Planung m Netzwerkmanagement
m Planung von Beitrdgen m Reduzierung Verbrauchs-
kosten

m Synchronisierung Video
und Untertitel

gestrichelt, solid, doppelt) wird das Technology Readiness
Level (TRL) dargestellt. Falls auch verwendete Kl-Verfahren
(z.B. Neuronale Netze) auf den Produkt-Websites beschrie-
ben wurden, so sind diese in einer ovalen Form dargestellt.
Es wurden jedoch nur bei 21 der untersuchten Produkte
Informationen zum genutzten Kl-Verfahren gegeben. Bis
auf eine Ausnahme (,Hierarchical Bayesian Networks® bei
Blackwood Seven) wurden jedoch immer Neuronale Net-
ze bzw. Deep Learning genannt. Die Produktbeschreibung
wurde in den Mouseover-Effekt eingebunden, da diese
ganzen Sétze zu lang fir die direkte Darstellung wéren. Die
Bildmarken und der Produktname wurde schlussendlich mit
einem Link zur jeweiligen Produktseite hinterlegt.

Bei der Recherche zeigte sich, dass Anwendungen teils
auf die Al-Technologien anderer Anbieter zuriickgreifen.
So nutzt CLEAR von Prime Focus Technology ,die gesamte
Galaxie der KI [...] (AWS, Azure, Google, IBM Watson |[...])*

64 WMedienWirtschaft 2o Jahre

Quelle: Eigene Darstellung unter Einbeziehung von Wirtz 2006: 54

(Prime Focus Technologies 2018). Ein anderes Beispiel ist
der Curator des Herstellers /PV. Er nutzt Amazon Transcribe
und Azure Media Services (Lindley 2019). Es gibt sowohl
Produkte, die nachtréglich um eine KI-Komponente erwei-
tert wurden (z. B. IPV Curator, iZotope Neutron oder Swiss
TXT mediahub), als auch Anwendungen, bei denen die KI-
Komponenten zentrale Bausteine sind, auf denen sie auf-
gebaut sind (z. B. Cinema Intelligence, DeepVA, Digicrunch
Decidata oder RivetA)). Diese werden nachfolgend als Al
first'-Anwendungen bezeichnet.

4 Darstellung ausgewahlter
Anwendungsfille

Nachfolgend wird jeweils pro Schritt der Wertschopfungs-
kette flr Medienunternehmen ein Anwendungsfall kurz
dargestellt. Damit kann ein besseres Verstindnis dafiir
geschaffen werden, wie Kiinstliche Intelligenz in der Me-

2026, 18:33:32.
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Abb. 4: Al Media Technology Landscape
Al Media Technology Landscape
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Quelle: Eigene Darstellung

dienbranche eingesetzt werden kann. Aus diesem Grund
werden nur Al first’-Anwendungen gezeigt. Da keine Pro-
dukttest durchgeflihrt werden, kénnen keine konkreten
Handlungsempfehlungen ausgesprochen werden.

4.1 Beschaffung von Informationen und
Inhalten: Metadaten-Generierung

Wahrend es fiir einen Menschen leicht ist, Personen oder
Objekte in einem Video zu erkennen, ist dies flr einen
Computer eine Herausforderung, da die Daten unstruktu-
riert vorliegen und zunéchst interpretiert werden miissen.
Mittels ML-Verfahren (z.B. CNNs) kénnen Meta-Informatio-
nen gewonnen werden.

Riickblick

Abb. 5: Merkmale in Videodaten
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Bildquelle: https://deepva.com/wp-content/uploads/2018/07/Video_Mining.png

Abbildung 6 ist eine exemplarische Darstellung der Anwen-
dung DeepVA und zeigt, dass neben der Personen- und
Objekterkennung auch Texte, Farben und sogar affektive
Zustande ermittelbar sind.

4.2 Akquisition von Werbung: Programmatic TV

Wie das ,Programmatic Advertising’ im Online-Marketing
ermdglicht auch das sogenannte ,Programmatic TV' den
automatisierten Einkauf und die Auslieferung von Werbe-
anzeigen. Dabei geht es sowohl um Werbung, die auf das
gerade laufende TV-Programm sowie den Zuschauer ange-
passt wird (Nikanorova 2017: 67). Die Ausstrahlung kann
dabei (iber Online-Werbeanzeigen, als auch (ber lineare
TV-Werbung erfolgen, die iber Set-Top Boxes verteilt wird
(Ng / Kattukaran 2015: 3). Damit wird eine starke Medi-
enkonvergenz deutlich, da die Inhalte und Werbeanzeigen
Uber unterschiedliche Geratetypen (z. B. TV und Smartpho-
ne) hinweg aufeinander abgestimmt werden kénnen.

KI-Systeme, wie das von Realytics, kénnen Mediapldne
simulieren und damit dynamisch festlegen, wann und wo
welche Anzeigen geschaltet werden sollten, um das vorge-
gebene Ziel (z.B. Erhéhung Anzahl Visits) bestmdglich zu
erreichen.

4.3 Produktion und Aggregation von Content:
Audio-Generierung

Neben der Komposition von Musik (z.B. Amper Score) oder
Soundtracks (z.B. Aiva Technologies AlVA) kdnnen mittels
Kl auch Stimmen erzeugt werden. Das Produkt Lyrebird
erlaubt die Rekonstruktion einer eigenen Stimme. Dazu
muss ein Sprecher mehrere vorgegebene Sétze nachspre-
chen. Dies erlaubt eine personalisierte Stimmsynthese zum
Beispiel in Audiobtichern, Telefon-Hotlines, Games oder in
Vorlese-Systemen (Lyrebird 2019).

20 Jahre MedienWirtschaft 65

2026, 18:33:32. [


https://doi.org/10.15358/1613-0669-2025-Sonderheft-56
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Riickblick

Abb. 6: Uber HbbTV eingebundener/s Splitscreen (links) und Overlay (rechts)

O ULTMATIVE SMART TV-EHFA RN

Bildquellen: http://www.smartcliptv.com/wp-content/uploads/2016/05/SCP_20160016_Splitscreen_Wuaki_thumbnail.jpg;
http://www.smartcliptv.com/wp-content/uploads/2016/05/SCP_20160016_0verlay_Fisherman_thumbnail.jpg

Abb. 7: Erkennung (links) und Austausch (rechts) von Produkten in Videos
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Bildquelle: https://video.wixstatic.com/video/df687b_fe4bcOaa7c684045b5th8c9115b9f171/720p/mp4/file.mpag

4.4 Platzierung von Werbung: Dynamische
Produktplatzierung

Die Erkennung von Personen und Objekten in Kapitel 4.1
kann nicht nur dazu genutzt werden, um diese Informati-
onen als Metadaten abzuspeichern. In Abbildung 8 wird
diese Erkennung innerhalb eines Videos aufgezeigt. Mit die-
sem Wissen kénnen dann einzelne Objekte ausgetauscht
oder hinzugefuigt werden. So ist in Abbildung 8 rechts nun
statt einer Pepsi Cola- eine Coca Cola-Flasche zu sehen.
AuBerdem ist die Weinflasche rechts neu in die Szene mit
aufgenommen worden. Mittels einer Kl (z.B. Ryff) kann der
Austausch dynamisch erfolgen, sodass eine personalisierte
Darstellung von Produkten in Videos erfolgen kann.

4.5 Packaging der Produkte: Empfehlungs
system

Einem Bericht von McKinsey zufolge stammen 35 Prozent
dessen, was Verbraucher bei Amazon kaufen, und 75 Prozent
dessen, was sie auf Netflix sehen, aus Produktempfehlungen
(MacKenzie et al. 2013: 4 f.). Eine solche Anwendung zur
Empfehlung von Filmen ist Movix. Durch das Markieren von
Filmen mit Likes oder Tags kdnnen wiederum neue Inhalte
empfohlen werden. Der Anbieter Zone-tv nutzt Empfehlungs-
systeme fr klassisches TV und erzeugt aus Informationen zu
den Zuschauern einen personalisierten linearen TV-Stream.
Das Produkt passt das Angebote in Form von Channels da-
nach an, was der einzelne Zuschauer jeweils schaut.

66 MedienWirtschaft 2o Jahre

4.6 Technische Produktion: Kodierung oder
Rekodierung

Nach der Produktion von Videos miissen diese oftmals ko-
diert werden, um sie effizient ausliefern zu kénnen. Gege-
benenfalls miissen auch bestehende Materialen rekodiert
werden, um beispielsweise neuen Qualititsanforderungen
zu geniigen. KI-Anwendungen wie Bitmovin kdnnen die in
einem Kodierungsverfahren hinterlegten Parameter erler-
nen und somit optimierte Einstellungen auf bisher unbe-
kannte Materialien anwenden. Die Anwendung SmartFM ist
spezialisiert auf die Optimierung von FM-Radio. Die dahin-
terliegenden KI-Algorithmen verbessern die Sendereffizienz
und sollen damit Energiekosten einsparen.

4.7 Distribution: Automatische Qualitats-
tiberwachung

Schlussendlich kann auch der letzte Schritt der Medien-
wertschopfungskette mittels Kl aufgebessert werden. Nach-
dem ein Video zu den Rezipienten verteilt wurde, sollte die
Qualitat des ausgelieferten Materials fortlaufend dberprift
werden. Der von STRYME in Zusammenarbeit mit dem ORF
entwickelte Brodstar Analyzer erlaubt eine vollautomatische
24/7 Echtzeit-Qualititsiiberwachung. Das Kl-basierte Sys-
tem vergleicht sowohl das distribuierte Audio- wie auch
das Video-Signal mit dem Ausgangsmaterial beim Sender.
Verénderungen oder Storungen konnten damit sogar direkt
behoben werden.

2026, 18:33:32.
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5 Fazit und Ausblick

Der vorliegende Artikel bietet einen strukturierten Uberblick
iber das Arbeitsgebiet ,Kiinstliche Intelligenz in der Medi-
enbranche’. Die AIMTL eignet sich daftir, neue Technologien
zu erkennen, um sie dann in einem unternehmensspezifi-
schen Prozess zu evaluieren und implementieren. Wie sich
zeigte, gibt es in jedem Schritt der Wertschopfungskette
fur Medienunternehmen Anwendungen, die Verfahren der
Kiinstlichen Intelligenz (Neuronale Netze, CNN, LSTM) nut-
zen (F1). Die Einsatzgebiete sind dabei weit gestreut von der
inhaltlichen Beschaffung bis hin zur technischen Distributi-
on. So konnten in nahezu allen Schritten Unterkategorien
gefunden werden, die detaillierte Einsatzgebiete fiir Kl in
Medienunternehmen aufzeigen (F2). Es wurde dabei darauf
geachtet, dass der Aufbau der Technology Landscape struk-
turiert erfolgt und es mehr Informationen zu den einzelnen
Produkten gibt, als dies in anderen TLs der Fall ist. So wer-
den unter anderem die Reifegrade der angebotenen Pro-
dukte dargestellt (F3). Welche KI-Verfahren genutzt werden,
ist von den Herstellern nur selten dargestellt. Am haufigsten
wurden Neuronale Netze genannt (F4). In der Literatur wur-
den diese als universelle Werkzeuge beschrieben, weshalb
sie wahrscheinlich die groBte Verbreitung innerhalb der un-
tersuchten Produkte findet. Bei der weiteren Untersuchung
der Produkte innerhalb der Unternehmen sollten die auf den
Hersteller-Websites angegebenen Informationen kritisch
hinterfragt werden. Insbesondere, wenn es sich dabei noch
um prototypische Umsetzungen handelt, muss individuell
geprift werden, ob eine Umsetzung im Massenmarkt iber-
haupt erfolgen kann.
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Abkiirzungsverzeichnis

Al Artificial Intelligence

AIMTL Al Media Technology Landscape
CNN  Convolutional Neural Network
DR Desk-Research

JSON  JavaScript Object Notation

Kl Kiinstliche Intelligenz

LSTM  Long Short-Term Memory
ML Machine Learning

NN Neuronales Netz

PNG Portable Network Graphics
SVG  Scalable Vector Graphics

TL Technology Landscape

TRL Technology Readiness Level
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