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Kurzfassung

Die Elektrodialyse (ED) wird in industriellen Anwendungen als Trennprozess zur Entsalzung von
Brack- und Meerwasser sowie zur Isolation von Siuren und Metallen eingesetzt (Huang et al.,
2007, Valero and Arbos, 2010). Hierbei werden Ionenaustauschermembranen (IEM) und ein von
Arbeitselektroden induziertes elektrisches Feld eingesetzt, um einen ladungsselektiven Transport
ionischer Spezies zu ermdglichen. Die Intensitit dieser lokalen Transportprozesse ionischer Spezies
in einem elektrischen Feld bestimmt mafsgeblich den spezifischen Energieverbrauch und damit das
6konomische Potential des Prozesses (Strathmann, 2004).

Obwohl der ED-Prozess bereits seit Jahrzehnten industriell genutzt wird, sind wichtige Mech-
anismen der zugrundeliegenden Transportprozesse noch weitestgehend unverstanden (Nikonenko
et al., 2010, Strathmann, 2010). Dadurch ist nur sehr begrenzt grundlegendes Wissen zum
Prozessverhalten verfiigbar, insbesondere wenn der Prozess zur Behandlung komplexer Elek-
trolytlosungen, wie z.B. Meerwasser, eingesetzt wird. Zudem fehlt eine geeignete Wissensba-
sis fiir einen systematischen konzeptionellen Entwurf von ED-Prozessen, insbesondere in neuen
Anwendungsbereichen.

Die bestehenden Limitationen im Hinblick auf das Verstdndnis der zugrunde liegenden Mecha-
nismen sind besonders ausgeprigt, wenn das dynamische Verhalten in transient betriebenen ED-
Prozessen betrachtet wird. Der transiente Betrieb von ED-Prozessen wird als viel versprechende
Option zur Steigerung der Effizienz von ED-Prozessen angesehen (Malek et al., 2013, Strath-
mann, 2010). Das diesbeziigliche Potential ist jedoch noch weitestgehend unklar, da der Einfluss
dynamischer Phianomene auf die Intensitét des Stofftransports weitestgehend unverstanden ist.

Das stark begrenzte Prozessverstdndnis ist zum einen auf die starke Kopplung der verschiede-
nen dem Prozess zugrunde liegenden Mechanismen zuriickzufithren. Hierdurch kann es nur in
einer systematischen umfassenden Analyse unter Beriicksichtigung aller wesentlichen Phidnomene
und Wechselwirkungen gelingen, tiefgreifendes Prozessverstindnis aufzubauen. Zum anderen sind
Elektrodialysesysteme iiblicherweise durch eine sehr kompakte Bauform charakterisiert. Diese
stellt eine bedeutende Herausforderung fiir eine experimentelle Analyse der zugrunde liegenden
Mechanismen dar.

Die Identifikation detaillierter mechanistischer Modelle fiir Elektrodialyseprozesse kann einen
wesentlichen Beitrag zu einem tieferen Versténdnis der zugrunde liegenden Transportprozesse
und des Prozessverhaltens leisten (Kuppinger et al., 1995). Zielgerichtete Simulationsstudien
und Sensitivitdtsanalysen ermdglichen die Analyse wichtiger Zusammenhénge zwischen zugrunde
liegenden lokalen Phénomenen und dem integralen Prozessverhalten. Dariiber hinaus kénnen die

identifizierten Modelle als Basis fiir optimierungsbasierte Ansitze zum Entwurf und zur Steuerung
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von Elektrodialyseprozessen genutzt werden.

Bislang verfolgte Ansétze zur Modellierung von ED-Prozessen sind tiberwiegend durch stark
vereinfachende Annahmen gekennzeichnet. So werden in der Regel quasi-stationére Verhilt-
nisse vorausgesetzt und die Beschreibung von Transportprozessen auf eine ortliche Koordinate
beschrinkt (Kraaijeveld et al., 1995, Visser, 2001). Insbesondere die Beschrinkung auf quasi-
stationdre Verhiltnisse macht diese Modelle ungeeignet zur Beschreibung transienter Elektrodial-
yseprozesse. Ein umfassendes Prozessmodell, welches iiber eine rigorose dynamische Beschreibung
der zugrunde liegenden Transportprozesse insbesondere das dynamische Prozessverhalten akkurat
beschreiben kann, ist nicht verfiigbar.

In dieser Arbeit wird ein integrierter modellbasierter und experimenteller Ansatz verfolgt, um
einen Zugang zu einem tiefgreifenden Verstdndnis der zugrunde liegenden Transportprozesse in
transienten ED-Prozessen zu eréffnen. Ein wesentliches Ergebnis ist hierbei die Entwicklung
eines mechanistischen Prozessmodells fiir transiente ED-Systeme. Hierbei wird die bisherige
Einschrinkung auf pseudo-stationdres Verhalten durch die Ausarbeitung einer adidquaten dy-
namischen Beschreibung der zugrunde liegenden Transportprozesse iiberwunden. Dariiber hin-
aus wird die eindimensionale Beschreibung der Transportprozesse durch das Zugrundelegen einer
mehrdimensionalen Beschreibung des Stofftransports verallgemeinert. Damit wird es erstmalig
moglich, transiente Elektrodialyseprozesse mit einem dynamischen mechanistischen Prozessmod-
ell zu beschreiben.

Um der Komplexitit des Prozesses und der zugrunde liegenden Phinomene Rechnung zu tragen,
werden wesentliche Voraussetzungen fiir die Entwicklung des generalisierten Prozessmodells sys-
tematisch erarbeitet. Hierbei werden zunéchst in einer experimentellen Analyse mit einer transient
betriebenen Elektrodialyseanlage die wesentlichen Merkmale des dynamischen Prozessverhaltens
ermittelt. Dabei werden erstmalig auch die Sensitivitdten des dynamischen Prozessverhaltens im
Hinblick auf wesentliche Steuer- und Auslegungsgrofen des Prozesses systematisch analysiert.

Eine weitere zentrale Voraussetzung fiir eine erfolgreiche Modellentwicklung ist eine verléssliche
mathematische Charakterisierung samtlicher Modellteile und des finalen generalisierten Prozess-
modells. Eine besondere Rolle nehmen hierbei die verwendeten Stofftransportmodelle ein, da sie
im Wesentlichen die Komplexitéit des Gesamtmodells bestimmen. Hierbei ist zu beriicksichtigen,
dass die Charakterisierung der in bisherigen Arbeiten verwendeten stark vereinfachten Stofftrans-
portmodelle aufgrund ihrer einfachen Struktur keine besondere Herausforderung darstellt. Der
Charakterisierung der in dieser Arbeit zugrunde gelegten detaillierten Stofftransportmodelle in
Form von Systemen partieller differential-algebraischer Gleichungen (PDAE) muss jedoch beson-
dere Beachtung geschenkt werden (Martinson and Barton, 2001a, Neumann and Pantelides, 2008).
Vor diesem Hintergrund besteht ein wesentlicher Beitrag in der Entwicklung einer neuen Methode
zur Charakterisierung und Reformulierung allgemeiner PDAE Systeme. Die Grundlage bildet
dabei das Konzept der Analyse und Reduktion der differentiellen Indices von PDAE Systemen.

Die neue Methode zur Charakterisierung und Reformulierung von PDAE Systemen bildet die
Grundlage fiir die Entwicklung detaillierter Modelle zur dynamischen Beschreibung der lokalen

Stofftransportprozesse. Das Ziel ist hierbei, Modelle zu erhalten, die zum einen durch einen
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hohen Detaillierungsgrad charakterisiert sind und sich zum anderen durch einen strukturellen
Autbau auszeichnen, der fiir allgemeine numerische Verfahren geeignet ist. Hierdurch kénnen
die Stofftransportmodelle effizient fiir die Entwicklung des generalisierten Prozessmodells genutzt
werden.

Ein Schwerpunkt der Entwicklung des finalen generalisierten Prozessmodells ist die Integra-
tion verschiedener Teilmodelle in einer geeigneten hierarchischen Modellstruktur. Eine wichtige
Mafgabe ist hierbei, dass verschiedene Prozesskonfigurationen effizient abgebildet werden kénnen.
Dies ermoglicht im Rahmen dieser Arbeit einen ersten Vergleich mit Daten aus unterschiedlichen
Experimenten. Hierbei kann gezeigt werden, dass das entwickelte Modell insbesondere das tran-
siente Betriebsverhalten qualitativ gut abbilden kann. Eine systematische Analyse der Modell-
pradiktion fiir unterschiedliche Betriebsmoden zeigt zudem, dass das Modell wichtige Zusammen-
hénge zwischen integralem Prozessverhalten und zugrunde liegenden Transportprozessen aufzeigen
kann.

Abschliefend werden die im Prozessmodell zugrunde gelegten Transportmodelle vor dem Hin-
tergrund einer weiteren Erhdhung des Detaillierungsgrades betrachtet. Hierbei wird das Ziel
verfolgt, langfristig die rigorose Beschreibung des Stofftransports mit einer detaillierten dreidi-
mensionalen Beschreibung der Hydrodynamik zu koppeln. Dafiir wird derzeit in einem inter-
disziplindren Forschungsvorhaben ein effizientes Softwaretool zur numerischen Behandlung der
hochgradig detaillierten Modelle auf Hochstleistungsrechnern entwickelt. Weit vorangeschritten
ist hierbei die Entwicklung eines Tools zur numerischen Strémungssimulation auf der Basis des
Lattice-Boltzmann-Ansatzes. Dies ermdglicht insbesondere eine Betrachtung der Einfliisse ge-
ometrischer Auslegungsgrofien auf die Prozesseffizienz. Die quantitativen Beziehungen zwischen
Kenngrofen der Prozesseffizienz und der Vielzahl von Auslegungsgrofen konnen effizient in ein-
fachen algebraischen Modellen abgebildet werden. Fiir die Identifikation solcher Modelle aus
den detaillierten Simulationsergebnissen wird im Rahmen dieser Arbeit ein systematischer Ar-
beitsprozess entwickelt. Dieser auf optimierungsbasierten Methoden beruhende Ansatz wird am
Beispiel der Identifikation algebraischer Druckverlustmodelle aus detaillierten Simulationsergeb-
nissen demonstriert.

Mit dem hier verfolgten integrierten Ansatz einer modellbasierten und experimentellen Analyse
wird ein wesentlicher Beitrag zu einem besseren Versténdnis transient betriebener Elektrodialy-
seprozesse geleistet. Insbesondere das entwickelte dynamische Prozessmodell auf der Basis detail-
lierter mehrdimensionaler Transportmodelle ermdglicht es, das experimentell gemessene integrale
transiente Prozessverhalten systematisch zu analysieren. Durch den Einsatz vorwiegend rigoroser
Modelle und universeller Paradigmen der Modellbildung sind die Ergebnisse dieser Arbeit in einem
weiten Rahmen iibertragbar auf &hnliche elektrochemische Prozesse wie Brennstoffzellen oder
Batterien. Dariiber hinaus sind die entwickelten Methoden zur Analyse und Reformulierung von
PDAE-Systemen sowie zur effizienten Identifikation algebraischer Modelle aus detaillierten Simu-

lationsergebnissen auch aufserhalb des Anwendungsfeldes von Elektromenbranverfahren nutzbar.
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1 Introduction

This thesis is concerned with the integration of a model-based and experimental analysis for the
systematic investigation of transport phenomena in transient electrodialysis (ED) processes. In
this context this work addresses the development of detailed mechanistic models, the analysis
of the dynamic process behavior in transient experiments, as well as the efficient integration of
model-based and experimental techniques. As these fields are rather broad, this chapter is devoted
to thoroughly introducing the scope of this thesis on the basis of a sound introduction of important
fundamentals and existing limitations in the distinct fields. First, the fundamentals of ED and
the underlying principles are introduced in Section 1.1. On this basis the dependence of process
performance on ionic transport phenomena occurring in ED systems is discussed in Section 1.2.
In Section 1.3 existing modeling approaches are reviewed in the context of current limitations of
process insight specifically concerning the transient process behavior of ED processes. Based on

this review and the identified shortcomings the scope of this work is presented in Section 1.4.

1.1 Fundamentals of electrodialysis processes

Electrodialysis (ED) is an electro-membrane process applied in large-scale industrial applications
for the desalination of saline water (Valero and Arbos, 2010), the concentration of organic or anor-
ganic acids (Baltazar et al., 1992, Huang et al., 2007) and the demineralization of food products
(Strathmann, 2010). Here, ED allows the separation of salts, acids and their corresponding dis-
sociated ionic species from a typically aqueous solvent. This separation is achieved in competing
processes as multi-effect distillation or reversed osmosis by a removal of a nearly pure stream of
solvent from the electrolyte solution. In contrast to this, the separation in ED is a result of a
charge-specific transport of ionic species.

The transport of ionic species is induced in ED systems by a couple of working electrodes
applying an electric potential gradient. This gradient constitutes a driving force for the trans-
port of anions towards the positively charged anode and cations towards the negatively charged
cathode, respectively. A locally charge-selective transport of ions is realized by exploiting the
selective properties of ion-exchange membranes (IEM). These IEM are configured either as cation
exchange membranes (CEM) or anion exchange membranes (AEM) allowing for a charge-selective
transport for cations and anions, respectively.

By arranging AEM and CEM membranes in an alternating manner between the anode and
the cathode as shown in Fig. 1.1, the concentration and dilution of ions occurs in neighboring

flow channels. The neighboring concentrate and diluate flow channels and the corresponding
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membrane pair constitutes the smallest functional unit in the ED system, which is referred to
as electrodialytic cell. In industrial applications up to 200 cells and a single couple of working

electrodes are integrated in a compact module (Strathmann, 2004).
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Figure 1.1: Schematic principle of the electrodialysis process for the concentration of a salt AC by a

charge selective transport of cations C* and anions A~.

ED processes are operated either in stationary or batch mode. In stationary mode the ED
module is supplied with feed electrolyte of constant concentration yielding a corresponding con-
stant product concentration in the concentrate and diluate streams. The structure of an ED
process operated in batch mode is sketched in Fig. 1.2, Here, the processed electrolyte solution
is initially fed to storage tanks of the concentrate and diluate cycle. From the storage tanks the
electrolyte solution is pumped through the electrodialysis module, where the ion concentration
in the concentrate cycle increases while it decreases in the diluate cycle in a transient manner.
When leaving the module, the solutions are recycled to the corresponding storage tanks until the

desired product quality, i.e., a specific diluate or concentrate concentration, is obtained.

concentrate
+ diluate

feed

Figure 1.2: Scheme of a typical ED batch process.

The performance of industrial ED plants is governed by the intensity of the underlying transport

processes occurring in the membrane module. Here, the transport is to be considered in both the
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electrolyte solution in the flow channels and the polymeric material of the IEM. The characteristics
of transport phenomena in these process components are introduced in Sections 1.1.1 and 1.1.2.
In addition, transport phenomena are to be considered arising at the interface of electrolyte and

membrane. An introduction to these secondary transport effects is given in Section 1.1.3.

1.1.1 lon exchange membranes

The charge-selective transport properties of polymeric IEM result from charged functional groups
incorporated in the membrane material. An IEM with positively or negatively charged functional
groups excludes cations or anions by electrostatic effects, respectively. Accordingly, the transport
of the excluded ions (referred to as co-ions) through the membrane is hindered and the transport
of electric current is dominated by ions with an opposite charge (referred to as counter-ions). The
degree of co-ion exclusion governs the perm-selectivity of the IEM, which is an important integral
membrane property. A second membrane property having a large influence on the total process
performance is its electric resistance. It characterizes the voltage drop associated with the charge
transport through the membrane. Both properties strongly depend on the meso- and microscopic
morphology of the membrane material (Sata, 2004).

The morphology of macroscopically homogenous IEM is characterized by the material properties
of the functionalized polymeric material. In most commercially available IEM a perfluorinated
unpolar polymer is used as a matrix in which acidic or caustic functional groups are incorpo-
rated (Goering et al., 1998). Due to the hydrophilic properties of the functional groups and the
hydrophobic properties of the polymer matrix, a heterogenous nanostructured morphology is ob-
tained. This structure consists of an amorphous polymer phase with micro-crystalline inclusions
formed by highly crosslinked unpolar polymer chains. In the amorphous regions the functional
groups are arranged in the form of clusters with a diameter of 2 — 4 nm connected by nano-
channels with a diameter of about 1 nm (Freger et al., 1999). Within the network of clusters and
nano-channels ions and uncharged solvents are transported across the membrane.

The identification of the transport mechanisms in IEM has been in the focus of recent research.
However, the mechanisms are far from being understood. A major difficulty in the experimental
investigation of integral membrane properties is to distinguish the phenomena occurring in the
membrane from those occurring in the adjacent electrolyte solution (Dlugolecki et al., 2010).
Galama et al. (2014) emphasize the strong dependence of both the membrane resistance and
selectivity on the concentration of the external electrolyte solution. In multi-salt systems this
concentration dependence is even more pronounced as competing counter-ions are transported
trough the IEM (Marti-Calatayud et al., 2014).

1.1.2 Spacer-filled flow channels

The flow channels between the IEM are commonly filled by structural components called spacers.
Spacers commonly used in industrial applications are characterized by a planar net-like structure

assembled from polymeric filaments. These filaments are typically arranged in a woven or non-
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woven manner as shown in Figure 1.3. The main functionality of the spacers is the separation
of adjacent membranes. However, the spacer geometry also governs the local hydrodynamic
conditions in the flow channels. By this means the spacer also strongly affects (i) the pressure-
drop in the perfusing electrolyte, (ii) the shear stress rate at the membrane surfaces and (iii) the

local mass transport intensity.

Figure 1.3: Commonly used a) non-woven and b) woven spacer geometries.

In ED the pressure-drop is directly proportional to the energy demand of the pumps (Strath-
mann, 2004), which contributes to the operational costs of the process (Melin and Rautenbach,
2004). The wall shear stress rate at the membrane surface has an important influence on the
formation of scaling and fouling. Fouling is understood as the attachment of macro-molecules,
particles or biofilms at the membrane surface (Fritzmann, 2012). Scaling denotes the formation of
solid salt deposits at the membrane surface if the solubility of the solution is (locally) exceeded.
Both fouling and scaling affect the transport trough the membranes and the pressure drop in the
flow channels. By this means, both phenomena strongly influence the overall process efficiency.

The local mass transport intensity is affected by hydrodynamic conditions giving rise to the
formation of steady or turbulent vortices. These vortices induce a lateral mixing enhancing the
local mass transfer intensity by reducing concentration polarization effects (Fimbres-Weihs and
Wiley, 2007, Koutsou et al., 2004). Concentration polarization denotes the local enrichment or
depletion of solutes adjacent to the membranes. A local enrichment arises in the concentrate
flow channels adjacent to the membrane surfaces as a consequence of the species fluxes entering
through the IEM. In an analogous manner, depletion of ionic species occurs close to the membrane

surfaces in the diluate channels as a consequence of the species fluxes leaving the channel.

1.1.3 Secondary transport effects

The transport phenomena in the IEM and flow channels are commonly investigated in specific
scenarios aiming at the isolated analysis of a specific effect. However, the reliable experimental
assessment of a single effect in the membrane-electrolyte system is difficult and recent findings
emphasize the strong interaction of the phenomena in the different phases. One specific form of
these interactions are secondary transport mechanisms.

Secondary transport mechanisms arise in the form of gravitational convection, coriolis effects
and electroconvection (Balster et al., 2007) at the membrane-electrolyte interphase. Rubinstein

and Zaltzman (2000) have shown that electroconvection is likely to induce stable vortices in the
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vicinity of the membrane surfaces if a certain current density is exceeded. The formation and
size of these electroconvective vortices strongly depends on both the structure of the membrane
surface and the total flow of ions through the membranes (Nikonenko et al., 2010). The fact
that secondary transport effects can have a significant effect on the transport in the membrane-
electrolyte system has been shown by Urtenov et al. (2013) and van Pham et al. (2012).

However, the interaction of these phenomena with the primary transport mechanisms — con-
vection, diffusion and migration dominating the transport in the membrane phase and the bulk
solution of the flow channels is little understood (Nikonenko et al., 2010). In addition, the oc-
currence of secondary transport mechanisms complicates the commonly aspired assignment of
transport resistances to the IEM, flow channels and the membrane-electrolyte interphases (Dlu-
golecki, 2009).

1.2 lonic mass transport and process performance

The intensification of the local ionic mass transport by revising the geometry of the spacers is an
important aspect for the improvement of the process performance in ED applications and has thus
been addressed in numerous model-based and experimental studies. A brief overview of studies
in this field is given in Section 1.2.1. Next to the local hydrodynamic conditions, concentration
polarization, fouling and scaling depends on the net transport of solutes or particles towards the
membranes. These fluxes are governed by the main driving force of the process, which is the
current or potential difference applied to the working electrodes. Hence, the operational mode
of the working electrodes provides an additional possibility for the reduction of these undesired
effects. In this context, the transient operation of ED processes offers a promising option to

improve process performance (cf. Section 1.2.2).

1.2.1 Module and spacer design

Significant effort has been directed at investigating the effect of module and spacer design on
concentration polarization and fouling (e.g., Da Costa et al. (1994), Farkova (1991), Sonin and
Isaacson (1974)). The focus of these studies has been on the complex hydrodynamics in spacer-
filled flow channels as well as on the local mass transport intensities. The quantitative effect of
important design parameters on the design objectives, i.e., on pressure drop, shear-stress pattern
and mass-transport efficiency, has been investigated by various authors (Chaumeil and Crapper,
2013, Koutsou et al., 2007, Li et al., 2002, Shakaib et al., 2009).

All studies emphasize the strong sensitivity of the design objectives with respect to the design
parameters. Most of them vary one parameter and fix all the others to nominal values to identify
trends between design parameters and objectives. However, in such an approach the resulting
insight is limited to a small section of the multi-dimensional space spanned by the design pa-
rameters. The systematic evaluation of the large space spanned by the design parameters can be

considered as a major challenge in spacer design.
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1.2.2 Transient electrodialysis processes

A first important process operated in a transient mode is the ED reversal (EDR) process. EDR
is characterized by a periodic reversal of the polarity of the working electrodes. The resulting
inversion of the ionic species fluxes in the membrane-electrolyte system results in a (partial)
removal of both concentration polarization and fouling layers (Valero and Arbos, 2010). To reduce
the loss of product resulting from the inversion of the species fluxes, the transition in the polarity
is synchronized with an inversion of the hydraulic concentrate and diluate streams entering and
leaving the flow channels. Especially for the prevention of both colloidal fouling and scaling, EDR

has become the state of the art technique in ED water desalination systems (Strathmann, 2010).

A second process concept characterized by a transient operational mode is pulsed ED. Here,
the working electrodes are supplied with a pulsed electric current varying with a pulse length of
milliseconds to minutes between zero and a nominal potential value. A major advantage of pulsed
ED in comparison to EDR are the lower investment costs as the distribution system of the module
allowing for the inversion of the concentrate and diluate streams is not required. Some authors
reported a significant reduction of both fouling and scaling (e.g., Casademont et al. (2009), Gurtler
et al. (2008), Mikhaylin et al. (2014), Ruiz et al. (2007)) for pulsed ED compared to processes
operated with a constant current. Further, Malek et al. (2013) found a reduction of concentration
polarization effects in experiments for the electrodialytic desalination of NaCl solutions. To what
extent this reduction affects the energy consumption of the process is still not clear. Whereas
Malek et al. (2013) found no improvement by using a pulsed applied current, Ruiz et al. (2007)
and Mishchuk et al. (2001a) found a positive effect for this operational mode. This disagreement
comes along with a significant lack of insight concerning the effect of the pulsed operations on the

underlying transport mechanisms.

As no experimental assessment of the local phenomena is possible, the experimental findings
are commonly interpreted with vague theoretical hypotheses. Malek et al. (2013) associate the
observed dynamic process behavior solely to isolated polarization phenomena occurring in the
flow channels. A sound analysis of the observed dynamic behavior also including dynamic effects
in the IEM and at the membrane-electrolyte interphase is not available. This lack of insight into
the mechanisms governing the performance of transient ED processes comes along with a very
restricted knowledge concerning the dynamic behavior of the ionic transport in ED systems. It is
in particular widely unknown in which way the integral transient behavior of ED systems results
from the transport occurring in the IEM, the electrolyte solution or the membrane-electrolyte
interface. To thoroughly identify these individual contributions in the absence of local in-situ
measurements, a valuable tool can be provided in the form of predictive models describing the

dynamic behavior of transient ED processes.
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1.3 Modeling ionic mass transport and electrodialysis processes

As illustrated in Sections 1.1 and 1.2, ED is governed by transport processes where the interactions
of electric field, convective and diffusive transport as well as the strongly non-ideal thermodynam-
ics are complex and have a decisive impact. The phenomena arise in coupled phases, i.e., flow
channel and the membranes, and on different spatial and temporal scales placing severe constraints
on an effective experimental analysis. Hence, modeling and simulation are important and well
accepted tools in the analysis and design of ED processes (Nikonenko et al., 2010, Strathmann,
2010).

However, the complexity of the large number of distinct phenomena and their strong interactions
also complicates the development of physically consistent models for ED systems. A rigorous
model allowing the integrated description of all relevant phenomena and transport processes with
an adequate temporal and spatial resolution is not available. To reduce both the complexity in the
model development and the computational effort in simulation studies, two distinct strategies can
be identified in current literature. The first approach results in a reduction of model complexity
by focusing on a single isolated phenomenon in a specific scenario. Here, particular examples are
the investigation of the transport in a single spacer-filled channel by computational fluid dynamics
(CFD) simulations and the model-based analysis of the transport in a single IEM. A brief overview
of relevant works is given in Sections 1.3.1 and 1.3.2. In the second approach, the description
of the coupled phenomena is strongly simplified to allow for an integral description of the entire

process in a process model (cf. Section 1.3.3).

1.3.1 Investigation of spacers by CFD methods

A particularly well-studied field in the context of a model-based analysis of ED processes is the
analysis of the hydrodynamics in a single spacer-filled channel using computational fluid dynamics
(CFD) techniques (e.g., Fimbres-Weihs (2008), Koutsou et al. (2007), Schock and Miquel (1987)).
An excellent review is provided by Fritzmann (2012). The focus of the majority of CFD studies
(Cao, 2001, Fimbres-Weihs and Wiley, 2007, Koutsou et al., 2004, Schwinge et al., 2002; 2004) has
been directed at a qualitative description of the flow fields arising in different Reynolds regimes.

In more detailed studies, the simulation of the hydrodynamics in the channel is extended to
include additional physical principles. The simulation of the diffusive and convective mass trans-
port of infinitely diluted solutes is included in few simulation studies (Fimbres-Weihs and Wiley,
2007, Fritzmann, 2012, Koutsou et al., 2009). Picioreanu et al. (2009) and Radu et al. (2010) use
coupled simulations of hydrodynamics and biofilm growth in the channel to study the formation
of fouling. Similar studies, focusing on particulate fouling, have been reported by Chaumeil and
Crapper (2013) and Li et al. (2012).

The evaluation of the simulated pressure drop and mass transport rates is commonly assisted
by simple algebraic models (Fimbres-Weihs and Wiley, 2007, Isaacson and Sonin, 1976, Koutsou
et al., 2009). These models correspond to power laws relating well-known dimensionless quantities

such as friction factors, Reynolds, Sherwood and Schmidt numbers by empirical parameters. The
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comparison of these empirical parameters for different spacer geometries allows for a resonable
evaluation of the geometries in the entire range of Reynolds or Schmidt numbers. However, an
important limitation of the models for the prediction of pressure drop and mass transport rates
is their restriction to a fixed spacer geometry. A general model for the prediction of the pressure

drop or mass transfer rate for a wide range of design parameters is still missing (Fritzmann, 2012).

1.3.2 Modeling of ion exchange membranes

The model-based analysis of transport processes in IEM is investigated in current literature with
a widely varying level of detail. Molecular dynamic simulations were used, e.g., by Brandell
et al. (2007), Kotelyanskii et al. (1999) and Karo et al. (2010) to investigate the interaction
of the membrane material and perfusing solutes. Psaltis and Farrell (2011) applied molecular
dynamic methods in order to determine diffusion coefficients in a coupled simulation with a model
describing the transport of solutes on a macroscopic level. Model-based studies investigating the
effect of the meso- and microscopic morphology on the transport of solutes were conducted by
Weber and Newman (2004) and Elliott et al. (2011).

Models describing the charge-selective transport in the IEM not explicitly accounting for the
nanostructured morphology of the membrane material were proposed, e.g., by Nikonenko et al.
(2009), Ramirez (2001), Weber and Delacourt (2008), Weber and Newman (2003) and Hogendoorn
et al. (2001). Macroscopic transport models specifically focusing on the dynamic behavior of an
IEM were presented by Moya and Horno (1999) and Moya and Sistat (2013). All these models
employ a solution-diffusion approach based on the assumption of a pseudo-homogenous membrane
phase. Effects resulting from the micro- or nanostructure of the polymeric membrane material
are incorporated by means of effective diffusion coefficients and effective thermodynamic states.
The charged polymeric membrane material is considered as an additional species in the electrolyte
system.

In addition to these transport models, numerous authors presented models for the description
of the phase equilibrium between IEM and adjacent electrolyte solution (Shiryaeva and Victorov,
2001, van der Stegen, J.H.G. et al., 1999) and the associated membrane swelling (Okeowo and
Dorgan, 2006, Saarinen et al., 2007). For the evaluation of impedance spectroscopic measurements,
the membrane and the adjacent electrolyte solution are commonly modeled by equivalent electric
circuits (cf. e.g. Dlugolecki (2009) and Freger and Bason (2007)). A common problem in the
evaluation of an isolated IEM model with experimental data results from the interaction of the
transport in the membrane with polarization phenomena occurring in the adjacent electrolyte

solution (cf. Section 1.1.1).

1.3.3 Electrodialysis process modeling

Within the last decades, significant attention has been paid to the modeling of entire ED processes.
Empiric data-driven models in the form of surface response models (Wang et al., 2010, Zhang
et al., 2008), neural networks (Jing et al., 2012, Sadrzadeh et al., 2009) or a fuzzy-logic (Borges
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et al., 2009) have been proposed to model the input-output behavior without any resolution of
the phenomena inside the process. Model formulations relying on the simplified description of
the concentration distribution in a single representative flow channel have been proposed e.g.
by Kuppinger et al. (1995), Lee et al. (2002), Ortiz et al. (2005), Yu and Admassu (2000) and
Strathmann (2004). In these models, integral properties of the membranes, such as the selectivity
or the electric resistance, are described by simple empirical correlations. In the case of a dynamic
batch process, the model for the representative flow channel is commonly replaced by an ideally
stirred tank model (cf. e.g. Fidaleo and Moresi (2005; 2010), Kalab and Palaty (2012)).

Structured process models have been proposed for electrodialysis by Kraaijeveld et al. (1995),
Kuppinger (1997), Neubrand (1999), Rype (2002) and Visser (2001) and for a strongly related
process by Prado-Rubio (2010). These models are based on an either mechanistic or empiric
description of all important process components, i.e., electrodes, spacer-filled flow channels and
IEM. This allows to establish a sound relation between the phenomena in the distinct process
components and the integral process behavior. This fact is a major advantage of the structured
process models over the empiric formulations when a model-based analysis is targeted. How-
ever, in particular when a rigorous mechanistic description of phenomena in the membranes and
flow channels is addressed, the development of structured process models is significantly more
involved. Hence, the development of structured process models is commonly associated with the

introduction of distinct simplifying assumptions.

A common simplification used in structured process models is the approximation of the complex
hydrodynamics in the flow channels by the film-theory approach. Accordingly, the channels
are segmented into a bulk phase and two polarization films adjacent to the membranes. This
segmentation reduces the complexity of the modeling problem significantly as it circumvents a
local resolution of the complex spacer geometry. Further, it facilitates the description of the
hydrodynamics with strongly simplifying assumptions. The bulk phase is commonly described
with a one-dimensional model using a plug flow assumption (Neubrand, 1999) or even an ideally
mixed volume which is not resolved spatially at all (Kraaijeveld et al., 1995, Visser, 2001). In
the polarization films convective transport is commonly neglected resulting in a one-dimensional
diffusion problem in a stagnant electrolyte solution. As a result, the major effort in the modeling
of the spacer-filled flow channels is associated with the description of the diffusive transport in

the liquid electrolyte phase.

The transport in the IEM is described in the structured models by using the assumption of
a pseudo-homogenous membrane phase (cf. Section 1.3.2) in which transport occurs only in
the direction orthogonally to the working electrodes. This way, the description of the transport
in the IEM also reduces to a one-dimensional diffusion problem in a homogenous electrolyte
phase. Correspondingly, the central element of structured ED process models is the description
of the transport of ionic species in a homogenous phase corresponding to either the ion exchange

membranes or the electrolyte solution in the flow channels.
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1.3 Modeling ionic mass transport and electrodialysis processes

1.3.4 Modeling ionic mass-transport in a homogenous phase

The fundamentals of ionic mass transfer are well described in a number of monographs (Bird
et al., 2002, Kontturi et al., 2008, Newman and Thomas-Alyea, 2004, Rubinstein, 1990). In
general, the established concepts for the transport of uncharged species can be generalized to
ionic mass transport problems in a straightforward manner. However, with the emerging electric
charges associated with ionic species, additional physical principles need to be accounted for
in constitutive equations and physico-chemical property models (Chen et al., 1982, Newman and
Thomas-Alyea, 2004). To describe the propagation of electric fields, supplementary equations have
to be incorporated in the model formulation such as the well-known electroneutrality condition
(Kontturi et al., 2008). In particular, these additional relations and the resulting strong coupling of

mass and charge transport seriously complicate the development of physically consistent models.

Due to this increased model complexity, models that are developed in an unstructured approach
and on a rough theoretical basis easily fail to fulfill important physical consistency requirements
such as the conservation of species masses or electric current. Further, the physical interpretation
of the model and the corresponding simulation results is often difficult, as important model prop-
erties are not explicitly depicted in the model structure. An important example is the electroneu-
trality equation implicitly describing the propagation of the electric potential without accounting

for it in its model structure (Feldberg, 2000).

A common approach to reducing the complexity of ionic transport models is either (i) to limit the
amount of physical phenomena depicted in the model by considering specific simplified scenarios
or (ii) to severely restrict the geometric extension of the modeled physical system. A particular
example in the context of ED processes for the first class of simplifications is the ionic mass
transport model proposed by Neubrand (1999). The model is based on the well-known Nernst-
Planck approach for infinitesimally diluted electrolyte solutions and accordingly is not applicable
to electrolyte solutions with concentrations typically encountered in industrial applications. An
example of the second class of simplifications is the transport model proposed by Kraaijeveld
et al. (1995) and Visser (2001). The model is based on the rigorous Maxwell-Stefan approach and
includes detailed models for important thermodynamic properties. However, the description of
the transport processes is restricted to one spatial coordinate and all storage terms are neglected,
which results in a quasi-stationary model formulation.

As a first important step to overcome this unsatisfactory situation, Kakhu and Pantelides
(2003) proposed a systematic methodology for the development of dynamic models for electrolyte
systems with multiple phases and an arbitrary number of species. Their approach combines
model development with a detailed analysis of important mathematical model properties. This
way, it strongly supports both the formulation of a physically consistent model and the subsequent
numerical treatment of the dynamic model with generic methods. However, a major limitation
of the method is its restriction to concentrated systems, i.e., to systems in which the physical
phenomena are not spatially resolved. Hence, the methodology is not suitable for mass transport

problems. A methodology based on network theory that is applicable to distributed systems has
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been proposed by Hanke-Rauschenbach (2007). However, the methodology is strongly tailored
to proton exchange membrane fuel-cells and does not address liquid electrolyte solutions with

multiple ionic species.

1.4 Conclusions and scope of this work

The discussion in this chapter has shown that the efficiency of the ED process is determined
by the intensity of the ionic mass transport in the electrolyte-membrane system. The underlying
mechanisms of this transport are not entirely understood although the process has been established
in industry for several decades (Newman and Thomas-Alyea, 2004, Strathmann, 2010). The
strong coupling of the different physico-chemical phenomena and the usually very compact design
of electrodialysis stacks represent large challenges for an experimental in-situ observation of the
local transport phenomena. This results in a severe lack of process insight, especially if multi-
species electrolytes such as seawater are processed (Strathmann, 2010).

Specific effects strongly limiting the performance of ED processes are fouling, scaling or con-
centration polarization (cf. Section 1.1.2). A successful strategy to reduce the influence of these
effects on the process performance is the operation of the ED process in a transient mode (cf.
Section 1.2.2). However, in particular the dynamic process behavior and the dynamics of the
local transport mechanisms are poorly understood. A second strategy to limit the impact of
these effects on the process performance is the improvement of the spacer and module design (cf.
Section 1.2.1). However, in such a design approach a large number of design parameters need to
be considered which poses hard constraints on purely experimental design studies.

The identification of rigorous mechanistic models for ED processes can contribute to overcom-
ing this unsatisfactory situation. Dedicated simulation studies and sensitivity analyses reveal
profound insight into both the dynamic process behavior and the underlying mechanisms. Fur-
ther, predictive models constitute the basis for model-based approaches addressing the optimal
design and control of ED processes. However, a large number of models has been developed for
the investigation of isolated phenomena in the flow channels or the IEM only (cf. Sections 1.3.1
and 1.3.2). The insight obtained by these isolated models is limited as it is commonly difficult to
relate the behavior of the isolated phenomena to the behavior of the entire process. Further, as
shown in Section 1.1.3, recent findings emphasize the importance of transport mechanisms aris-
ing from the interaction of phenomena occurring at the interphase between the membranes and
electrolyte phases. Models for the isolated description of transport phenomena in the membranes
or flow channels cannot assess these important mechanisms.

The drawbacks associated with the isolated models can be overcome by targeting at an in-
tegrated description of the integral process behavior and the underlying local mechanism in a
structured process model. The development of structured process models has been addressed by
a few authors (cf. Section 1.3.3). The process model describing the underlying transport phe-
nomena with the highest level of detail was developed by Kraaijeveld et al. (1995) and Visser

(2001). However, even in this model an important limitation results from the one-dimensional,
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quasi-stationary description used for the underlying transport processes. Both factors limit the
amount of information which can be obtained from the model in particular when describing inno-
vative process configurations operated in a dynamic mode. Further, the missing resolution of the
spacer geometry in the film-theory model limits the applicability of the process model in a design
process.

The substantial limitations of currently existing process models for ED systems constitute
the main motivation of this work. In particular, the limited insight provided by the models
concerning the process dynamics and their limited applicability to processes operated in a transient
mode motivates the generalization of the commonly used transport models. By this means, one
particular objective is the development of a generalized dynamic process model based on a dynamic
multi-dimensional description of the underlying mass transport processes.

For the final development of such a dynamic generalized process model in Chapter 5 several
important prerequisites are systematically elaborated in the following chapters. To support the
modeling process, an experimental analysis with a lab-scale ED plant is conducted in Chapter
2 to yield a first important insight into the dynamic process behavior. This includes, next to
the collection of experimental data for the evaluation of the developed model, the identification
of the sensitivity of the dynamic process behavior with respect to the numerous operational and
design parameters. Further, the study aims at the identification of the temporal scales and the
qualitative shape characterizing the dynamic response to a pulsewise increase in the electric field
applied by the working electrodes.

Section 1.3.4 discusses the difficulties associated with the development of unsimplified ionic mass
transport models which are both physically consistent and allow for a reliable numerical treat-
ment in established modeling environments. To address these issues, the general idea of Kakhu
and Pantelides (2003) is followed combining the model development with a thorough analysis of
important mathematical properties. This approach is of specific relevance since the generalization
of the transport models is accompanied by major changes to the mathematical model structure.
Whereas the pseudo-stationary one-dimensional formulations used in the models developed by
Kraaijeveld et al. (1995) and Visser (2001) correspond to systems of differential-algebraic equa-
tions (DAE) in a single independent variable, the generalized models form systems of partial
differential-algebraic equations (PDAE) in multiple independent variables. The reliable numer-
ical solution of PDAE systems is significantly more complex and additional issues arise in the
consistent specification of initial and boundary conditions. In particular, the latter is known to
be non-trivial and is commonly supported by mathematical concepts such as the differential index
(Martinson and Barton, 2000, Neumann and Pantelides, 2005). However, systematic procedures
integrating these concepts into a general modeling work flow are not yet available. In this context,
Chapter 3 is devoted to the development of a new procedure for index analysis and reduction of
general PDAE systems in the context of a systematic modeling work flow. The method is intro-
duced for general PDAE systems and illustrated by considering a simplified ionic mass transport
model. Readers with a major interest in the modeling and application-oriented results are referred
directly to Chapter 4.
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The resulting procedure is used in Chapter 4 for the development of the generalized transport
models. These models are based on a rigorous description of the diffusive transport phenomena
using the Maxwell-Stefan approach. The propagation of the electric field is described by the
well-known electroneutrality condition. Significant effort is directed to the reformulation of the
resulting transport models to yield PDAE systems suitable for a reliable numerical treatment in
commercial modeling environments.

These transport models form the basis for the description of the IEM and the spacer-filled
flow channels in the process model developed in Chapter 5. The model development includes
the derivation of an appropriate model structure allowing for the description of distinct process
configurations. The prediction of the developed model is examined to obtain a first important
insight into the underlying phenomena in the membrane-electrolyte system.The reliability of these
results is investigated in a comparison with experimental data obtained from the experiments
reported in Chapter 2.

Finally, Chapter 6 further extends the scope of the considered transport models with the objec-
tive of incorporating a fully three-dimensional description of the hydrodynamics in the spacer-filled
flow channels. In this context, first important aspects are addressed contributing to the develop-
ment of an integrated highly detailed model which incorporates all relevant transport mechanisms
as a long-term objective. One central element of such an integrated model is an efficient CFD
solver with a high spatio-temporal resolution. For this purpose a novel software tool is currently
being developed which is based on the Lattice-Boltzmann Method (LBM) allowing the simulation
of the hydrodynamic problem on high performance computers. The tool provides the possibility
of assessing the effect of geometrical design parameters of the spacers on important performance
measures. The relations between the performance measures and the multiple design parameters
obtained from the detailed simulations can be effectively represented in simple algebraic models.
The systematic identification of such algebraic models will constitute the focus of this chapter. A
systematic work flow for model identification is proposed which is used for the identification of
predictive pressure drop models for both non-woven and woven spacer geometries.

This way, this thesis contributes to a model-based analysis of the underlying dynamic transport
phenomena in transient ED processes. Further, the development of predictive models can be seen
as a first important step towards a model-based optimization of process design and operations.
Due to the general modeling approaches and widely accepted paradigms used in this work, the
findings can easily be generalized to related electrochemical processes such as fuel cells or batteries.
Furthermore, the new method for the analysis and reduction of PDAE systems reported in Chapter

3 supports the development of reliable distributed models for general dynamics systems.
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process dynamics

This chapter investigates the dynamic behavior of ED processes by means of an experimental
analysis. The analysis targets to support the model development by revealing the qualitative
patterns and the temporal scales governing the dynamic response to transients in the operational
mode. The set-up of the lab-scale ED plant and the experimental methods used are introduced
in Section 2.1. On this basis, in Section 2.2 the scope of the experimental study is discussed
and its relevance for the development of the dynamic process model is illustrated. The dynamic
current-voltage behavior of the ED process is addressed in Section 2.3. Section 2.4 introduces the
results of an experimental sensitivity analysis with respect to operational and design parameters.
Sections 2.5 and 2.6 present the results of desalination experiments operated with transient and
pulsed currents, respectively. The focus is here on the identification of the temporal scales and the
qualitative patterns of the dynamic response to the discontinuous transitions in the operational

controls.

2.1 Experimental set-up and methods

The lab-scale ED plant introduced in Section 2.1.1 is used for both batch desalination and current-
voltage experiments. Batch desalination experiments presented in Section 2.1.2 allow the inves-
tigation of the process in a realistic application. The current-voltage experiments described in

Section 2.1.3 are designed to investigate the current-voltage behavior of the ED module.

2.1.1 Experimental set-up

Experiments are carried out using a lab-scale electrodialysis plant illustrated by a simplified piping
and instrumentation diagram in Fig. 2.1. The concentrate, diluate and electrode rinsing solution
streams are pumped by centrifugal pumps (IWAKI Co., Japan) from the storage tanks through the
membrane module. The plant is equipped with capacitive pressure sensors PIR1006, PI1R2006,
PIR1007 and PIR2007 (Endress+Hauser GmbH, Germany) located in the feed and effluent
streams before and after the module. The total volumetric flow rates QF1RC1002 5 QFIRC2002
are measured by the turbine flow-meters FIRC1002 and FIRC2002 (Bio-tech e.K., Germany),
respectively. The signals of the flow rate sensors are supplied to a software-based PD-controller

QFIRCIOO2

controlling the volumetric flow rates and QFIRC2002 by acting on the control valves

V1101 and V2101 (ASV Stuebbe GmbH, Germany) in bypass configurations. To operate in EDR
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Figure 2.1: Simplified piping and instrumentation diagram of the lab-scale ED plant.

mode, the plant is equipped with a series of magnetic valves (ASV Stuebbe GmbH, Germany) in

the feed and effluent streams of the concentrate and diluate, respectively.

The temperature in the tanks is controlled to 25 + 1°C' using the heat exchangers HEI and
HE2 and a thermostat (VWR GmbH, Germany). The conductivity in the diluate tank (Tank 1)
is measured using an electrode sensor (Meinsberg GmbH, Germany). The working electrodes are
connected to a programmable power supply X! DC' (Hameg Instruments GmbH, Germany) oper-
ating in either amperostatic or galvanostatic mode. Data logging and the software-based control
system are realized in LabVIEW (National Instruments, USA). Experiments are conducted using
the module ED-200 (PCCELL GmbH, Germany) equipped with 6 to 14 cellpairs and Neosepta
CMX and AMX membranes (Tokuyama Co., Japan). The geometric properties of the stack and
the used woven spacers are summarized in Tables A.1 and A.2 in Appendix A. In each experiment,

the working electrodes are rinsed with 0.5 % Nas SOy solution from Tank 3.

The design of the plant and particularly the development of the software for data logging
and control purposes has been opted with regard to model identification and evaluation as the
principal objective of the experiments. This includes the dimensioning of actuators, sensors and
connection tubes with the objective of obtaining a minimal, in comparison to the volume in the
tank and module negligible, volume in these process elements. This is of specific importance,
since the modeling of the transport and dispersion processes in these process elements would be
very difficult. Data logging is realized in the developed software with a sampling rate of 0.1

to 1 Hz to enable a high resolution of the dynamic phenomena. Further, the software enables
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the import of transient input trajectories, e.g., generated from measured sunlight intensities (cf.
Sec. 2.5) or from methods for the optimal design of experiments, to operate the plant in a
transient mode. This import of transient input trajectories and the automated control system
of the plant are essential aspects for execution of the transient experiments in a reproducable
manner. An automated export of experimental settings and measurements allows the straight
forward comparison between the experiments and simulation results from the developed process

model.

2.1.2 Batch desalination experiments

In batch desalination experiments the storage tanks of diluate and concentrate are filled with
aqueous electrolyte solution with a specific initial concentration. The volume of the solution in
both tanks is adjusted to 17.6 - 1073 m3. After setting the flow rates and temperature to the
nominal values, the system is equilibrated for at least 15 minutes. The experiment begins by
starting the power supply with a specific current profile with admissible values in the range of
0—-3 A.

In the course of the desalination experiments the NaCl concentration is determined by the
calibrated conductivity measurements in the diluate tanks. For the experiments with NaCl —
Na3SO,4 mixtures 5 ml samples are drawn additionally at specific conductivities from the diluate
tank for an ex-situ analysis. In this analysis, the concentrations of the different ionic species are
determined by ion-chromatography. As a result of the decreasing concentration of ionic species in
the diluate cycle the voltage drop over the stack increases in the course of the experiment. The
experiments are stopped after the voltage applied to the working electrodes reaches the limit of

20V.

2.1.3 Current-voltage experiments

Current-voltage experiments are carried out to investigate the current-voltage behavior of the
stack at constant inlet concentrations in the diluate and concentrate channels. To this end, only
the diluate cycle is filled with electrolyte solution with a specific initial concentration. The solution
is distributed to both the concentrate and diluate channels by opening the magnetic valves 11002
and V1201, respectively. After the stack, the solution is recycled to the diluate tank via the valves
V1008 and V2301. The experiment is operated by specific voltage profiles with admissible values
in the range of 3 —20 V.

2.1.4 Degrees of freedom, measurements and performance measures

The degrees of freedom of the experimental set-up and the measurements taken are summarized in
Fig. 2.2. The developed set-up allows the variation of the spacer type and the number of cells in
the ED module 7.5 as constructional degrees of freedom. The operational degrees of freedom are
formed by the volumetric flow rate Q = QFIHC1002 — QFIRC2002 the initial species concentrations

in the storage tanks ¢ (¢ = 0), either the current I (¢) or voltage difference U (t) applied to the
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electrodes and, in case of experiments with a pulsed applied current, the interval length of a
largely rectangular pulse. The measurements consists of the profiles of species concentrations in
the storage tanks c (t), either the current I (¢) or voltage difference U (¢) at the electrodes and

PIRI006 _ ) PIRIO0T yer the ED module.

the pressure drop Ap = p
operational DOF:
ity /ult) ——

cft=0) — »

Qi) measurements:

Ise interval | h — it} / Ult)
pulse interval lengt ED plant i)
constructional DOF: Aplt)

Negtts ——>

spacertype — »

Figure 2.2: Constructional and operational degrees of freedom and measured output in the

experiments.

Performance measures of ED batch processes significantly affecting the process cost are the
desalination time ¢¢ and the total energy consumption E;. The latter constitutes the sum of the

energy consumption of the electrodes E, and the pumps E,, i.e.,
E, = E, + E,. 21)

The energy consumption of the electrodes is determined as
E. = U () I(7) dr, (2.2)
and the energy consumption of the pumps is given by

T=t¢
E, = / Q (1) Ap(7)dr. (2.3)
7=0

2.2 Scope of the experimental study

The experiments carried out in the context of this work are designed to support the development
of the dynamic ED process model. As a first objective the experiments are supposed to yield
appropriate data for the identification of model structures or parameters and the evaluation of
the model accuracy. As a second objective the experimental study is intended to support the
model development process by revealing essential process insight. The experiments on their own
do not aim at an encompassing investigation of process principles, e.g., the discrimination and
quantification of specific mechanisms, as the measurements will not provide any insight into the

local phenomena. However, in this context the results of the experimental study will provide
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important information, when they are combined with additional experimental or simulated data
for quantifying the local phenomena.

A first important aspect of the process insight supporting a systematic model development is
information about the sensitivities of the measurements with respect to the degrees of freedom.
The sensitivities are important to assess the impact of simplifying assumptions or competing
model candidates. Further, the sensitivity information constitutes important benchmarks for
the evaluation of the model or model components within the model development process. The
large number of operational and design degrees of freedom constitutes a major challenge for a
thorough sensitivity analysis. To the author’s knowledge no coherent sensitivity analysis has been
reported which includes all degrees of freedom. The majority of prior studies focusing on ED or
related processes have considered only specific aspects of the process. Particular examples are
the investigation of the steady-state current-voltage characteristics (Valerdi-Pérez et al., 2001,
Valerdi-Pérez and Ibanez-Mengual, 2001), the pressure drop in the ED module (Pawlowski et al.,
2014) or the competitive transport in multi-species solutions (Kim et al., 2012, Moon et al., 1998)
in detailed isolated studies. The experiments conducted in Section 2.4 aim at the development of
less detailed, however coherent sensitivity information covering all degrees of freedom.

A second aspect of the required process insight concerns the response of the measured output to
dynamic variations of the applied current and voltage, respectively. The temporal scales and the
qualitative shape characterizing this dynamic response constitute important information for the
evaluation of the model or model components. The response of a single IEM in a dedicated test-cell
to dynamic input trajectories has been thoroughly studied, e.g., by Diugotecki et al. (2010), Krol
(1999), Wilhelm et al. (2002) or Moya and Sistat (2013). However, the dynamic response of an
entire ED process has been rarely investigated. A particular exception is the work of Malek et al.
(2013), who investigate the dynamic current-voltage behavior of the electrodialytic desalination
of NaCl solution with a pulsed applied voltage. Here a first important insight is found concerning
the qualitative shape of the dynamic response. The experiments in Section 2.6 extend their work
by analyzing the sensitivity of the dynamic response with respect to the remaining degrees of
freedom. Further, Section 2.5 investigates the dynamic response in desalination experiments with
more general dynamic input trajectories, e.g., relevant for solar powered ED processes (Li and
Zhang, 2009).

The lack of information concerning the sensitivities and the dynamic response is even more
significant for ED plants processing multi-salt solutions as the majority of studies focusing on ED
restrict their considerations to NaCl solutions. However, it is well known that the behavior of ED
systems processing multi-salt solutions such as sea or brackish water can differ substantially (Post
et al., 2009, Strathmann, 2010). Further, it has been found that the selectivity of the transport
processes in the membrane-electrolyte system for specific ionic species can be strongly influenced
by the application of a pulsed applied current (Gurtler et al., 2008, Mishchuk et al., 2001b). To
this end, the experimental study in this chapter includes, in addition to numerous experiments
with NaCl solutions, experiments with NaCl-NaSO, solutions. Next to the identification of

the sensitivities and the characterization of the dynamic response, an additional objective is here
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to quantify the competing transport of the C1~ and SO; ™ anions. This information is relevant
for the selection of an adequate transport model to describe ED processes for the desalination of
multi-salt mixtures.

To relate the gained process insight to industrial processes, the sensitivity analysis and a thor-
ough evaluation of the dynamically operated experiments will include the evaluation of the per-
formance measures of the process. In this context, the experimental study contributes to the
question whether a transient or pulsed operation can affect the performance of ED processes pos-
itively. Further, the analysis of the experimental study includes the assessment of the amount of
information in the measurements. In this context, it is evaluated in which way a detailed dynamic

model can contribute to investigating open questions concerning ED processes.

2.3 Current-voltage behavior

Current-voltage experiments are carried out to investigate the dynamic response of the electric
current to a stepwise increase of the applied voltage. In these experiments, the plant is operated
with NaCl solutions with concentrations of either cyqc; = 19229, cnecr = 96 '7’:1—"31 or CNaCl =
48 T;—‘ff For each concentration two experiments are carried out with volumetric flow rates Qpign =
2.5-107° ng and Qo = 0.83-107° "le respectively. Details concerning the module configuration
and the remaining operational parameters in these experiments are summarized in Table A.7, Exp.
1-6. The repeatability ! of the experiments and the expected measurement error is discussed in
Appendix A.2.3. The electric potential difference over the stack is increased stepwise from initially
3V by an increment of 0.5V every 60s. The resulting profile of the applied potential difference

is shown in Fig. 2.3 a.

a) 12 c) 3 Chacs
[ 192 molim”®
10 i § — 86 motim®
2 — 48 mom®
s 8 z
> 6 T
4
0 0
0 500 1000 0 500 1000 0 500 1000

time [sec] time [sec] time [sec]

Figure 2.3: Current-voltage experiments with NaC! solutions with concentrations cy,c; = 192 %

cNacl = 96 7;,‘7—”3! and cnqcr = 48 %‘;l a) Profile of applied potential difference; measured current I for

b) Qnigh = 2.5-107° # and ¢) Qo = 0.83-1077 #
The measured profiles of electric current are shown for the different flow rates in Figs. 2.3 b and
2.3 ¢, respectively. A common characteristic is found here in the monotonically increasing current

with increasing NaC'l concentration. Further, it is seen that in the experiments with Qpign the

1Here, repeatability is analyzed to quantify the variation of repeated experiments under identical conditions as
defined by Bartlett and Frost (2008).
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current is significantly higher when compared to the analogous experiments with Qj,,,. Whereas
this difference appears to be small at the beginning of the experiments at relatively low applied
potential differences, large deviations are found for high potential differences at the end of the
experiment. Here, the measured current approaches a finite limit in the experiments with Qo
and concentrations of cy.c1 = 96 '7’111—"31 and cyqor = 48 TTOSZ This limiting behavior is not observed

in the analogous experiments operated with Qpigp.
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Figure 2.4: Transient response in current-voltage experiments with NaCl solutions: a) c¢yac; =
192 9 and Qpign = 2.5-107° 2 b) cyuer = 1922 and Qo = 0.83-1075 2, ¢) eyyer = 48 4

m3
-

and Qnigh = 2.5- 107 ™ and d) cyacr = 48 % and Qo = 0.83 - 1075 2.

Major differences are also found in the dynamic response to the stepwise increase of the potential
differences. In all experiments a peak in the current signal is found immediately after the increase
in the applied potential difference. However, the magnitude and length of this peak apparently
depends strongly on both the concentration and the flow rate. Fig. 2.4 illustrates this dependence
by showing the measured dynamic response in the interval ¢ = [230, 310] s for selected flow-rates
and concentrations. The peak is significantly bigger and the transition to the steady-state is much
slower in the experiments with the lower flow rate. Further, the extension of the peak decreases
slightly with increasing concentration.

In a second series of experiments current-voltage experiments are conducted with a varying
number of cells in the ED module (Exp. 1, 10 and 12 in Table A.7). The measured current profiles
for 6, 10 and 14 cells are shown in Fig. 2.5 a. Here, the current profiles decrease monotonically
with an increasing number of cells. The shape of the dynamic response largely coincides for the
different experiments as illustrated in 2.5 b and ¢ where the response of the experiments with 6
and 14 cells are shown in the interval ¢ = [110,190] s.
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Figure 2.5: Current-voltage experiments with NaCl solution with a concentration of cy.c;r =
192 %’TI a) Comparison of a varying number of cells in the ED stack, b) measured current for 14

cells and c) measured current for 6 cells.

The current-voltage behavior of the complete stack is compared in Fig. 2.6 for the aqueous
electrolyte systems NaCl and NaCl — NasSOy4 (Exp. 3, 6 and 9 in Table A.7 and Exp. 1-3 in
Table A.6). For both systems the conductivity in the inlet is adjusted to 5 ’r”—yf and the experiments
are operated with volumetric flow rates Q = 2.5-107° ’"TK, Q=16-10"° "‘T‘ and Q = 0.83-107° ng’
respectively. As a general trend, the current measured in the experiments with NaCl — Na2SO4
solution exceeds the current measured in the NaCl-experiments. However, the difference between
the current profiles decreases considerably with decreasing volumetric flow rate. The shape of the

dynamic response to the stepwise increase in the applied potential difference coincides to a large

extent for both systems.

electrolyle solution
NaCi
NaCLNazSD.

0 0
0 500 1000 0 500 1000 0 500 1000
time [sec] time [sec] time [sec]
Figure 2.6: Measured current profiles of experiments with NaC'l and NaCl — Na2SO; solutions for
volumetric flow rates of a) Q = 2.5-107° ™% b) Q = 1.6- 1075 " and ¢) Q = 0.8 - 1075 7,

s

Discussion

The current-voltage experiments illustrate the well-known phenomena of a limiting current which
can be observed in electrodialysis systems (Valerdi-Pérez and Ibanez-Mengual, 2001) or in test cells
for single IEM, e.g., (Krol, 1997). This limiting behavior constitutes a first important benchmark

for the physical plausibility of the models developed in this work. The results extend the extensive
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2.4 Sensitivities with respect to operational and design parameters

amount of information concerning the steady-state current-voltage behavior by focusing on the
dynamic response to the stepwise increase of the applied potential difference. The response is
characterized by a relaxation to a stationary current lasting 2 to 20s. These temporal scales
and the qualitative shape of the relaxation strongly depend on both the flow rate and the ion
concentration. To properly understand the mechanisms governing the response, dynamic models
are needed with a temporal resolution in the (sub-)second range. A comparably small sensitivity
of the dynamic response is found with respect to the number of cells and the type of ionic species
in the electrolyte solution. These sensitivities constitute further important benchmarks for the

developed models.

2.4 Sensitivities with respect to operational and design parameters

The sensitivity of batch desalination processes is analyzed in Section 2.4.1 with respect to the
applied electric current and in Section 2.4.2 with respect to the volumetric flow rate. Section 2.4.3
compares the results of experiments with different spacers to obtain an estimate of the sensitivities

with respect to the geometric spacer design.

2.4.1 Applied current
Desalination of NaC! solution

To investigate the sensitivity with respect to the applied current, NaCl solution is desalinated
with a constant electric current of 1 A, 2 A and 3 A, respectively. Details concerning the module
configuration and the remaining operational parameters in these experiments are summarized in
Table A.9, Exp. 1-3. The repeatability of desalination experiments with constant current and the
expactable measurement error is discussed in Appendix A.2. The measured profiles of the NaCl
concentration in the diluate tank ¢y, and the potential drop over the stack U are shown in Fig.
2.7. Here, a common characteristic is found in the linear decrease of cyqcq in the diluate tank.
The slopes of these linear trends depend strongly on the applied current. The measured voltage
profiles increase monotonically in the course of the experiment. Apparently, this increase in the
potential is a direct consequence of the decreasing concentration in the diluate cycle. Further, the
sensitivity of the potential drop with respect to the applied current increases significantly as the
concentration in the diluate tank decreases.

The energy demand of the total process, the working electrodes and the pumps are compared
in Fig. 2.8 a. In comparison to the experiment with I = 1A the electrode energy demand
of the experiments with I = 34 and I = 2A is 112.2% and 54.4 % higher, respectively. As
the energy demand of the electrodes dominates the total energy demand, the latter decreases
continuously with decreasing current. At the same time, the energy demand of the pumps increases
substantially with decreasing current. This increase in the pumping energy demand results from

a significant increase of the desalination time with decreasing applied current (cf. Fig. 2.8 b).
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Figure 2.7: Measured profiles of NaCl concentration ¢y, in the diluate tank (a) and voltage drop
U (b) for desalination experiments with constant applied currents of 34, 2 A and 1 A.
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Figure 2.8: Comparison of a) the energy consumption of the total process (t), the electrodes (e) and

the pumps (p) and b) the desalination time for the desalination of NaC'l with a constant current of
3A4,2Aand 1 A.

Desalination of NaCl — Na3SO, solution

Similar trends are identified in two experiments (Exp. 1 and 2 in Table A.8) for the desalina-
tion of aqueous NaCl — Na2SO,4 solution with an initial concentration of cyqocr = 0.049%"1
and cng,50, = 0.046 mTOZ In these experiments, a constant current of 1 A and 2 A is applied,
respectively.

The measured profiles for the conductivity in the diluate tank , the potential drop U and the
concentrations of the ionic species ¢y +, ¢~ and Cgoz- are shown in Fig. 2.9. As in the NaCl
experiments, the potential drop U increases monotonically during the experiment (cf. Fig. 2.9 b).
As shown in Fig. 2.9 a, the conductivity x decreases linearly with time where the slope depends
significantly on the applied current. Subject to the comparably small number of measurements
and the measurement uncertainty (cf. Appendix A.2.2) similar nearly linear trend can be identified
for the decrease of c¢y,+ (cf. Fig. 2.9 d), whereas nonlinear profiles are found for the decrease
of ¢gp- and 502~ (cf. Fig. 2.9 ¢). Apparently, ¢o- decreases much faster than €502~ at the
beginning of the experiments. At the end of the experiments, as the concentration in the diluate

tank declines, cg,2- decreases in a comparable manner or even faster than c¢;-.
4
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Figure 2.9: Measured profiles of the conductivity « (a), the voltage drop U (b) and concentrations
of the ionic species C1~, SO;~ (c) and Na™ (d) in the diluate tank for desalination experiments with
constant applied currents of 2.4 and 1 A.
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Figure 2.10: Measured concentration ratio CC‘; in the diluate tank in the desalination experiments

c
SOy

with constant applied currents of 2 A and 1 A.

The sensitivity of this competitive transport of the two anions CI~ and SOj;~ with respect
el il
is plotted

CSU‘%,
against the corresponding conductivity in the diluate tank . In the entire range, the ratio is

to the applied current is illustrated in Fig. 2.10. Here, the concentration ratio

significantly higher for the experiment with I = 1 A. From the initial conductivity of x = 15 T—Tf

the difference in the ratio increases until a maximal difference at k = 6 T—Tf is reached. At the
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last sample at K = 3 % the difference is slightly smaller. These results indicate that the applied

current has a significant effect on the transport of the two competing anions.

4
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Figure 2.11: Comparison of a) the energy consumption of the total process (t), the electrodes (e) and
the pumps (p) and b) the desalination time for the desalination of aqueous NaCl — Na3SO;4 solution
with a constant current of 2 A and 1 A.

The energy demands of the two experiments are compared in Fig. 2.11 a. The energy demand
of the electrodes is 71.5 % higher for the experiment operated with a current of 2 A. Hence, the
sensitivity of the electrode energy demand with respect to the applied current is significantly
higher for the NaCl — Na3SO, system in comparison to the sensitivity found for the NaCl
system. The increase of the desalination time and pumping energy demand by 101.15% for the

experiment with 7 =1 A (cf. Fig. 2.11 b) is similar to the increase found for the NaCl system.

2.4.2 Volumetric flow rate

The sensitivity with respect to the volumetric flow rate is investigated in two additional desali-

-

nation experiments with flow rates Qpign = 2.5-107° % and Qo = 0.83 - 1072 %, respectively
(cf. Exp. 4 and 5 in Table A.9). The resulting concentration and voltage drop profiles are shown
in Fig. 2.12. Apparently, the flow rate has little effect on the profiles in a wide range of the
experiment. However, the increase in the potential drop U at the end of the experiment is sig-
nificantly more pronounced in the experiment with the lower flow rate. Hence, the sensitivity of
the potential drop U with respect to the volumetric flow rate is only of significant order at low
concentrations in the diluate cycle.

The small sensitivity of the flow rate is seen in an analogous manner in the energy demand
of the electrodes and the desalination time (cf. Fig. 2.13 a). Resulting from the higher energy
consumption of the pumps, the total energy demand is 7.1 % higher for the experiment with the
higher volumetric flow rate (cf. Fig. 2.13 b).

2.4.3 Comparison of different spacers

The sensitivity with respect to the spacer design is determined in desalination experiments (Exp.

6 and 7 in Table A.9) using either the woven spacer A or B with geometrical properties given in
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Figure 2.12: Profiles of the measured concentration ¢y, (a) and voltage drop U (b) for the desali-
nation experiments with flow rates Qpign = 2.51 - 107° 22 and Qjp,, = 0.83 - 1075 222,
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Figure 2.13: a) Total energy consumption (t), energy consumption of the electrodes (e) and pumps(p)

and b) desalination time for the desalination experiments with flow rates Qpign, = 2.5 - 10-° @ and
-5 3

Quow = 0.83 - 1075 2.
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Figure 2.14: Applied current profile (a), measured NaCl concentration in the diluate tank cy.cq (b)
and measured potential drop over the stack U (c) for desalination experiments with spacer A and

spacer B.

Tab. A.2. These experiments are operated with a stepwise varying applied current as shown in
Fig. 2.15 a.
The resulting profiles for the measured cyq0; and measured U are depicted in Fig. 2.14 b and

¢. The cnqeq profile coincides in the entire range of experiments whereas the potential drop U is
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significantly higher for spacer B. Apparently, the different geometrical design parameters of the
spacer significantly affect the transport and the propagation of the electric field in the spacer-filled
channels. The higher potential drop results in an increased energy consumption of the electrodes
(10.8 %) and the total process (10.7%, cf. Fig. 2.15 a). Further, the pumping energy is 3.8%
higher for the experiment with spacer B resulting from both a higher desalination time and higher

pressure drop.

1200
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% 5000 = 400
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Figure 2.15: a) Total energy consumption (t), energy consumption of the electrodes (e) and pumps(p)

and b) desalination time for the desalination experiments with spacer A and spacer B.

2.4.4 Discussion

Comparably small sensitivities have been found with respect to the flow rate which is in contrast
to the common assumptions that it effects the local transport phenomena in the flow channels
significantly (Koutsou et al., 2009, Strathmann, 2004). Concerning the contribution of these
transport phenomena to the behavior of the entire process, these experimental results give rise
to two major hypotheses: (i) The contribution of the transport in the flow channels is negligibly
small in the investigated experimental scenario. (ii) The flow rate affects the transport in the flow
channels only slightly. The significant sensitivity with respect to the spacer geometry found in
Section 2.4.3 and the results of the current-voltage experiments in Section 2.3 contradict the first
hypothesis. However, a thorough investigation of the hypotheses on the basis of the experimental
data is not possible. This fact constitutes a major motivation for the development of a process
model which thoroughly discriminates the different contributions to the total process performance.

The pronounced sensitivity with respect to the applied current has been found in the exper-
iments in accordance with previous results (Parulekar, 1998, Tanaka, 2003). It emphasizes the
necessity for a thorough representation of the charge transport in the developed models. The effect
of the applied current on the competing transport of C/~ and SO; ions is found in agreement
with the results of Moon et al. (1998) and Tanaka et al. (2012). In these works the sensitivity
of the competitive transport with respect to the applied current is studied by analyzing the con-
centrations in the diluate tank at the final time of the desalination experiment. Their results
are extended by the experiments in Section 2.4.1 by providing a first temporal resolution of the

concentrations. With regard to the model development addressed in this work, the results high-
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2.5 Operation with transient applied currents

light the fact that the commonly used description of the perm-selective transport through the
membrane by constant transport or transference numbers, e.g., in (Fidaleo and Moresi, 2005, Lee
et al., 2002), is not adequate for the chosen scenario. It rather provides a strong motivation for
the development of the rigorous multi-species transport model for the transport in the membrane

phase.

2.5 Operation with transient applied currents

The results of the sensitivity analysis are generalized in this section to desalination processes
operated in a transient mode. An operational mode with a time-variant applied current arises
naturally if the electric energy for the working electrodes is directly provided by a solar power
system (AlMadani, 2003, Li and Zhang, 2009). Such a system is investigated with respect to
the arising dynamic process behavior in an additional experiment for the desalination of NaCl
solution (Exp. 22 in Table A.9). Here, a scenario is considered where the applied current is chosen
to be proportional to measured sunlight intensities. The intensities are taken from data of the
Oahu Solar Measurement Grid published by the National Renewable Energy Laboratory?. From
these data one minute piecewise-constant intensities are formed by averaging and used to scale
the applied current signal with a minimal and maximal value of 1 A and 2 A, respectively. The

resulting applied current profile is shown in Fig. 2.16 a.

a) 3 b) 100 ¢ 20
"E 80 15
<15 E ® 2 10
S 40
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time [sec] time [sec] time [sec]

Figure 2.16: Profiles of applied current (a), measured NaCl concentration in the diluate tank (b)
and measured potential drop over the stack U (c) for a desalination experiment with an applied current

proportional to measured sun intensities.

The measured profiles of concentration in the diluate tank ¢y, and potential drop U are
shown in Fig. 2.16 b and c. The transitions in the applied current are not resolved in the
cnacy profile where a nearly linear trend is seen. This highlights important limitations of the
information content in the concentration data, as a reconstruction of the transient fluxes across the
membranes is not possible. A valid mechanistic model can contribute to enriching the measured

information. The measured potential-drop reacts almost instantaneously to the transitions in the

2The used data have been measured at location DHHLS on 1° December 2011 from 1:42 pm till 2:03 pm. Consider

(National Renewable Energy Laboratory) for details concerning the measurement.
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applied current. However, the dynamic response of the potential-drop is substantially affected by
the decreasing concentration in the diluate cycle. Correspondingly, the transitions of the applied
current are more strongly resolved at the end of the experiment. This varying sensitivity of the

measured potential difference constitutes an important benchmark for the developed model.
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Figure 2.17: Profiles of applied current (a), measured NaCl concentration in the diluate tank (b)
and measured potential-drop (c) over the stack U for a desalination experiment with constant and
varying applied current.

A desalination experiment with a constant applied current of 2 A (Exp. 6 in Table A.9) is
compared with an experiment operated with a time-variant applied current (Exp. 7 in Table
A.9). In the latter, the current is reduced stepwise from initially 3 A to 1 A with a step length
of five minutes (cf. Fig. 2.17 a). The profiles of measured concentration cygc; and measured
potential drop U are depicted in Fig. 2.17 b and c. In the experiment with the time-variant
operational mode the steps in the applied current result in a nearly instantaneous drop in the

voltage signal. The corresponding concentration profile shows a significantly non-linear trend (cf.
Fig. 2.17 b).

4
a) 2)(10 b)
1000
o —_—
=2 @Nergy cons 8
5 1t o= £,
3 I etectrodes g 500
) 05 [Jpumps o
0
const. trans. const. trans.

Figure 2.18: a) Total energy consumption (t), energy consumption of the electrodes (e) and pumps(p)
and b) the desalination time for the desalination experiments with constant applied current of 2 A and

a time-variant applied current.

The energy consumption and the desalination time of the experiments are compared in Fig.
2.18. For the experiment with constant applied current, the energy demand of the total process

and the electrodes is 7.15% and 8.95% higher, respectively. This observation indicates that
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2.6 ED with pulsed current

the use of a dynamically varying applied current can increase the energy efficiency of the ED
process. Thus, the results confirm the findings of the theoretical and numerical analysis on the
energy consumption of ED batch processes by Parulekar (1998). However, it has to be noted
that the desalination time is 13.33 % higher for this operational mode. Hence, for the design of a
time-variant current trajectory with the objective of increasing the entire process performance a

systematic approach is required accounting for both aspects.

2.6 ED with pulsed current

Desalination experiments operated with a pulsed applied current are investigated in Sections 2.6.1
and 2.6.2 for aqueous NaCl and NaCl — NaySOy solutions, respectively. The focus is here to
investigate the temporal scales and qualitative patterns of the dynamic response to the current

pulses.

2.6.1 Desalination of NaCl solution using a pulsed applied current

The effect of a pulsed applied current is investigated in a comparison of two desalination experi-
ments (Exp. 10 and 11 in Table A.9). In the first experiment a pulsed current is applied to the
working electrodes varying between 0 A and 2 A with a pulse length of 60s. The second experiment
is operated with a constant applied current of 2 A. The resulting profiles of applied current I,
measured concentration ¢y, and potential drop U are compared in Fig. 2.19. Both experiments
are characterized by a nearly linear decrease of the concentration cy,c;. However, the decrease
is significantly faster in the experiment with a constant applied current. In the pulsed current
experiment the pulsed operation is not resolved in the profile of the measured concentration. The
dynamic response of the measured potential drop to the pulsed current signal is characterized by

a fast transition in the range of seconds.
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Figure 2.19: Profiles of applied current (a), measured NaCl concentration in the diluate tank (b)
and measured potential drop over the stack U (c) for a desalination experiment with constant and

pulsed applied current.
The energy consumption and desalination time of the two experiments are compared in Fig.

2.20. The total energy consumption and the energy consumption of the electrodes are nearly
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identical. The desalination time of the experiment with pulsed applied current is 101.2 % higher

resulting in an analogous increase in the energy demand of the pumps.
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Figure 2.20: a) Total energy consumption (t), energy consumption of the electrodes (e) and pumps(p)

and b) the desalination time for the desalination experiments with constant and pulsed applied current.

Additional experiments are conducted to obtain more profound insight into the temporal scales
and the qualitative patterns of the dynamic response to a pulsed applied current. This includes
the evaluation of the sensitivity of these two aspects with respect to the pulse interval length, the

volumetric flow rate and the geometrical properties of the spacer.

Effect of pulse interval length

The effect of the pulse interval of the applied current is investigated in three experiments (Exp.
12-14 in Table A.9), where the pulse rates of the on-off signal are chosen as 10s-10s, 30s-30s and
60s-60s. Fig. 2.21 shows the profiles of the applied current and the measured potential drop in the
in the entire experiment as well as in the interval ¢ = [710,850] s. The latter allows to investigate
the characteristic shape of the dynamic response of the voltage drop to a current pulse. Here, a
common pattern is found in the nearly spontaneous increase to approximately two third of the
maximal voltage value followed by a transient response with a decreasing slope. For the 60s-60s
pulse rate the transient settles after approximately 35s into a monotonous flat increase of the
potential drop. For the shorter pulse rates the transients are interrupted by the following 0 A

interval before settling into this flat increase.

Effect of the flow rate on pulsed experiments

The sensitivity of the dynamic response with respect to the volumetric flow rate is investigated
in two experiments (Exp. 18 and 19 in Table A.9) operated with Qpign = 2.51 - 107° mTa and
Qlow = 0.83-107° mTJ respectively. The pulsed applied current I and measured voltage drop U
are shown in Fig. 2.22 a and b. In the first 800s of the experiments the potential drops largely
coincide. For ¢t > 800s the experiment with Q4 is characterized by a significantly faster increase
of the potential drop in a manner comparable to the results of the constant current experiments

in Section 2.4.2. Also, the effect of the volumetric flow rate on the shape of the dynamic response
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Figure 2.21: Applied pulsed current profiles, measured potential drop U in the entire experiment and
measured potential drop in the interval from ¢; = 710s to ¢ = 850s for pulse rates: 10s-10s, 30s-30s
and 60s-60s.

depends heavily on the desalination time. Whereas nearly no difference is found for the profiles
at the beginning of the experiment (cf. Fig. 2.22 c¢), significant deviations are seen towards the

end of the experiments (cf. Fig. 2.22 d).

Effect of the spacer geometry on pulsed experiments

The effect of the spacer geometry on the dynamic response to a pulsed applied current is investi-
gated in two desalination experiments (Exp. 20 and 21 in Table A.9) carried out with spacer A
and spacer B, respectively. The resulting profiles of applied current and measured potential drop
are illustrated in Fig. 2.23 a and b. In the entire range of the experiment a significantly higher

voltage drop is found for spacer B, which is in accordance with the expermeriments operated with
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Figure 2.22: Profiles of the pulsed applied current (a), measured voltage drop U (b) and measured
voltage drop U in the intervals ¢t = [55,125] (c) and ¢ = [1555, 1625] s (d) for desalination experiments

5

with flow rates Qpign = 2.51 - 1075 22 and Qjp,, = 0.83 - 1075 22,

constant applied current in Section 2.4.3. The shape of the dynamic response coincides to a large
extent at the beginning as well as at the end of the experiment (cf. Fig. 2.23 ¢ and d). The
shape is characterized by initially rapidly increasing transients, which after approx. 30s settle in

a moderate increase of the applied potential.
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] 500 1000 1500 500 1000 1500
time [sec] time [sec]

150 200 250 1550 1600 1650
time [sec] time [sec]

Figure 2.23: Profiles of applied current (a), measured potential drop over the stack U (b) and mea-
sured potential drop for a single pulse interval at the beginning (c) and end (d) of the desalination

experiments with spacer A and spacer B.
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2.6 ED with pulsed current

Effect of the applied current on pulsed experiments

The sensitivity of the dynamic response is further analyzed with respect to the magnitude of the
pulsed applied current. Here, experiments are conducted with a pulse rate of 180s — 60s for the
on-off signal and magnitudes of 34, 2 A and 1 A (Exp. 15-17 in Table A.9). The applied current
profiles, measured potential-drop and measured potential-drop in the first 280s are illustrated
in Fig. 2.24. The nearly instantaneous increase to approximately two-thirds of the maximal
potential-drop value is found in the response of all experiments. The following transients are
characterized by significantly different slopes with the highest slope found for the highest magni-
tude. The transient corresponding to the experiment with a magnitude of 3 A settles after 20s into
a flat increase with a nearly linear trend. This transition is significantly slower in the experiments
with 24 and 1 A.

2.6.2 Desalination of NaCl — NaySO, solution using a pulsed applied current

The effect of a pulsed applied current on the transport of competing ionic species is investigated
in two experiments (Exp. 1 and 3 in Table A.8) for the desalination of aqueous NaCl — Na2SO4
solution with initial concentrations of ¢yqo; = 0.049 mT"l and cNa,50, = 0.046 mTol In the first
experiment a pulsed current is applied varying between 2 A and 0 A with a pulse length of 60s;
in the second a constant current of 2 A is applied.

The measured profiles for the conductivity in the diluate tank r, the potential drop U and the
concentrations of the ionic species cyq+, co- and Cgp3- are shown in Fig. 2.25. The trends of
the linearly decreasing conductivity and increasing potential drop resemble to a large extent the
results of the NaCl desalination experiments (cf. Section 2.6.1). Further, nearly linear trends
can be identified for the decrease of ¢y,+ in the diluate tank (cf. Fig. 2.25 d). The decrease of
co- and Cs02- follows a significantly non-linear trend (cf. Fig. 2.25 ¢) indicating a competitive
transport of these anions as analogously found in Section 2.4.1.

The effect of the pulsed current on this competitive transport is illustrated in Fig. 2.26. At

the beginning of the experiments (k = 15 2”7;3) the concentration ratio CF:OZ; nearly coincides
4

with values of 1.03 and 1.02, respectively. In the course of the experiment the ratio decreases

significantly faster for the non-pulsed operational mode. The samples drawn at the end of the

pulsed and non-pulsed experiments at a conductivity of k = 2.8 Tchf consists of 57.1% and 19.4 %

chloride ions, respectively. Hence, the amount of transported sulfate ions is significantly higher

in the pulsed experiment.

2.6.3 Discussion

The comparison of experiments operated with either pulsed or constant applied current showed no
significant difference in the energy demand. These findings are in accordance with recent findings
of Malek et al. (2013) and illustrate that the significant reduction of the total energy demand
found by Mishchuk et al. (2001a) is restricted to processes for the desalination of strongly diluted

electrolyte solutions. In the investigated concentration range, the pronounced dynamic response
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2 Experimental analysis of electrodialysis process dynamics
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Figure 2.24: Profiles of the pulsed applied current, measured voltage drop U and measured voltage
drop U in the interval from ¢ = [0, 280] for desalination experiments with a maximal current 34, 2 A
and 1 A.

of the measured voltage apparently makes only a minor contribution to the total energy demand.
The rigorous assessment of the transient behavior on the process performance requires a more
profound investigation of the underlying mechanisms. For the analysis of these mechanisms the
integral measurements obtained in this study are to be combined with information concerning the
local phenomena in the ED module, preferably by high-resolution measurements or from detailed
dynamic models developed in this work.

The dynamic response to the pulsed operational transitions has been found to show a significant
sensitivity with respect to the operational parameters. These sensitivities, the characteristic
shape and the temporal scales of the response constitute important benchmarks for the developed

dynamic models. Further, it has been found that the operation of the process with a pulsed
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2.6 ED with pulsed current
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Figure 2.25: Measured profiles of the voltage drop U (a), the conductivity x (b) and concentrations
of the ionic species C1~, SO3~ (c) and Na* (d) in the diluate tank for desalination experiments with
constant applied currents of 2.4 and 1 A.
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Figure 2.26: Measured concentration ratio CC‘; in the diluate tank in the desalination experiments
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with constant and pulsed applied currents.

applied current also strongly effects the competitive transport. The transport of sulphate ions
is significantly increased by the pulsed operational mode. These findings are in accordance with
previously reported studies investigating the selective transport of Na* and Ca®* ions (Gurtler
et al., 2008, Karlin and Kropotov, 1995). The results emphasize the importance of considering

dynamic effects in a model-based analysis of the process to understand the selective transport in
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2 Experimental analysis of electrodialysis process dynamics

the membrane-electrolyte system properly.

2.7 Conclusions

The experimental study in this chapter has illustrated the complexity arising in the systematic
investigation of ED processes from the large number of operational and design parameters. This
emphasizes the potential of a predictive process model to support a systematic investigation,
particularly of the dynamic process behavior. For the identification of model structures and
parameters in a model development process the experiments have provided a large amount of
coherent experimental data with a fine temporal resolution.

As important process insight for a systematic model development, the analysis has revealed
the sensitivity of the measured output and important performance measures with respect to
operational and design parameters. The results provide for the first time coherent sensitivity
information with respect to all relevant degrees of freedom. Further, in contrast to prior work
(cf. the discussion in Section 2.2), the findings include the sensitivities of the dynamic response
of the measured voltage with respect to the flow rate, spacer geometry, pulse rate and current.
Table 2.1 illustrates the measured sensitivities in a qualitative sense. The sensitivities constitute

important benchmarks for the evaluation of the physical consistency of the developed models.

Table 2.1: Summary of qualitative sensitivities measured at the lab-scale ED plant: ++ has strong

effect, + has effect, o has negligible effect , n.m. not measured.

energy demand desalination time selectivity ~dynamic response

I ++ ++ ++ +

Q o o n.m. -+
spacer type + o n.am. o
pulse interval ) ++ + +

On the basis of the sensitivity information, it has been possible to identify a first set of specific
requirements for an accurate model-based description of the process in Section 2.4.4. Accordingly,
significant effort should in the model development process be directed to the description of the
charge transport in the membrane-electrolyte system and its substantial dependence on the ionic
species concentrations. Hence, rather than employing simplified charge transport models on the
basis of empirical resistance parameters, it appears useful to consider a mechanistic description
mutually integrating charge transport and the diffusion of ionic species. Further, for multi-salt
systems the modeling of the selective transport in the membranes has to go beyond the introduc-
tion of constant transport numbers in order to describe the identified sensitivities with respect
to both the species concentrations and the current density properly. A mechanistic spatially dis-
tributed transport model which is expected to fulfill these requirements is the Maxwell-Stefan

approach coupled to the electroneutrality condition.
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2.7 Conclusions

The results in Section 2.5 show that a time-variant applied current can influence the energy
consumption of the process significantly . In addition it has been found in 2.6.3 that dynamic
effects even affect the competitive transport in multi-salt solutions considerably. Hence, the
development of a thoroughly dynamic model formulation not only allows the investigation of
processes operated in a dynamic mode, but is in a general sense of significant importance to
understand the mechanisms governing the selectivity of the transport processes properly. The
temporal scales in which the dynamic effects affect the process substantially have been found to
be in the subsecond to second range. This range constitutes an important requirement for the
temporal resolution of the developed model.

An additional important benchmark for the physical plausibility of the developed model has
been identified in Section 2.3 in terms of the limiting behavior of the measured current. The
established theory relates this limiting behavior to the depletion of ionic species at the membrane-
electrolyte interphase, cf. e.g. (Balster et al., 2007, Melin and Rautenbach, 2004). In the experi-
mental setting — and analogously in a typical industrial ED plant — the depletion of ionic species
occurs in the main direction of the electric field (orthogonal to the membranes) and along the
flow-path (parallel to the membranes). Hence, for an accurate resolution of the limiting behavior
in the developed model the description of the local transport processes has to occur in at least
two spatial dimensions.

In summary, the experimental results presented in this chapter impose the following require-
ments on the developed model: (i) the thorough mechanistic description of the transport processes,
(ii) the fully dynamic model formulation and (iii) the — at least — two-dimensional resolution of
the transport processes. To fulfill these requirements it is inevitable to consider models, e.g.,
in the form of the Maxwell-Stefan approach coupled to the electroneutrality constraint, which
constitute systems of partial-differential algebraic equations. However, with the use of PDAE
models, next to issues related to the physical plausibility, it is well-known (Chudej et al., 2005,
Martinson and Barton, 2003, Sternberg, 2006), that essential problems emerge in the modeling
process concerning the mathematical classification and the reliable numerical treatment. These
aspects have not been considered thoroughly before in the context of ED and electromembrane
processes as commonly strongly simplified, e.g., quasi-stationary or one-dimensional models, have
been used. To this end, before actually addressing the development of a transport model fulfilling
the requirements (i)-(iii) in Chapter 4 and the incorporation of these transport models into a
hierarchically structured process model in Chapter 5, Chapter 3 introduces a novel method for
the characterization of general PDAE systems. As illustrated in the course of the elaboration of
the method for a simplified dynamic charge transport model, the developed method is of essential

importance for the systematic mathematical analysis of models developed in Chapter 4.
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3 Index analysis and reduction of PDAE

systems

This chapter introduces a new procedure for index analysis and reduction of PDAE systems.
The method is considered as a central element of a modeling work-flow for rigorous transport
models and is therefore introduced in this general context. Its specific relevance for the modeling
of ionic charge transport is illustrated by considering the well-known Nernst-Planck approach
together with the electroneutrality constraint. The elaboration of the method includes a brief
review of different concepts of index analysis of DAE and PDAE systems in Section 3.2. Different
definitions of index are introduced and evaluated as a concept to support the modeling process,
the numerical treatment and the physical interpretation of PDAE systems. In Section 3.3, the
underlying theory of a novel index reduction procedure is introduced and illustrated. In Section
3.4 the role of index reduction as a major task in any modeling work flow is discussed. Elements

of this chapter have been published previously (Johannink et al., 2016b).

3.1 Introduction

Rigorous models for the description of transport phenomena in chemical processes frequently
result in systems of partial differential and algebraic equations (PDAE) (Bird et al., 2002, Curtiss
and Bird, 1999, Martinson and Barton, 2001b). For the numerical treatment of PDAE systems
various equation-oriented modeling environments (e.g., Aspen Plus (Aspentech, 1994-2013) or
gPROMS (Process Systems Enterprise, 1997-2009)) provide suitable methods which are based on
the semi-discretization of the PDAE in the spatial coordinates and the numerical integration of
the resulting system of differential-algebraic equations (DAE). From a technical point of view,
such a vertical method of lines (MOL) approach is very attractive: (i) The discretization of the
spatial coordinates is carried out by generic schemes resulting in a simple implementation of the
PDAE. (ii) The representation of the distributed model in the semi-discretized form as a DAE
allows for the straightforward coupling with other DAE models and the simultaneous numerical
treatment of these models. Such an approach has become a standard procedure in flowsheet or
plant-wide modeling in chemical engineering. (iii) The main effort in the numerical treatment of
the model is the integration of the semi-discretized and possibly coupled DAE. For this purpose
efficient (semi)-implicit integrators are available (Campbell and Marszalek, 1996, Deuflhard et al.,
1987, Hairer et al., 1993, Petzold, 1982a, Schlegel et al., 2004).

The development of these generic numerical techniques results in an increasing application of
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3.1 Introduction

physical system

simulation model

Figure 3.1: A general work flow for the modeling of distributed models.

detailed distributed models in the form of PDAE systems in simulation, model-based design and
control. However, two major challenges can be identified complicating the use of these models: (i)
The generic numerical treatment fails easily, if the PDAE system is not characterized by certain
mathematical properties. It is generally required that the PDAE system is well-posed in the sense
of Hadamard (Hadamard, 1902, Vitillaro and Fiscella, 2013), demanding a consistent specification
of initial and boundary conditions. Further, depending on the specific numerical methods applied,
additional requirements arise with respect to the structural properties of the PDAE system. (ii)
Especially when large and strongly coupled models are concerned, important physical principles
are not explicitly depicted in the model structure. Hence, even if a numerical solution is obtained
in a straightforward manner, it is difficult to develop a proper relation between the model states

and the physical phenomena.

These challenges emphasize the importance of a systematic approach to derive a well-posed
distributed simulation model for a given physical system. A typical work flow used for such a
systematic model development is shown in Fig. 3.1 (Marquardt, 1994). Here, the model developed
by established modeling paradigms in step 1 is subject to a theoretical analysis in step 2. The first
objective of this analysis is the identification of important mathematical model properties. The
second objective is to analyze the model with respect to the physical interpretation of the states
in the model. In step 3 the final simulation scenario is specified by formulating appropriate initial
and boundary conditions as well as model parameters and input functions. The significance of
such a structured modeling approach even for a simplified charge transport model is illustrated

in the following example.

Example 1: Simplified ionic charge transport model. The transport of n ionic species
in a liquid electrolyte is described by the PDAE system (Johannink et al., 2011, Newman and
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3 Index analysis and reduction of PDAE systems

Thomas-Alyea, 2004)

% V-V, k=lm, (3.1)
2k C
Jp = —DyVep + II;TkaFE, k=1,..,n, (3.2)
E=-Vo, (3.3)
n
0=> 2ok (3.4)

The scenario of an infinitely diluted isothermal solution is considered, so that the species balance
equation for the solvent is trivially fulfilled and the transport processes do not affect the velocity v of
the solvent. To simplify the problem, v is considered as a known input, e.g., provided by a possibly
analytical solution of the Navier-Stokes equation. Next to the n species balance equations (3.1),
the Nernst-Planck equations (3.2) are introduced to describe the flur densities Jy, of ionic species
as a superposition of transport induced by diffusion and by the electric field E. Eq. (3.3) defines
the electric field E as the negative gradient of the electric potential ¢ (Kontturi et al., 2008). The
algebraic equation (3.4) corresponds to the well-known electroneutrality condition (Newman and
Thomas-Alyea, 2004) enforcing a local space charge of zero. ¢y, is the volumetric concentration,
Dy, is the diffusion coefficient and zy. is the charge number of species k. The Faraday constant F,
the gas constant R and the temperature T are constant model parameters.

On first inspection the model (3.1)-(3.4) appears to constitute no particular challenges neither
for the physical interpretation of the model states nor for the numerical treatment using established
modeling environments. However, first problems might get apparent when addressing the question
which initial and boundary conditions are to specified to complete the problem formulation. The
number of differential states in the Eqs. (3.1), (3.2) and (3.3) might lead to the assumption that
n initial conditions, e.g., one for each concentration, and in total 2n + 1 boundary conditions
for each coordinate can be specified independently. However, as shown in the following such a
specification is definitely inconsistent. With a certain amount of experience in modeling dynamic
systems this inconsistency might be discovered right away by reasoning that the electroneutrality
constraint (3.4) couples n apparently independent concentrations. However, even if this issue is
identified right away, no ad hoc solution is available to overcome this problem.

Difficulties will certainly become apparent when the numerical treatment of the model (5.1)-
(8.4) is directly addressed with standard methods. The application of a standard finite-difference
scheme to discretize the spatial coordinates, e.g., the central finite-difference method (Strikwerda,
2004), implicating the specification of the eight boundary conditions, will yield a singular DAE
model which cannot be solved at all. If a well-posed DAE model can be obtained, e.g., by applying
a modified discretization scheme, it is very likely that a standard DAE integrator will fail as a
consequence of the inconsistent specification of four initial conditions and the structural properties

of the model (3.1)-(5.4). O

In recent works (Angermann and Rang, 2007, Martinson and Barton, 2000, Neumann, 2004,

Neumann and Pantelides, 2008) powerful concepts have been developed to support the different

44

https://dol. 1P 218.73.216143, am 02.02.2026, 07:37:24, geschiltzter Inhalt.
tersagt, m mit, fr oder in Ki-Syster



https://doi.org/10.51202/9783186949035

3.1 Introduction

tasks in such a modeling work flow for distributed models. The focus has largely been directed
toward criteria to assess important mathematical properties of the model and to support the
consistent specification of initial and boundary conditions. An important theory in this context
is the concept of the differential or perturbation index. Different definitions of these indices are
reviewed in detail in Section 3.2. The essence of the concept of index is to distinguish PDAE
systems that are characterized by a weak coupling of the partial-differential and the algebraic
part from those where this coupling is more involved. The latter case is commonly denoted as a
PDAE characterized by high index behavior.

In general, high index behavior is associated with several problems (Johannink et al., 2011,
Martinson and Barton, 2001b): (i) From physical considerations it would be expected that all
differential quantities with respect to time characterize the storage of extensive quantities and
determine the dynamics of the system. However, some of these terms are coupled implicitly
and the number of dynamic degrees of freedom is smaller than the apparent number of states
occurring as differentials with respect to time. Likewise, not all states appearing in the model
formulation as differential quantities with respect to the spatial coordinates show the behavior of
evolution variables in space. (ii) Correspondingly, the specification of a consistent set of initial
and boundary conditions is subject to "hidden" constraints, which are generally not satisfied
by an intuitive approach. (iii) Quantities showing invariant behavior with respect to a specific
independent variable (i.e., either time or space) do not get explicit from the model formulation or
simulation results, hindering the physical interpretation of the model. (iv) Many of the established
numerical methods based on the MOL approach fail, or even worse, will yield numerical solutions
with an unbounded error.

All these critical aspects can be overcome if it is possible to derive equivalent model formulations
which are characterized by indices not exceeding one. Such procedures are commonly known as in-
dex reduction. However, especially if the considered PDAE systems are large, this is a non-trivial
task: The reduction of the index by remodeling (e.g., changing the reference frame or dropping
a simplifying assumption) involves knowledge in numerical analysis, profound insight into the
underlying physical phenomena and advanced modeling skills. An algorithmic index reduction
usually increases the size — e.g., by introducing dummy-derivatives (Mattsson and Soderlind, 1993)
— or the complexity — e.g., by repeated differentiation and substitution (Unger et al., 1995) — of
the model. Thus, the numerical treatment is more involved and more importantly the explicit
relation between the model states and the physical phenomena gets easily lost. In this chapter,
a new method for a systematic index reduction of quasi-linear PDAE systems (Zauderer, 2006)
is proposed. The procedure is based on the generalization of the concepts for index reduction
of differential-algebraic equations which have been developed by Asbjgrnsen and Fjeld (1970),
Bachmann et al. (1990) and Moe (1995). The general idea of the index reduction method is to
reveal quasi-linear combinations of the differential quantities in the high-index model which are
invariant with respect to a specific independent variable. By using these quasi-linear combina-
tions as templates for symbolic manipulations applied to the differential equations in the model,

additional algebraic constraints become explicit. As these quasi-linear operations preserve the
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physical information of the original differential equations, these hidden constraints can be used
to substitute differential equations in order to reduce the index. In that manner, the reduction
method does not increase the number of equations in the PDAE system. Further, the symbolic
manipulations applied to the modeling equations are constructed to eliminate invariant terms and
thus are simplifying the model. As the index reduction method is based on simple linear algebra
concepts and symbolic manipulation, it can easily be implemented in a procedural manner.

The proposed method yields a reformulated PDAE system that is characterized by differen-
tial indices of one, which is an important prerequisite for the applicability of many MOL-based
numerical methods. Further, since the additional constraints reduce the number of independent
differential quantities in the model, the method provides valuable information for the specifica-
tion of consistent initial and boundary conditions. Moreover, important information is obtained
regarding those extensive quantities, which are invariant with respect to a specific independent
variable, and hence reveal important physical principals represented in the model. As such, the
reduction method is considered as a key component in any work flow for the development of

distributed models.

3.2 Index concepts for DAE and PDAE systems

This section briefly introduces the established index concepts for DAE systems and their general-
ization to PDAE systems. As most of the indices are defined for specific scenarios and require a
tailored terminology, the description is restricted to a conceptual level. For a formal description

of the concepts, it is referred to the original publications.

3.2.1 Index concepts for DAE systems

The concept of an index has initially been developed for the characterization of DAE systems (Gear
and Petzold, 1984, Petzold, 1982b). In the most general case, a DAE system is represented in the
nonlinear implicit form F (z, 92, u) = 0, z () € R", u(t) € R™, F: R" x R" x R — R".
Here, z (t) represents the vector of unknown state variables; u (¢) is the vector of known inputs.
In the mathematical and application-oriented literature, a large number of different indices have
been defined. Numerous different definitions are reviewed in detail in Campbell and Marszalek
(1999) and Gear (1990). Principally, two index definitions are to be distinguished: the differential

index v4 and the perturbation index v,.

The perturbation index v,

The perturbation index has been introduced by Hairer et al. (1989) and is formalized in
Definition 1 (Unger et al., 1995): The DAE system F(z, %f, u) = 0 has the perturbation
index v, along a solution z(t) for t in a bounded interval I and given forcing function u (t), if vp

is the smallest integer, so that, for all functions z(t) having a defect

. 0z B
F<z7 E,u) =0(t),
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there exists an estimate
A — < 7 _ . . vp—1
2 (8) = 2 ()] < € 2.(0) = 2(0)]| + max 6 (1) +-.. + ma, 6%~ (7)]

on I, whenever 0 (t) is sufficiently small. C denotes a constant which depends only on F(-) and
the length of the interval I.

According to this definition, the perturbation index v, represents a quantitative measure of the
sensitivity of the solution with respect to the model structure (Unger et al., 1995). In the context
of the numerical solution of DAE systems with (semi-) implicit integrators, v, characterizes the
behavior of the roundoff error (Campbell and Marszalek, 1999). Hence, the perturbation index
can be seen as the key quantity characterizing the effort associated with a numerical solution of
the DAE system.

The differential index vy

The concept of differential index v4 (Brenan et al., 1996) is based on solvability arguments of
a linear constant coefficient DAE system M% + Lz + u(t) =0, u(t) € R"=. Here, M, L €
R™=*"= are constant coefficient matrices forming the matrix pencil AM + L. This pencil provides
important information concerning the solvability of the considered DAE system: A constant
coefficient DAE system has a unique solution, if the pencil AM + L fulfills the regularity condition
det (A\M + L) # 0, 3X € R.! If this condition is fulfilled for a given DAE system, the structure
of its solution can be examined by exploiting the nilpotency vy of the pencil. The nilpotency
vy corresponds to the number of differentiations required to transform the DAE system into a
system of ordinary differential equations (ODE). The derivation of this underlying ODE system
reveals that for vy > 1 (Brenan et al., 1996): (i) The number of differential quantities in the
DAE system does not correspond to the number of independent initial conditions. (ii) The model
formulation implicitly defines additional algebraic relations. These "hidden’ constraints have to
be fulfilled by every solution of the DAE system. (iii) The solution of the DAE system depends
on vy — 1 derivatives of the forcing function u (¢). Thus, for non-smooth forcing, the solution
contains discontinuous modes.

The solvability properties of linear constant coefficient DAE systems cannot be generalized to
the general nonlinear case. However, it turned out useful to consider the concept of the nilpotency
index v in a generalized form, resulting in the differential index v defined as follows:

Definition 2 (cf. Brenan et al. (1996)): The minimal number of differentiations with
respect to time that are to be applied upon all or a subset of the equations of the DAE system
F(z7 %, u) = 0 in order to determine % as a continuous function of z and u is called the
differential index vg of the DAE system.

The differential index reflects — in analogy to vy — important characteristics of the structure of
the equations forming the DAE system. In case a given DAE system is characterized by v4 > 1,
the same problems (i)-(iii) are encountered as for linear DAE systems with vj; > 1 (Unger et al.,
1995).

!This condition is both necessary and sufficient.
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For nonlinear DAE systems, v4 can vary locally along the solution trajectory z (t). A common
approach to obtain a global estimate of the differential index for the entire solution space, is the
introduction of the structural index v, (cf. e.g., Pantelides (1988), Unger et al. (1995)). Whereas
the concept of vy is based on the definition of vy, a conceptually different approach is used in
the technical realization of the index analysis. The analyses differ with respect to a qualitative
or quantitative evaluation of the dependent variables: In case of vy the analysis considers the
numerical values of the dependent variables, while in case of v, the analysis only considers their
structural occurrence. That way, local changes of the modeling equations, e.g., if the numerical
value of certain quantities becomes zero, are excluded from the analysis. As a result an estimate
of a non-local approximation of the differential index is obtained. However, it is to be noted that

for specific DAE systems v, can strongly differ from v, (Reissig et al., 2000).

Perturbation vs. differential index

For a linear constant coefficient DAE the perturbation and differentiation index coincide, i.e.
vy = vg (Strehmel, 1992). In the nonlinear case, the differential index possibly underestimates
the perturbation index (Campbell and Marszalek, 1999). Thus, for the characterization of general
nonlinear DAE, some authors (Angermann and Rang, 2007, Campbell and Marszalek, 1999)
consider the perturbation index as the more appropriate measure. However, Gear (1990) has

shown that the coincidence of v4 and v, also holds for nonlinear semi-explicit DAE systems,

x=f(x,y, u), (3.5)

0=g(x,y, u), (3.6)
where the quantities z and F have been split up according to z = [xT, yT}T and F = [fT, gT}T
withx € R™,y € R™, ng+ny = n., f: R™ x R™ xR"™ — R" and g : R™ xR™ xR™ — R™.
Here, it is important to note that, at least locally, every nonlinear implicit DAE-system can be
represented in semi-explicit form, e.g., by introducing the additional states h(t) € R™* and the
transformation (Otter, 1996)

0z Z h
0:F<Z7E,u> :><0><F(z,h,u)>' (3.7)

Accordingly, for nonlinear DAE systems v4 and v, always coincide if the index analysis is applied
to the semi-explicit representation of the system. Thus, concerning the characterization of a
given DAE system in the modeling process, the same results can be expected from both concepts.

However, the concept of v, has severe limitations (Martinson and Barton, 2000):

(i) The definition of v, is based directly on the solution of the DAE system. Thus, its quantifi-
cation requires a closed expression of the solution or at least its structural form. For general

DAE systems, this is not available.

(ii) Even if the solution were available, it relies on an a priori specification of the initial condi-

tions. Hence, the concept is inadequate to evaluate the consistency of initial conditions.
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3.2 Index concepts for DAE and PDAE systemns

(iii) The actual evaluation of v, for nonlinear DAE systems with known analytical solution still

requires a high level of expertise in order to evaluate the different norms properly.

Thus, v, is inadequate for a rapid and possibly automated evaluation of large DAE systems.

Differential index and consistent initialization

An important problem when working with DAE models is the identification of consistent initial
conditions. The consistent initialization problem is best illustrated if the DAE system is considered
as an ODE system defined on a manifold in the state space (Rheinboldt, 1984). The dimension
and the shape of the manifold is most easily accessible for semi-explicit DAE systems (3.5), (3.6)

of vqg = 1. Here, the ny-dimensional manifold can be explicitly represented by
M ={x,y,u(t=t9) =uo [0 =g(x,y, ug)}. (3.8)

The ODE system defined on this manifold is then given by Eq. (3.5).

For this setting it is obvious that the maximal number of independent initial conditions, also
referred to as dynamic degrees of freedom (Unger et al., 1995), corresponds to the dimension of the
system of underlying ODE. In order to be consistent, these initial conditions are to be specified
according to:

Definition 3: The vectors xy, &y and y, are consistent initial conditions of a DAE system in
semi-explicit form with vy = 1 if they uniquely solve the DAE system (3.5) and (3.6) at t = to.

The connection of index and consistent initialization gets obvious recalling that in case v4 > 1
‘hidden’ constraints are to be satisfied by any solution of the DAE system. Accordingly, the
manifold M associated to the consistent initialization problem is in general not only formed by
the explicit algebraic equations but also by the ’hidden’ constraints implicitly defined in the
DAE system. Thus, the properties especially the dimension of the manifold are not directly
accessible for a DAE system with vy > 1. Hence, in order to identify a consistent set of initial
conditions, the algebraic manifold M has to be made explicit. One approach is to apply index
reduction to derive an equivalent formulation of the DAE system, which is characterized by vy = 1.
This way, the manifold (3.8) is explicitly derived and the consistent initialization problem can be
solved according to Definition 3.

An alternative approach for the identification of consistent initial conditions is based on the

derivation of an extended system as suggested by Unger et al. (1995).

3.2.2 Index concepts for PDAE systems

The generalization of the introduced index concepts to PDAE systems have been addressed in
numerous works. Similar to DAE systems, perturbation indices (Campbell and Marszalek, 1999,
Marszalek and Trzaska, 1995, Matthes, 2012, Rang and Angermann, 2005) and differential indices
(Lucht et al., 1999, Martinson, 2000, Sternberg, 2006) have been defined for specific types of PDAE
systems. Before presenting the different concepts, the formal representation of the PDAE systems

considered in this work is briefly introduced.
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3 Index analysis and reduction of PDAE systems

Formal representation of PDAE systems

If not otherwise stated, it is referred to PDAE systems defined in the independent variables
¢ = {t, z1,...,xq}, where t € [to, t7] is time and x; € [1# xg], k = 1,...,d, are the spatial
coordinates with appropriate lower and upper bounds. The general structure of a first-order,
possibly nonlinear, PDAE system is

0=F <%Z’ w, u, p, C) (3.9)

with states w(x, t) € R™, inputs u (¢) € R™, parameters p € R"» and state derivatives

ow {&u ow 80.;]

e (3.10)

The system has to be completed by consistent initial and boundary conditions. Initial conditions

are specified as

Oow
_gic [ ¢ 9w
0="f <¢0 ) ac

) W‘t:tm u, p, X) ) (311)

t=to
where 1€ (x) € R™C is a vector of known initial values and f/¢ : R™¢ x R™ x R™ x R™ x
R™ x R4 — R™C is an arbitrary function. njc corresponds to the number of initial conditions
that can be specified independently. It is important to note that in general nyc # n,.

Boundary conditions are specified at the lower and upper bounds zﬁ and ka, k=1,..,d, as

Ow
0= kaC:L ¢]€BCJ/7 87 ) wlwk:zif’ u,p,t|,k=1,..d, (312)
Q Zk:wi‘
Ow
0= kaC’U ¢501U7 87 s wlzk:‘LkL’ u,p,t|,k=1,..d, (313)
Cz zk:zkl/

n L n U .
where (/)kBC’L (t, Xlzk:zt) € R %9 and ¢,"€30’U (t, X‘zk:z,ﬁ,’) € R #9"k are prescribed values

possibly varying in time and the spatial coordinates. ffCTﬁ : R™BOL x R™ x R™ x R™ x
R™ x R — R"2% and 77U ; R"PO x R x R™ x R™ x R™ x R — R" 2% are arbitrary
functions. The number of boundary conditions that can be specified independently at xﬁ and ku
are npe v and npeo L, respectively.

The consistent specification of initial and boundary conditions (3.11), (3.12) and (3.13) will
be discussed in Section 3.4.2. For all specific PDAE systems introduced in the remainder of this
paper, it is assumed that initial and boundary conditions are specified in order to obtain a closed

problem formulation.

MOL-based indices

MOL-based indices have been introduced for initial-boundary value problems, where the indepen-
dent variables in the PDAE system are time ¢ and spatial coordinates x, i.e., ¢ = {¢, z1,...,24} in
a d-dimensional spatial domain (Campbell and Marszalek, 1996, Sternberg, 2006, Weickert, 1996).
The different index concepts for DAE systems can be directly applied if a MOL approach is used
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3.2 Index concepts for DAE and PDAE systemns

to discretize the spatial derivatives, e.g., by finite difference or finite element approximations.
This semi-discretization transforms the PDAE (3.9) into the MOL-DAE

G (xn, m, u, p) = 0, (3.14)

where m (¢) are function vectors concatenating all unknown functions w (¢, x) on lines through
the gridpoints of the spatial discretization (Sternberg, 2006). Index analysis with respect to time
as the only remaining independent variable can then be applied to the semi-discretized system
(3.14).

An evaluation of the concept of MOL-based index for linear PDAE is reported by Campbell
and Marszalek (1996). In summary, mostly the index of the MOL-DAE (3.14) can be associated
with the structural properties of the original PDAE (3.9). However, it is pointed out that the
MOL-based index might depend on the specific domain considered or on the specific spatial

discretization method applied.

Perturbation indices for abstract DAE

Following the general concept of semi-discretization, however leaving the actual approximation of
the partial derivatives with respect to the spatial coordinates on a more abstract level, concepts
for the perturbation index of a PDAE system have been worked out. Abstract DAE systems
are derived from PDAE systems, which are quasi-linear with respect to time, by representing the
spatial operators in the form of eigenfunctions (Marszalek and Trzaska, 1995), an orthogonal basis
(Campbell and Marszalek, 1999) or a weak formulation (Rang and Angermann, 2005).

For these abstract DAE systems, the perturbation index with respect to time is defined as a
straightforward generalization of Definition 1. The resulting index with respect to time charac-
terizes the sensitivity with respect to perturbations in the initial values, boundary conditions and

forcing functions.

Differential indices for linear and quasi-linear PDAE systems

Differential indices for time ¢ and spatial coordinate z as the independent variables in the linear

second-order PDAE system a in one-dimensional spatial domain

ow w
AE+Bﬁ+Cw+f(t,$)70, w(x, t=0)=uwp(z) (3.15)

with constant coefficient matrices A, B,C € R™*" has been introduced by Eichler-Liebenow

(1999). Here, the Laplace transformation

o0
we (x) = /e_tfw (x,t)dt, (3.16)
0
is used to transform the differential operator with respect to time ¢. For the resulting transformed
system
02w5
B o2 +(EA+Clwe + 1 (t, x) + Awy =0, (3.17)
51
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3 Index analysis and reduction of PDAE systems

a differential index with respect to the spatial coordinate is defined. The definition is based on the
nilpotency of the pencil (AB + & A + C) and the established theory for linear constant coefficient
DAE systems (cf. Section 3.2.1). In an analogous manner, a Fourier transformation is used to
transform the spatial operator, which allows the definition of a differential index with respect to
time.

A similar approach has been proposed by Campbell and Marszalek (1999), who define algebraic

indices for the linear PDAE system

Oow 0w dw
AEJrB@JrD%JerJrf(Lx)f& (3.18)

which differs from (3.15) by the first order term D 22, D € R"*"w. For the definition of the
algebraic indices Campbell and Marszalek (1999) consider the algebraic system resulting from a

Laplace transformation of (3.18) in the form of the resolvent

1

R(p),6) = (WA + D +EC+B) . (3.19)

With this representation of Eq. (3.18), the algebraic indices are defined as follows:

Definition 4 (Campbell and Marszalek, 1999): For the linear PDAE system (3.18) the
smallest integer va yielding lim o WV** R (¢, €) = 0 is the algebraic index with respect to time.
The algebraic index with respect to the spatial coordinate x is defined as the smallest integer vq 4,
s0 that lim¢| o §"* R (1, €) = 0.

Differential indices for PDAE as pseudo-DAE on hyperplanes

A conceptually different approach for the definition of differential indices of PDAE systems has
been proposed by Martinson and Barton (2000). The theory is applicable for first-order, possibly
nonlinear, PDAE (3.9) in n; independent variables ¢ = {(1, ..., {n, }. It is assumed that a unique
solution exists over a rectangular domain defined by (; € Z; C R, i = 1,...,n;. The approach
is motivated by generalizing the consistent initialization problem of DAE systems (cf. Section
3.2.1) to a scenario with n; independent variables as encountered in PDAE systems. In this
context, Martinson and Barton (2000) consider a (n; — 1)-dimensional hyperplane specified by
¢ = const. and ¢ € I, i € {1,...,m}, i # j, in the ny-dimensional space spanned by the
independent variables. This hyperplane is regarded as a generalization of the zero-dimensional
initial point ¢ = 0 in the case of a DAE system.

The key element of the index definition is the discrimination of interior and exterior derivatives

with respect to a specific hyperplane. Here, the partial derivative g—é" . is the (only)
7 1(j=const.
exterior derivative; the derivatives 9% yi € {l,...,n}, @ # j, are interior derivatives. It

G (j=const
j=const.
is important to note that the values of the dependent variables w\gj:wmt, over the hyperplane

completely determine the interior derivatives gz’ i€ {1,...,n}, 7 # j. This allows the

(j=const. ’
definition of the differential index with respect to the exterior direction of the hyperplane without

the introduction of a detailed concept for the approximation of the interior derivatives as follows:
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3.2 Index concepts for DAE and PDAE systemns

Definition 5 (Martinson and Barton, 2000): The differentiation index with respect to
Gjs Vg, is the smallest number of times F(-) in (3.9) must be differentiated with respect to (;
in order to determine g—g as a continuous function of w, é)%v te{l,...,m}, i #J, u(t), pand
Grie{l,.om}, i #5.

This definition motivates the characterization of a PDAE system by systematically evaluating
the differential indices v4¢; on all hyperplanes (; = const., j = 1,...,n;. For an analytic or algo-
rithmic index analysis based on Definition 5, a formal representation of the interior derivatives is
still needed. The approach used by Martinson and Barton (2000) considers the interior derivatives
g—z, i€ {1,....,n}, i # j, as instances of the dependent variable w itself multiplied with nonzero
operator-valued coefficients %, i€{1,..,m}, i #j. Accordingly, in the course of index analysis

with respect to ¢j, the PDAE system is considered as the pseudo-DAE system

_ (0w
0=F (a—gj, w, u, p, C) (3.20)

with F : R™ x R™ x R™ x R™ x R™ — R™ containing the operator-valued coefficients
3%, i€ {1, ., m}, i # 7.

The occurrence of the operator-valued coefficients in F affects the technical realization of an
algorithmic analysis of the differential index. However, as shown by Martinson (2000), it does not
constrain any symbolic manipulation of equations in the course of the analysis. The concept and
algorithms for a structural index analysis (e.g., Pantelides (1988), Unger et al. (1995)) can readily
be applied to the pseudo-DAE systems (3.20) as the corresponding structural representation of
the interior derivatives E%,’ i€ {1,..,m}, i # j, coincides with the structural representation of

the variables w themselves.

3.2.3 Comparison of the index concepts for PDAE systems

PDAE systems differ from DAE systems by a larger number of independent variables. Hence,
the generalization of the DAE index concepts to PDAE systems is generally approached by de-
riving a transformed system, in which all derivatives of the dependent variables with respect to
n; — 1 independent variables are completely determined by the values of the dependent variables
themselves. This is achieved by either introducing adequate finite-dimensional approximations of
these derivatives or defining a specific scenario on lower-dimensional hyperplanes. The index is
then defined for this transformed abstract or pseudo-DAE, using the same definitions as for DAE
systems.

In analogy to the DAE case, the conceptually different perturbation and differential indices
are distinguished. The concept of a perturbation index for PDAE requires the introduction of a
specific approximation of the spatial operators, the analytical solution of the resulting abstract
DAE system and an a priori specification of initial and boundary conditions. The concepts of
a differential index for PDAE systems neither require such a priori specification and nor the
solution of the problem. Further, the approximation of the remaining differential operators or

interior derivatives is addressed on a rather conceptual level so that the index analysis does not
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depend on the introduction of a specific representation. Correspondingly, the latter concept is
considered more useful for the identification of consistent initial and boundary conditions of a
given PDAE system in a modeling process.

From the different definitions of a differential index the approach of Martinson and Barton
(2000) stands out as it is applicable to general nonlinear PDAE systems. Further, its relation to
consistent initialization of DAE systems makes it useful for the identification of a consistent set of
initial and boundary conditions of PDAE systems. Hence, in the remainder of this work Definition
5 and the corresponding theory developed by Martinson and Barton (2000) is used. However, a
formally different nomenclature is introduced which is tailored to PDAE systems in semi-explicit
form with respect to all independent variables. As shown in the following, an efficient method
for the reduction of the index can be derived for such semi-explicit systems. Further, it can be
expected that the differential indices defined in this way are better estimates for the perturbation
index, generalizing the reasoning of Gear (1990) and Otter (1996) to the PDAE case.

3.3 Index analysis and reduction for semi-explicit PDAE systems

This section first introduces the definition of the differential index for PDAE systems cast in
semi-explicit pseudo-DAE on hyperplanes. This definition motivates the characterization and

if required  the reformulation of the PDAE system by means of a successive treatment of
the pseudo-DAE. Following this idea, a systematic procedure for index analysis and reduction is
derived. Before depicting the procedure in detail, the two principal tasks are introduced: (i) index

analysis and (ii) index reduction of a pseudo DAE with respect to an independent variable ;.

3.3.1 Differential index

For the definition of the differential index a PDAE system (3.9) is considered, for which a solution
is assumed to exist if a set of consistent initial and boundary conditions is specified. Further,
the solution is assumed to be sufficiently differentiable to allow the interchangeability of partial
derivatives according to Young’s theorem (Young, 1912), i.e., % = &i—g& holds for all 7, j. For
notational simplicity the explicit dependence of the PDAE system (3.9) on ¢ will be dropped as
this can easily be eliminated by introducing additional states.

Following Definition 5, the PDAE system (3.9) is considered as a set of pseudo-DAE on hyper-
planes in the course of the index analysis. However, it is required that all n; pseudo-DAE can be

transformed into the semi-explicit form

ow ow Oy, Ay, >
=W, =y, = Y»u,pP ), 3.21
G <8Ci G Y1 i Y2, U, P ( )
_ ow y, . S
Ofg(aci,w, agi,yl,u,p>, Jei € {1y}, i # g, (3.22)

with w(x,t), f : R™ x R™ x R™ x R™1 x R™2 x R™2 x R"™ x R — R™ and y =
[y'l", y%‘]T7 g: R™ X R™ x R™1 x R™1 x R™ x R"™ — R™ n¥ =n" +nY. In this form, the
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3.3 Index analysis and reduction for semi-explicit PDAE systems

model equations are assorted into differential (3.21) and pseudo-algebraic equations (3.22) with
respect to the independent variable (;. The pseudo-algebraic equations (3.22) possibly contain
partial differential operators H%H i€ {l,..,m}, i # j. The vector w comprises the differential
quantities with respect to (j, j = 1, ..., n;. All the remaining dependent variables, i.e., the variables
for which no derivatives with respect to (; occur, are referred to as pseudo-algebraic variables
y. These pseudo-algebraic variables are further distinguished whether they occur only in the
differential equations or in both the differential and the pseudo-algebraic equations. According to
this criterion the variables are assorted to the vectors y, and y;, respectively.

Example 1 (cont.): The model (3.1)-(3.4) corresponds to a PDAE system in the set of
independent variables ¢ = {t, x1, w2, x3}. With respect to the independent variable (; = t, it is in
semi-ezplicit form (8.21), (3.22) already, with w = [c; ..‘cn]T, y = [J1, ..., I, E, (;S]T, u=v and
p=|21...2n, D1...Dp, R, T, F]T. The system can easily be reformulated to a first-order system

which is semi-explicit with respect to (; = x1, (j = x2 and (; = 3, respectively. |

For the set of pseudo-DAE (3.21), (3.22) differential indices with respect to all independent
variables (;,7 = 1,...,my, can be defined following Definition 6.

Definition 6 (Martinson and Barton, 2000): The differential index vgg; with respect to
the independent variable (; is defined as the minimal number of differentiations that have to be
applied to (3.21), (3.22) or a subset of equations in (3.21), (8.22) to determine gT"]’, g% and %
as continuous functions of g—g, %7 %, te{l,...,n},i#j, wy, and y, for given u(t) and p.

Following Martinson (2000), by introducing operator-valued coefficients for the formal repre-
sentation of the interior derivatives %7 % and %’i e {1,...,m}, 7 # j, the semi-explicit
pseudo-DAE system (3.21), (3.22) can be represented as

ow

— =f(w, 3.23
6<] (w,}’1,y27u,p)7 ( )

Ozg(w7yl7u7p)7 J=1n, (324)

with f: R™ x R™1 x R™:2 x R™ x R™ — R™ and g: R™ x R™1 x R™ x R™ — R"™,

3.3.2 Index analysis

The criterion for the pseudo-DAE system (3.23), (3.24) to be of index vg¢;, > 1is
o8
dct( g(w,yhu,p)> _o (3.25)
0y,
It expresses the fact that the pseudo-algebraic variables y, are not uniquely determined by the set
of pseudo-algebraic equations, i.e., the set of equations (3.24) is structurally singular with respect
to yq.
In many cases, the structural singularity of the pseudo-algebraic equations (3.24), and thus the

high-index behavior, is caused by a subsystem of pseudo-algebraic equations

0= QQ (w7y11 u, p) ) (326)
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of (3.24) with Q¢, : R™ x R™1 x R™ x R™ — Rnn@f, ng < ny. Formally, such a subsystem, —
referred to as minimal structurally singular subsystem (MSSS)- is defined as the smallest subsys-

tem of the pseudo-algebraic equations (3.24) which is structurally singular (Neumann, 2004), i.e.
. (w,yq,u,
det (M) =0 (3.27)
dy,
for any pseudo-algebraic variables y; taken from y; with dim (y;) < dim (y;) and dim(y;) < nq

which has the property

(Neumann, 2004). Due to this property, the MSSS couples differential quantities by algebraic

constraints. An important special case where this coupling is obvious is the MSSS
0= (w,u,p). (3.28)

As (3.28) does not show any dependence on y, criterion (3.27) is trivially fulfilled.

Example 1 (cont.): Consider the pseudo-DAE system with respect to ; =t of the ionic charge
transport model (3.1)-(3.4) . Obviously, criterion (3.27) is fulfilled and the algebraic equation
(3.4) forms the scalar MSSS

Q= o (3.29)
k=1

Correspondingly, it is found vy, > 1. A similar result is obtained for reformulation of Eqs. (8.1)-
(8.4) to a pseudo-DAE system with respect to z1, xo and x3. A MSSS is formed in each case by
(3.4) and correspondingly vy gz, > 1, Vgz, > 1 and vg,, > 1. O

3.3.3 Generalization of the index reduction algorithm

The procedure for a systematic index reduction that is used here is based on the work of Asbjgrnsen
and Fjeld (1970) and Bachmann et al. (1990). It corresponds to an extension of the algorithm
proposed by Moe (1995) for the index reduction of DAE systems to PDAE systems. Further, the
algorithm is modified by tailoring it to the concept of MSSS causing the structural singularity.
The latter improves the method significantly, as not all algebraic equations have to be used in the
reformulation procedure.

The basis for the reduction procedure is to exploit the fact that an MSSS (3.26) is character-
ized by its structural singularity with respect to the pseudo-algebraic variables y;. If (3.26) is
differentiated with respect to (j, it is obvious that also the differentiated MSSS

0 0Qg 0w 0Q¢; dy, | 0fd; Bu

- 3.30
9 ow oG oy, G ou 3G (3:30)

does not determine 3—2’7‘ uniquely. Eq. (3.30) can be rewritten as an underdetermined linear

system
oy,
A2L=p 3.31
aG; (331
with o0 90w 990
W u
A — € RWXMn, b=-——-——"T - ——_— ¢ R", 3.32
9, ' awas;  oud (3:32)
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3.3 Index analysis and reduction for semi-explicit PDAE systems

Note that g—g is given by Eq. (3.23) and gT‘: is the derivative of the known inputs u and thus a
known function itself. Hence, b corresponds to a quasi-linear combination of the righthand side
of the differential equations and the derivatives of the inputs. A necessary solvability condition
for Eq. (3.31) is

b =o. (3.33)
Here T is a matrix of basis vectors of the nullspace of AT (Moe, 1995), which is defined as the

set of linearly independent vectors {71, ..., ¥, }, nn = ng — rank(A), satisfying
Ay =0, i=1,...n,. (3.34)

If the MSSS has the form (3.28), A = % is not properly defined. For this particular case the
definition T = I is introduced with I € "% as the unity matrix.

The criterion (3.33) together with (3.32) reveals an additional system of equations

b = 8add,c; (W, ¥1,1,P) =0, (3.35)

linking differential and algebraic variables of the model, which every solution of the PDAE system
has to fulfill. The differential index of the pseudo-DAE systems (3.23), (3.24), can be reduced, if
the additional constraints (3.35) are used to substitute the corresponding number of differential
equations. As (3.35) corresponds to quasi-linear combinations of the original model equations,
this procedure preserves the physical information of the original formulation.

Example 1 (cont.): The index reduction method is applied to the high-index model of the ionic
mass transport problem. First, the pseudo-DAE with respect to (j = t is considered. Symbolic
differentiation of the MSSS (3.29) yields

0
& et e s (3.36)
and, as % =0, (3.32) is evaluated to
n n
bzfzsz-JkJrszV-(vck.). (3.37)
k=1 k=1
Note that the convective terms in (3.37) comprising first derivatives with respect to x cancel out,
because .
VO =Y % Ve, =0. (3.38)
k=1

As the MSSS (3.29) is of the form (3.28), the nullspace is defined as I' = 1. Thus, the additional

constraint

n
Jaddt = — sz V-Jp=0 (3.39)
k=1

s obtained as a quasi-linear combination of the original species balance equations (3.1). If one
of the species balance equations (3.1) — for instance the one of species 1 — is substituted by Eq.
(3.39), a reformulated system of vgy = 1 is obtained. As one differentiation has been applied in
the course of the indez-reduction, the differential index of the original model (3.1) - (3.4) with

O

respect to time is vy }9 =
:
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3 Index analysis and reduction of PDAE systems

3.3.4 Systematic procedure for the index analysis and reduction

Based on the concepts and procedures introduced above, a systematic procedure for the index
analysis and reduction of PDAE systems is proposed as illustrated in Algorithm 1. It starts with
a given model in the form of a PDAE system in the independent variables (i,...,(,,. In step
4 of the procedure a first-order pseudo-DAE is formulated with respect to the first independent
variable (1. For this system, the differential index vy ¢, is calculated in step 5 using the framework
introduced in Section 3.3.2. In case v4¢, > 1, the model is reformulated in steps 7-9 using the
index reduction described in Section 3.3.3. This yields a reformulated model which is subject
to another index analysis in step 10. The index reduction process is successively carried out
until a reformulated model is obtained that is characterized by v4¢, = 1. From the number
of times the index reduction procedure has been applied, which is equivalent to the number of
differentiations ng; sy applied to the model, the index ugg.ig is calculated in step 12. Then the
procedure is restarted in step 3 for the next independent variable (2. The procedure terminates

after sequentially going through each independent variable ¢; € ¢.

Algorithm 1: Index reduction algorithm for PDAE systems

1 formulate PDAE system in the general form Eq. (3.9) in the independent variables

Clw-anl

2 forj=1,...,n; do
3 reformulate the PDAE system as a pseudo-DAE with respect to ¢ in the form (3.23),
(3.24)

4 analyze if v4¢;, > 1 by evaluating (3.25)

5 set ngirr; =0 /* init. number of differentiations */
6 while vy, > 1 do

7 identify the MSSS €,

8 apply systematic index reduction as described in Section 3.3.3

9 set ngirrj = naiffj +1
10 analyze if v4¢, > 1 by evaluating (3.25)

11 end while

12 set V;T;g =ngfrj+1 /* calc. index of original model */
13 end for

Example 1 (cont.): The procedure is illustrated by considering the ionic mass transport model,
where the results obtained in the previous sections can be already included. Thus, the results for
steps 1-9 in Algorithm 1 for (; =t have been already found: The index of the original modeling
equations with respect to time is vqy > 1. The index reduction procedure identifies the additional
constraint (3.89) which is used to eliminate one of the original balance equations, e.g., the balance
equation for species 1. As the resulting reformulated model is characterized by vq;, = 1, the method

exits the index-reduction loop and determines the index of the original model U;;ig =2.
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3.3 Index analysis and reduction for semi-explicit PDAE systems

The method returns to step 4 in order to obtain a PDAE system in semi-explicit form with
respect to the next independent variable, i.e. x1, by symbolic manipulation. In step 5, the analysis
reveals that the index of the reformulated model with respect to xy is larger than one. The index

reduction method applied in the steps 7-10 yields the additional constraint

Ja 22
addzn = — " + Z ER B By =0, (3.40)
k=1

where Jy, ) and Ey, are the scalar entries of the flux density Jy, and electric field E vectors in
the x1-direction. To reduce the index vy, the constraint (3.40) is used to substitute one scalar
element of the vectorial Nernst-Planck equation (3.2) for any species in the set of species, e.g.,

for the first species

zZ1C1
Jzi1 = —D1Vey + ﬁDl FE,,. (3.41)
The method continues in step 11 to analyze the index of the reformulated model yielding vq,, = 1.
Thus, the index of the original formulation with respect to xy is Vy;g = 2. In the next few

steps the method is continued by analyzing and reducing the index with respect to the remaining
independent variables xo and x3. As the model is symmetric in the spatial coordinates, it is
conclusive that the method in an analogous manner identifies the high-index behavior and reveals
additional constraints similar to Eq. (3.40) for x3 and x3. In vectorial notation these three scalar
additional constraints obtained in the reduction process with respect to x1, xo and x3 are expressed

as

Baddx = Z Zk G% pg—o. (3.42)

For the reduction of the index with respect to all spatial coordinates (3.42) is used to substitute
the vectorial Nernst-Planck equation (3.2) of the first species. As a final result, the method yields

the reformulated model

%:7V~Jk7 Vo(ver), k=2 ..m, (3.43)
n
=3 %V, (3.44)
J __va + 2%k D FE, k=2 (3.45)
k= —DpVeg RT w FE, =2,..,m, -
0= Z Zk— + Z 4 p (3.46)
k=1
E=-Vo, (3.47)
0=> 2z, (3.48)
k=1

and the indices of the original model formulation vay =2 and vg,; =2, j=1,..3.
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3 Index analysis and reduction of PDAE systems

3.4 Index analysis and reduction in the modeling work flow

This section illustrates the relevance of the systematic index analysis and reduction procedure in
a modeling work flow for distributed models. In Section 3.4.1 it is shown how the results of the
proposed method support the physical interpretation of the model. With respect to the evaluation
of the consistency of initial and boundary conditions Section 3.4.2 discusses the benefits and the

limitations of the results obtained from the method.

3.4.1 Physical interpretation of the reformulated model

The index analysis of a DAE system provides important information on its dynamic degrees of
freedom (cf. Section 3.2.1) corresponding to the maximal number of independent initial conditions.
Next to the specification of initial conditions, the dynamic degrees of freedom constitute an
important model property with respect to its physical interpretation. Most important in this
context is the coincidence between the dynamic degrees of freedom and the number of model
states independently describing extensive quantities in the model. Thus, if it is assumed that
the system is described correctly by the model, the dynamic degrees of freedom can help to
identify the number of extensive quantities in the physical system that are truly independent. The
other way round, if the number of independent extensive quantities is known, e.g., by theoretical
considerations or experiments, the dynamic degrees of freedom give a criterion to evaluate the

potential of the model to describe the underlying relations correctly.

The concept of dynamic degrees of freedom for DAE can be generalized to PDAE systems
in a straightforward manner. The key aspect allowing this generalization, is the definition of
the differential index for semi-explicit pseudo-DAE systems (3.23), (3.24). If the pseudo-DAE
with respect to the independent variable (; is characterized by v4; = 1, the dimension of the
differential system (3.23) directly provides the number of truly independent differential quantities
with respect to ¢j. For this measure, the notion of differential degrees of freedom with respect to
an independent variable ¢; is introduced as follows:

Definition 7: For a given pseudo-DAE with respect to (j, (3.23), (3.24), characterized by
vq,j = 1, the differential degrees of freedom dj ; with respect to ; correspond to the dimension of
the differential system (3.23).

According to this definition the differential degrees of freedom are a direct result of the procedure

for the systematic index analysis and reduction to pseudo-DAE systems characterized by v¢; = 1.

Example 1 (cont.): The reduction process and the additional constraints (3.44) and (3.46)

reveal important physical principles tacitly represented in the model. In the first reduction step,

O3 k= 2k ck
ot

the lumped storage term is formed as a linear combination of the original storage terms

%, k = 1,...,n, highlighting the invariance of the volumetric space charge p* = F Y )'_ zj, ¢, = 0.
To express this explicitly in the model, the method derives equation (3.44) as a linear combina-

tion of the species balance equations (3.1). By introducing the definition of the current density
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3.4 Index analysis and reduction in the modeling work flow

(Newman and Thomas-Alyea, 2004)
n
i=FY 2% J (3.49)
k=1
it becomes obvious that (3.44) corresponds to the stationary charge balance
0=V-i (3.50)

The invariance of the charge density with respect to the spatial coordinates is expressed in the
constraint (3.46). The number of independent driving forces for the diffusive transport is n — 1
rather than n suggested by the original model. Further, it is interesting to note that the constraint
(8.46) gives an implicit algebraic relation between the current density and the electric field as a
generalization of Ohm’s law, i.e.,

i=krE. (3.51)

It can easily be verified that (3.46) really corresponds to the generalization of (3.51), if a scenario
with equal diffusion coefficients Dy = D, k = 1,...,n, is considered and the local conductivity of

2 ~
the solution is introduced as k =S j_; &2 D F (cf. Newman and Thomas-Alyea (2004)). a

In addition to the differential degrees of freedom, the index reduction method provides further
insight into physically relevant model properties. These properties are found in the invariant
expressions with respect to certain independent variables revealed as additional constraints in the
index reduction. In many cases, it is even possible to obtain a physical interpretation of these
invariants highlighting important physical principles that are depicted in the model. Assuming
that the model describes the underlying physical phenomena correctly, the revealed physical
principles contribute to a better understanding of the phenomena themselves.

Example 1 (cont.): The index reduction with respect to time reveals the additional constraint
(8.44) by means of a quasi-linear combination of the original species balance equations. From
a technical point of view, this is achieved by lumping the holdup terms %, k € {1,...,n}, into
the term Y, 2, %it’“, which is characterized by an invariant behavior with respect to time. The
invariance of the electric charge density F'Y)_ zj; ¢y is revealed in an analogous manner in the
index reduction with respect to the spatial coordinates. Hence, only n — 1 of the diffusive fluzes
Ji € ke {l,...,n} defined in (3.2) are independent.

Here, it is interesting to recall that the Nernst-Planck equations (3.2) correlate the diffusive
fluzes to their driving forces, which are the concentration gradients and the electric field. In this
context, the derivation of the additional constraints illustrates that only n — 1 driving forces are

independent in order to preserve local electroneutrality imposed by (3.4). O

3.4.2 Identification of consistent initial and boundary conditions

The PDAE model equations have to be completed by a consistent set of initial and boundary
conditions in the form (3.11), (3.12) and (3.13). From a technical point of view, the specification
targets at obtaining a complete problem formulation that matches a specific physical scenario,

e.g., specific concentrations in the reaction media at ¢ = ¢y or a free outflow at the end of the
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3 Index analysis and reduction of PDAE systems

tubular reactor. From a mathematical perspective, the specified initial and boundary conditions
represent additional data that either (i) select a unique member of a set of solutions or (ii)
construct the functional form of the solution. In the former case, it is referred to as a restricted
solution (Martinson, 2000) while in the latter case it is referred to as an unrestricted solution.
To accomplish this role, the set of initial and boundary data has to be in agreement with specific
criteria, i.e., it has to be consistent to yield a well-posed problem.

A closed theory and appropriate methods for testing the consistency of initial and boundary
conditions for a general PDAE system is still missing. However, the procedure for the index reduc-
tion provides valuable information to support the consistent specification of initial and boundary
conditions: The number of differential degrees of freedom with respect to time, dy;, corresponds
to the maximal number of initial conditions n/¢ that can be specified independently. Further,
the results of the method support the analysis of the consistency of the initial conditions, as the
resulting pseudo-DAE with respect to time is characterized by v4; = 1 and is in semi-explicit
form (3.23), (3.24). Hence, Definition 3 can be generalized to the pseudo-DAE in a straightfor-
ward manner. Accordingly, the initial conditions in combination with the model equations (3.23),
(3.24) have to uniquely determine the algebraic variables y|,_, , the differential variables wl,_,

and their gradients %—"t" on the hyperplane ¢ = ty.

o

The number of differetnt?al degrees of freedom with respect to a spatial coordinate corresponds
to the total number of boundary conditions npc, = npo.v + npe,r that can be specified
independently at the upper or lower bounds of the coordinate xy, a:][f and ka .

Example 1 (cont.): The number of differential degrees of freedom with respect to time is
dyy = n —1; hence, n!C = n — 1 initial conditions have to be specified. The specification of
four initial conditions as suggested by the four differential states in the original model formulation
would easily result in inconsistent initial conditions and thus in a badly posed problem. The initial
conditions

g (t=0,x)=cro(x), k=2,..,n. (3.52)

and the reformulated model (3.43)-(3.48) uniquely determine the algebraic variables y = y, =

[J1,... dn, c1, E, QS]T, the differential variables w = [c, cn]T and their gradients %”|t=to =

ey
9t | gy’

The identification of a consistent set of boundary conditions is more involved. However, the

o %"L:zo] on the hyperplane t = t,.

reformulated model provides an adequate basis for investigating this question. The differential
degrees of freedom with respect to the spatial coordinates are determined as df,, = 2n, k=1,...,3.

Hence, in total npcg, =2n, k=1,...,3, boundary conditions can be specified independently. [

No information is provided by the proposed procedure concerning the distribution of the speci-
fied boundary conditions to the lower or upper bound of the spatial coordinates. Hence, additional
information has to be added to evaluate the consistency of the boundary conditions. In the case
of a linear PDAE system, a comprehensive theory for the consistent specification of boundary
conditions has been developed by Martinson and Barton (2003). These authors derive criteria

for the well-posedness of a given specification of initial and boundary conditions by generalizing
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3.4 Index analysis and reduction in the modeling work flow

characteristic analysis of hyperbolic PDE to general PDAE systems. The essence of the method
is to use a block decomposition method to transform the system into a canonical form. In this
form, the resulting block rows can be distinguished by showing either hyperbolic, parabolic or
differential characteristics. According to the characteristics, the boundary conditions are to be
specified at the upper or lower boundary of the domain.

However, in addition to its restriction to linear PDAE systems, the method has two major
limitations: (i) PDAE systems are considered which are characterized by an unrestricted solution
and (ii) the theory only holds for n; = 2 and can not be generalized to higher-dimensional PDAE
systems. Hence, PDAE systems classified as ill-posed according to the results of the characteristic
analysis can be well-posed if they are considered as restricted problems. A particular example of
the latter case is the well-known heat equation (Martinson and Barton, 2003).

For general PDAE systems, methods for investigating the consistency of a given specification
of boundary conditions are typically system-specific and require a high level of expertise. A
particular exception is the evaluation of the consistency for specific standard types of PDAE
systems. Hence, a useful approach to characterize a given PDAE system is to apply explicit
transformations to yield a reformulated system in standard form.

Example 1 (cont.): To investigate if the boundary conditions are to be specified on the lower
or upper bound of the coordinates xy, k = 1,...,3, the reformulated PDAE system (3.43) - (3.48)
is transformed into a standard type by algebraic manipulation. To this end, the electric field E
and the concentration of the first species c¢1 is eliminated from the model by introducing (3.47),
(3.48) into (3.45), (3.46). Further, eliminating the diffusive fluzes by introducing (3.45), (3.46)
into the balances (3.43), (3.44) yields

6Ck _ ZkF _
wn 7DkAckfﬁDkV»(ckV¢)f V- (veg), k=2,..n, (3.53)
0==Y 2 (D~ D1)Acg
k=2
L
+kZ:2 }’;T (2 (D, — Dy) + Dy, (21, — 21)) V - (1 V) . (3.54)

Hence, the reformulated PDAE is reduced to a set of n—1 parabolic advection-diffusion PDE (8.53)
and an elliptic PDE (3.54) showing the structure of Poisson’s equation. Thus, the 2n boundary
conditions that can be specified independently for each coordinate are to be distributed equally at

the lower and upper bounds of the coordinates, e.g., in the form of the surface balance equations

nlL . {_Dchk + 2 Cka- FV¢+ vck] - <I>,[€]J (t, 1 # .1']') =0, (3.55)
RT ay=at
2l C

ng’ - [*DkVCk + ngk Dy FV¢+ vr:k]w o Op (t, @ #25) =0, (3.56)

=

k=2 ..n, ji=1=1,..,3,

and the Dirichlet conditions for the electric potential

=97 (3.57)
Olyy—at = &1 3.57
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3 Index analysis and reduction of PDAE systems

- &V, 1=1,..3. (3.58)

Here, nlL and nlU correspond to normal vectors in the direction of x; pointing into the domain at
the lower and upper bounds of x;. ‘bﬁ’l and <I>kU,l are known fluzes entering or leaving the domain
across the boundaries. The electric potential at the boundaries is prescribed by ¢l[ and ¢ZU

As a final result the modeling work flow results in the reformulated model (3.43) - (3.48) with
initial conditions (3.52) and boundary conditions (3.55), (3.56), (3.57) and (3.58). O

3.5 Conclusions

In this chapter a new procedure for index analysis and reduction of distributed PDAE models has
been developed. It is based on the generalization of established concepts for the index analysis
and reduction of DAE systems. For this generalization the PDAE system is considered as a
set of pseudo-DAE defined on hyperplanes. This motivates the analysis and, if necessary, the
reduction of the indices of the pseudo-DAE with respect to the different independent variables
in a sequential procedure. In contrast to recent works (Angermann and Rang, 2007, Rang and
Angermann, 2005) focusing on a perturbation index for linear PDAE systems, the concept of a
differential index is used as it is applicable without any a priori knowledge of the solution of the
PDAE system, which is not available in the nonlinear case. Further, the method is tailored to a
semi-explicit representation of the pseudo-DAE allowing the development of an efficient procedure
for index reduction. The latter is based on symbolic manipulation of the original model equations
and eliminates terms that show invariant behavior with respect to specific independent variables.
As a result, a reformulated model is obtained which is characterized by differential indices of one
with respect to all independent variables.

The procedure can be embedded in a general modeling work flow for distributed PDAE models.
The reformulated model constitutes an appropriate basis for the specification of consistent initial
and boundary conditions and for investigating the applicability of general MOL-based numerical
methods. Even more important, the hidden constraints revealed by index reduction provide
important information concerning the physical principles implicitly encoded in the model. As
such, the method contributes to an improved understanding of complex coupled PDAE models
prior to any numerical studies.

The suggested procedure is illustrated for a simplified charge transport model based on the
Nernst-Planck equation and the electroneutrality condition. For this model the proposed method
identifies high-index behavior with respect to time and spatial coordinates. The reduction method
is capable of deriving an equivalent model formulation which is characterized by differential in-
dices of one. Further, a sound physical interpretation has been obtained for the hidden constraints
that become explicit in the reduction process. The true number of differential degrees of free-
dom are identified, which are less than the apparent number in the original model formulation.
These results of the proposed method support the consistent specification of initial conditions

in a comprehensive manner. Valuable information for consistent specification of boundary con-
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3.5 Conclusions

ditions is obtained, including the maximal number of boundary conditions that can be specified
independently for a spatial coordinate.

To the author’s knowledge, the high index behavior found for the Nernst-
Planck/electroneutrality model, has not been reported in prior works. These findings provide for
the first time a possible explanation for the difficulties reported, e.g., by Neubrand (1999), in
the context of the numerical solution of these models. Further, it illustrates the relevance of the
derived methods for the modeling of electrochemical systems or electro-membrane processes even
if simplified modeling approaches are applied. Correspondingly, for the derivation of transport
models in Chapter 4, where the more rigorous Maxwell-Stefan approach is applied and the
assumption of an infinitesimally diluted solution is dropped, the developed method constitutes a

central element.
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4 Modeling of ionic transport in electrolytes

This chapter presents rigorous models for the description of ionic mass transport in a liquid elec-
trolyte solution and a homogeneous membrane phase. The models enable the accurate dynamic
description of the local transport in the flow channels and the ion exchange membranes in the
ED process. The underlying modeling equations and the theoretical framework are introduced
in Section 4.1. On this basis closed mathematical models are derived and analyzed in Section
4.2 with respect to their differential indices. This index analysis and the subsequent reduction is
carried out using the systematic procedure developed in Chapter 3. In Section 4.3 the results of
the index reduction are used to investigate the structure of the PDAE models and to derive an

appropriate representation for an efficient numerical treatment.

4.1 Modeling equations and theoretical framework

This section introduces the fundamental equations for a mechanistic description of multi-
component mass transfer in an isothermal homogeneous electrolyte phase. The theoretical frame-
work largely coincides with the one used by Kraaijeveld et al. (1995), Visser (2001) and Hogen-
doorn et al. (2001). However, a more accurate model for the activity coefficients and the excess
volume in the electrolyte solution are introduced in Section 4.1.2. Further, in contrast to the
prior works a rigorous dynamic model formulation is addressed. Moreover, instead of the one-
dimensional spatial domain, a general setting of a three-dimensional spatial domain is considered,
with coordinates z; € [.LlL ,LH ,0=1,2,3, where le and xlU are fixed lower and upper bounds.
The description accounts for a set S = {1, ...,n} of charged or charge-neutral species with specific
charge numbers 2, k= 1,...,n.

This general setting is discussed with particular emphasis on two specific scenarios: (i) a scenario
of a liquid solution, where the transport occurs in a charge-neutral solvent and (ii) a scenario of
a pseudo-homogeneous IEM, where the transport occurs in an immobile polymeric membrane
materiall. For the first scenario it is demanded —without a loss of generality —that the charge-
neutral solvent is the first species in S, i.e., 21 = 0. For the second scenario the charged membrane
material is considered as the first species in S. In both cases, again without a loss of generality,

species n is required to be an ionic species of arbitrary charge which implies z, # 0.

"Here it is assumed that swelling effects in the membrane are negligibly small, which allows to consider the
membrane as immobile. Without this assumption the model for the description of ionic transport in the
membrane results in a moving boundary problem (cf. (Bausa and Marquardt, 2001) for a model with charge-

neutral species), which is out of the scope of this work.
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4.1 Modeling equations and theoretical framework

4.1.1 Species balance equations and definition of the reference velocity

Mass conservation is enforced by the introduction of n species balance equations
ey (x,1)
ot

Here, cj (x,t) is the molar volumetric density, Jy, (x,t) is the molar flux density and r} (x,?) is

= -V -Jp(x,t) = V- (ck (X,t)v(x,t)) +r,‘€/ (x,t), k=1,..,n. (4.1)

the local volumetric reaction flux density of species k € S. The molar diffusive flux densities
Ji (x,t),k =1,...,n, are defined as

T (x,8) = cx (x, 1) (vk (x,t) — v(x,t)) . k=1,..n, (4.2)

with respect to the absolute species velocity vy (x,t) and the reference velocity v (x,t). The

reference velocity is defined as

Z;:l wj (Xa t) Cj (X, t) Vi (X7 t)
Z?:l wj (X, t) Cj (Xv t) '

by introducing appropriate weights wy, (x,t),k = 1,...,n. As an alternative to the explicit def-

v(x,t) =

(4.3)

inition in Eq. (4.3), the reference velocity can be implicitly defined by the introduction of the

closure relation

n
0= w; (x,t)J; (x.1). (4.4)
j=1
In the modeling of transport phenomena the barycentric velocity v*" (x,t) is widely used. Tt
results from the specification of the weights as wz‘” = My, k=1,...,n, with My as the molecular

weight of species k € S. However, as shown in the following, in the scenario of ionic transport
in a charge-neutral solvent it is beneficial to introduce a volume-averaged reference velocity by
choosing

wp (x,t) = Ve+VE (x,t),k=1,..,n. (4.5)
Here, Vj, is the infinite dilution partial molar volume of species k € S and VZ (x, 1) is the excess

volume of the mixture. With Eq. (4.5) the implicit definition of the reference velocity (4.4) yields

n

0=%" (Vj +VE (x, t)) Jj(x.t). (4.6)
j=1
The relation between the barycentric and the volume-averaged velocity can be derived (cf. Ap-

pendix B.1) as

n 3 (x,t) M
bar (. 1) = v L= di (50 My
v (x,t) = v (x, 1) + =5 o G i,

j=1
For the scenario of ionic transport in a pseudo-homogenous membrane it is beneficial to specify

(4.7)

the reference velocity as the absolute species velocity of the stagnant membrane material vi = 0.

This implies, w; = 1, w; =0, j = 2, ...,n, which specifies Eq. (4.4) as
0=1J1(x,1). (4.8)

Further, the species balance equation (4.1) for species 1 degenerates and is trivially fulfilled for

¢ (x,t) = const.
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4 Modeling of ionic transport in electrolytes

4.1.2 Constitutive equations

Constitutive equations are introduced describing the thermo-physical properties of the electrolyte

phase and the diffusive transport mechanisms.

Thermo-physical properties

The total concentration ¢p (x,t) is defined as

n

cp (x,t) ch x,1). (4.9)

=1
In case of a liquid electrolyte solution, e (x,t) is related to the local composition by the equation
of state (Djordjevié et al., 1994, Rouquerol and Sabbah, 1977)
n
1= "¢ (x,t)V; + VF (x,1) er (x,1). (4.10)
j=1
The excess volume of the mixture V¥ (x,t) is described by means of a multi-component density
model for electrolyte solutions (Mathias, 2004) (cf. Section B.3). For the scenario of a pseudo-
homogenous membrane phase, the assumption of a stagnant membrane material with ¢; = const.
implies that the total ¢7 (x,t) is not bounded by an additional equation of state (cf. Hogendoorn
et al. (2001)).

The local chemical potential of the isothermal solution is described by
e (x,1) = RTIn (g (x,1) ¢ (x,8)) + 1, k=1,..,n, (4.11)

where 1 is the standard potential and v (x,¢) is the concentration based activity coefficient of
species k € S.

For the prediction of the activity coefficients in an electrolyte solution the eNRTL-model is
used which has been proposed by Chen et al. (1982) and has been continuously refined by Chen
and Song (2004) and Chen (2006). As the eNRTL model describes activity coefficients for a mole
fraction basis in its standard formulation, the correlation derived in Appendix B.2 is used to
calculate activity coefficients for the volumetric concentrations basis. For details concerning the
eNRTL model it is referred to the original publications (Chen, 2006, Chen et al., 1982, Chen and
Song, 2004).

Visser (2001) identified an activity coefficient model for different IEM by generalizing the Brom-

ley model

Azk \/m Z M k=2,...nk#w. (4.12)
1+ /IS (x,t) ! ew (x,t) My

Here, the index w refers to water, A is the Debye-Hueckel constant and 1.5 (x,t) = Z;;l ij_ ¢ (x,t)

In(m (x,1)) =

is the local ionic strength. The matrix ékj is defined as

|2 |+ 2] (0.006+0.6 C;) |2 2

~ = , iz 2 <0,
Gy = 2 [z 20+ 1.5 15(x,0) (4.13)
0, it zpz; >0,
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4.1 Modeling equations and theoretical framework

where Cy; are binary interaction parameters defined for all anion-cation pairs in the system.
For notational simplicity in the remainder of this work the activity coefficient and multi-
component density models for the activity coefficients vy (x,t) and the excess volume V¥ (x,t)

are considered as generic functions
Ww(xt) = fl (c(x,1), k=1 ..n (4.14)

and

VE(x,t) = f (e(x,1)) (4.15)

in the local concentrations.

Electrostatics

If the magnetic induction of the electrolyte phase can be neglected, which is a reasonable as-
sumption in most electrochemical systems, the electric field E (x,¢) is assumed to be irrotational
(Kontturi et al., 2008). This simplifies Faraday’s law according to

0B

s V x E(x,t) = 0. (4.16)

This simplification enables the introduction of the electric potential ¢ (x,t¢), which is defined as

the negative gradient of the electric field
E (x,t) = =V (x,t). (4.17)

If, in addition, the dielectric permittivity € is assumed to be constant, Gauk’s Law, V- (e E (x,1)) =

F p® (x,t), can be simplified to the well-known Poisson equation
ZV-E(x,t) = " (x1), (4.18)

where p° (x,t) = > _3_; zkck (X, t) is the local charge density. It is important to note that the factor

€ €

+ in Eq. (4.18) in an aqueous electrolyte solution at 25°C' is of order £ ~ 10’14%?"

o (Newman

and Thomas-Alyea, 2004). Hence, a locally non-zero space charge p° (x,t) > 0 is associated to
tremendously large gradients in the electric field E (x,¢). The resolution of these large gradients
in a simulation model demands a very fine resolution of the considered computational domain.
This fact strongly limits the size of the physical system that can be described by Eq. (4.18) with a
reasonable computational effort. To allow for the description of large physical systems, Eq. (4.18)

is commonly simplified by setting & = 0, which yields the algebraic constraint

0= Z zrek (X, 1), (4.19)
k=1

also known as the electroneutrality condition.
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4 Modeling of ionic transport in electrolytes

Maxwell-Stefan equations

For the specification of the diffusive flux densities Jj (x,t), (n — 1) constitutive equations have to
be specified. A rigorous description of the diffusive and migrative transport processes is found in
the Maxwell-Stefan approach (Krishna and Wesselingh, 1997). The fundamental concept of this
approach is a local equilibrium of the driving and frictional forces acting on a species k (Bird
et al., 2002). This results in

ck](;;,t) V i (x,t)
+ (e G, 0) Vi~ (x,1) ) %Vp (x,1) (4.20)
7% (zkck (x,t) —wg (x,1t) p° (x, t)) E (x,t)
_ = Ck (X7 t) ‘]j (X7 t) — ¢ (th) Jk (X7 t) _
7; Dy =0 er(x,0) k=2 ..n.
s

Here, Djj, (x,t) are the Maxwell-Stefan diffusion coefficients accounting for the binary interaction
of species k and j. The first term on the left-hand side of Eq. (4.20) represents the gradient of the
chemical potential; the second term describes the influence of pressure gradients with respect to
the difference of the volume fraction ¢ (x,¢) Vi and the mass fraction wy, (x,t). The third term
expresses the direct and indirect influence of Coulomb forces acting on species k € S.
The first term in the Maxwell-Stefan equations (4.20) is commonly reformulated as
o (x,1) - dn(n)
S Vi (x,t) = > ks + ¢ (x.1) e Vep (x,1), k=2,..,n, (4.21)
) j=2 7 TpE
where d;; is the Kronecker delta (Taylor and Kooijman, 1991). For notational simplicity the

matrix of thermodynamic factors I' € R(™®~=D*("=1) is introduced with elements

oln (k)

Trj = 0nj +c(x,t) Eyo
j

Jk=2,..,n. (4.22)

In general, it is assumed that T is invertible, i.e., P! with elements F;j, k,j € {2,...,n} exists
(Taylor and Kooijman, 1991).

The general approach (4.20) simplifies for both considered scenarios, as it can be assumed that
pressure gradients have a negligible influence on the mass transport (Visser, 2001). Further, in
the case of an electroneutral phase the contribution of the space charge R—F%wk (x,t) p© (x,t) to
the Coulombic forces vanishes. With these assumptions and the introduction of (4.21) and (4.22),

Eq. (4.20) is expressed as

D Tk Ve (x,t) — %zkck (x,t) E(x,t) (4.23)
j=2
L (x,0) I (x,t) — ¢ (x,1) Ip, (%, 1)
= Z ) k= 27
Dyj (x,t) er (x,1)

ey T

j=1
#k
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4.1 Modeling equations and theoretical framework

If J1 (x,t) is eliminated in Eq. (4.23) by introducing Eq. (4.4), the Maxwell-Stefan equations can

be expressed in matrix-vector notation as
cr (x,8) ' Ve—EZc=B1J, (4.24)

where ¢ € R"™! is a vector of the species concentrations ¢, (x,t), k = 2,...,n. Further, J €
R(=1%3 is a tensor with elements Jj, (x,t), k = 2,...,n, and Z € R"*"~1 is a matrix defined
for j,k € {2,...,n}, by
cr (x,t 2k, fj=k,
Zjk = e ) 7ir ! (4.25)
0, ifj # k.

The matrix B € RO*=D*("=1) is defined for j, k € {2,...,n}, by

1 1 wj(X,t) p .
Dk (x D DirGoh) (ui(x,t)) ) ifj # k,

BJ'Jf = cj(x,t) 1 (x,t) o
Sexy Z: ik D0~ DinGel) (Zf(;,t)) Y E

(4.26)

(cf. Taylor and Krishna (1993) or Bothe (2011), where a molar-averaged reference velocity with
wj (x,t) =1, j € {1,..n}, is considered).

In a concentrated electrolyte solution the Maxwell-Stefan diffusivities D, (x,t) depend on the
local composition. To describe this concentration dependence in the multi-component electrolyte
solution and the pseudo-homogenous membrane phase, Visser (2001) proposed the empirical model
given in Appendix B.4. For notational simplicity the Maxwell-Stefan diffusivities are considered

as generic functions
Dji(x.t) = fR(c(x,1)), k. j=1,..n, (4.27)

in the remainder of this work.

Reaction kinetics and dissociation equilibria

In a system with ng independent chemical reactions the local volumetric reaction flux density

rY (x,t) is given by

ngr
Y (x,t) = Z Vjk r? (x,1), kE=1,..n, (4.28)

where v, j = 1,..,ngr, k = 1,...,n, are the stoichiometric coefficients and 7“? (x,t), j €
{1,...,n} g, are the normalized local reaction rates. In the case of ng i, non-equilibrium reactions,

the normalized reaction rates are commonly modeled using kinetic rate expressions

n
P9 (x,t) =k (x,8) [[en Gty G =1, ngin. (4.29)
k=1

Here, k; (x,t) are the reaction rate coefficients and py, ; the specific reaction orders. In the case

of equilibrium reactions describing the dissociation of an electrolyte, the kinetic approach (4.29)
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4 Modeling of ionic transport in electrolytes

is not appropriate, as these reactions are characterized by an infinitely fast transition to the

equilibrium state. Thus, the kinetic model (4.29) is replaced by equilibrium relations of the form

K; = H cZ]‘k (x,1) 7,:” (x,1), J=1,...npReq. (4.30)
k=1

Here, Kj, j = 1,...,nR¢q are the equilibrium constants associated to the ng ¢, equilibrium reac-
tions.
It is important to note that as far as heterogeneous electrode reactions are excluded the

charge is conserved in both types of chemical reactions, i.e.

n
0="> zr (x.1). (4.31)
k=1

4.1.3 Momentum balance equation and hydrodynamics

In the scenario of an electrolyte solution in a flow channel the local fluid velocity v (x,¢) and
pressure p (x,t) are rigorously described by a conservation law for the total momentum, e.g., in

the form of the Navier-Stokes equations

Vbar X
p(x,t) (68725(7” + v (x,1) - Vv (x, t)>
= —Vp(x,t) + v V2V (x, 1) + p° (x,8) E (x,1). (4.32)

Here, v is the kinematic viscosity of the electrolyte solution. A thorough numerical treatment of
the Navier-Stokes equations in combination with a rigorous mass-transfer model requires a large
computational effort and tailored numerical methods. As the scope of this work is on models
which can be used for the optimization-based design or control with established methods, only
scenarios are considered where the local velocities and total pressure can be approximated, e.g.,
by the film-theory approach introduced in Section 5.1.2.

Thus, for the remainder of this chapter it is assumed that the local velocity with respect to two

coordinates are known input functions, i.e.,

o (x, 1) = Uy, (X,1), (4.33)
OB (%, 1) =ty (X,1). (4.34)
Note that one arbitrary component of v*" (x, 1), e.g., vg‘;’ (x,t), is determined by the n species

balances and the equation of state (4.10). The local pressure will not be considered as it has
nearly no influence on the transport in the incompressible phases considered here (Visser, 2001).

For the scenario of a pseudo-homogenous membrane phase, momentum conservation has to in-
clude the external forces required to maintain the membrane material stationary, i.e. to maintain
vy = 0. As these forces are generally unknown, a common assumption is to neglect the contribu-
tions of inertial and viscous forces to the total momentum (Nagy, 2012). With this assumption
the momentum balance equation degenerates into a local equilibrium of external forces and pres-
sure gradients. As these are generally not of practical interest, momentum conservation is not

considered in the membranes.
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4.1 Modeling equations and theoretical framework

4.1.4 Complete mathematical models

Based on the theoretical framework introduced in this section, complete mathematical models
are derived for the scenarios of an electrolyte solution and the membrane phase. In both cases
it is assumed that the phase is locally electroneutral, which is enforced by the electroneutrality
condition (4.19). Further, the description is restricted to a scenario of strong electrolytes which
implies ng = npg gin and ngeq = 0. The model part which is common for both scenarios is formed
by Eqgs. (4.9), (4.27), (4.17), (4.19), (4.23), (4.28) and (4.29).

For the scenario of the transport in a liquid electrolyte solution, the model is completed by n
species balance equations (4.1), the implicit definition of the volume-averaged velocity (4.6), the
equation of state (4.10), the density model (4.15) and the analytical solutions for the velocity
profiles (4.33) and (4.34). These equations result in the following PDAE model:

08D - 9 3 -V b )t (on),  k=Tn (439
Z Fkij Cj (X7 t) + WB (X, t)
=2 k
"¢ I (x,t) — ¢ (x,8) 5 (x,t
_ Z cr (x,t) DJ(X ) Cj (x,t) Jp (%, )7 k=2, .0 (4.36)
eyt ik (%) cr (x,t)
v¢ (X, t) =-E (X, t) ’ (437)
0=1->¢;(xt) V;+VF(x,t) er (x.1), (4.38)
j=1
-y (V +VE (x, t)) J;(x.1), (4.39)
Jj=1
0=cr(x,t)— Z ¢ (x,t), (4.40)
j=1
0= Z ZkCk (X7 t) ) (441)
k=2
0=r)(x,t) =k (x,8) [[en 8™, 5 =1, n i, (4.42)
k=1
0= (xt)— fl(c(x,t), k=1,..n, (4.43)
0=VE(xt) -V (c(x,1), (4.44)
0=Djp(x,t) = fla(c(x,0)), Gk=1,..,m, (4.45)
=gy (%, 8) = f™2 (x,1), (4.46)
0 =y (x,t) = [ (x, 1), (4.47)
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4 Modeling of ionic transport in electrolytes

For the scenario of ionic transport in the membrane phase, the model is complemented by n —1
species balance equations (4.1) and the implicit definition of the reference velocity (4.8). The
model is closed by the specifications ¢; (x,t) = const. and v (x,t) = 0. The following model is

obtained:

ey, (x,1)

—o =V (x,t) +7) (x,8),  k=2,..,n, (4.48)
- zp ek (x,t) F
D Tk Ve (1) + == (x, )
=2 k
n o t)J; t)— ¢ t)J t
3@ Cot)dibot) — (60T bat) -y (4.49)
JeLitk Dj,k (x7 t) cr (X7 t)
Vo (x,t) = -E(x,1), (4.50)
0=1J,(x,1), (4.51)
n
O=cr(xt) =Y ¢(xt), (4.52)
j=1
n
0=z0¢+ Z zkek (X, 1), (4.53)
k=2

0=r9 () = kj (x,0) [ en Gt =1, i, (4.54)

k=1
0= (x,0) = fil (c(x,1), k=1,...n, (4.55)
0=Djx(x,1) = f’ (c(x,1), k=1 ..n, (4.56)
¢ = const. (4.57)

Both models are completed by a consistent set of initial and boundary conditions. These
conditions will be introduced in Section 4.3.2 after the number of differential degrees of freedom

is analyzed in the process of index analysis and reduction.

4.2 Index analysis and reduction

In this section the PDAE models describing ionic-transport in the liquid electrolyte solution and
the pseudo-homogenous membrane phase are analyzed in terms of their differential indices. To
this end, the method for the index analysis and reduction (IAR) introduced in Chapter 3 is

employed.
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4.2 Index analysis and reduction

4.2.1 Index with respect to time

In analogy to the simplified Nernst-Planck formulation introduced in Chapter 3, the index anal-
ysis of the models (4.48) - (4.57) and (4.35) - (4.47) with respect to time results in a differential
index of two. A first MSSS inducing this high index behavior is formed by the electroneutrality
constraint (4.19). Obviously, the constraint couples the molar concentrations of (n — 1) species
which constitute differential quantities in the species balance equations (4.1). In the index reduc-
tion step of the IAR method, in analogy to the example presented in Chapter 3 the corresponding

hidden constraint is revealed as

—zn:zjVu]j(xt ZZJV (vacf)cJ(xt)-‘rZzJ 7 (%) (4.58)
j=2

Jj=2

=0
With Egs. (4.31) and (4.19) the second and third terms on the right hand side of (4.58) are

shown to be zero. Thus, by introducing the definition of the local current density
n
t)=FY zJ;(x1), (4.59)
j=2

the first constraint (4.58) can be interpreted as the stationary local charge balance
0=V-i(x,t), (4.60)

which highlights the charge density p®(x,t) as a dynamic invariant of the system.

For the scenario of an electrolyte solution, a second MSSS is formed by the definition of the
total density (4.9) and the equation of state (4.10). With respect to this MSSS the IAR method
identifies the hidden constraint
AVE (x,t)

0:767“ (X,t) ot

n

3 (G +VEx0) V35 60)

Jj=1

M:

(v, +VE (x, t)) (v (x, 1) ¢ (x, 1)) (4.61)

<.
I
—_

M:

3 (G +VE D) ().

j
This second constraint (4.61) can be simplified by introducing (i) the implicit definition of the
volume-averaged reference velocity (4.6), (ii) its derivative with respect to the spatial coordinates,
n _ n
0=%" (Vj +VE (x,t)) V-J5 () + Y VVE (x,t) 35 (x, 1), (4.62)
j=1 j=1

(ili) the equation of state (4.10), and (iv) its derivative with respect to the spatial coordinates,

0=cr(x,)VVE (x,0) + Y (VJ +VE (x, t)) Ve, (x,1). (4.63)
j=1
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4 Modeling of ionic transport in electrolytes

These substitutions and subsequent reformulation of Eq. (4.61) yield

0=—cr(x,t) % +VVE (x,t) | er (x,8) v¥ (x,1) +§ J; (x,1)
- (1 - VE (X7t) cr (X,t)) V. v (X, t) (464)

Y v, E(x rY(x,t).
+]Z:jl(v]+v (x0)) ) (x,)

Eq. (4.64) can be further simplified if the excess volume is assumed to be constant, i.e.
WD) — ) and YV (x,t) = 0. Tn this case Eq. (4.61) simplifies to

0=-(1- VE(x,t) er (x,1)) V- v* (x,t)

+ (‘7]' +VE (x, t)) ) (x,1). (4.65)
j=1

Further, if no reactions take place, i.e. if r}/ (x,t) =0, j=1,....,n, Eq. (4.65), yields
0=V v¥(x,1), (4.66)

which can be interpreted as the stationary continuity equation for the volume-averaged velocity.

For both scenarios, the electrolyte solution and the pseudo-homogenous membrane, Eq. (4.60)
is used to substitute the species balance equation (4.1) for the ionic species n in order to reduce
the index. The index reduction for the model of the electrolyte solution further involves the
substitution of the species balance equation (4.1) for the charge-neutral species 1 by Eq. (4.64).
All substitutions are possible without the loss of physical information as (4.60) and (4.64) represent

linear combinations of the species balance equations (4.1).

4.2.2 Index with respect to the spatial coordinates

In the next step, the index with respect to the spatial coordinates is analyzed. For both transport
models the analysis determines the differential index with respect to the spatial coordinates as
two. This high index behavior arises as again a MSSS is formed by the electroneutrality constraint
(4.19). The corresponding hidden constraint is identified by the IAR method as

n n B F
0= Z Zm Z Fm}hzh Ch (X7 t) ﬁ E (X7 t)
h=2

m=2
n n n
_ e (x,0) I (x,1) — ¢ (x,t) Ip, (x,1)
+y z, Y1t : . (4.67)
Jj#h

The linear combination of the Maxwell-Stefan equations Eq. (4.67) constitutes a purely al-
gebraic equation implicitly describing the propagation of the electric field. In analogy to the
additionatal constraint identified for the Nernst-Planck system, it can be interpreted as a gen-

eralization of Ohm’s Law to a scenario of a concentrated solution with multiple species. To see
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4.2 Index analysis and reduction

this, the scenario of an infinitely diluted solution is considered where Ohm’s Law is valid. Here,
Y (x,t) =1, k=1,...,n, and it is appropriate to replace the binary diffusion coefficients by con-
stant species mobilities D]ﬁigft) =ul'jk=1,..nk#j (Newman and Thomas-Alyea, 2004).
With these assumptions Eq. (4.67) is reformulated yielding

n—1 ) n I, (X t) n—1
) _ FASS .
Z zipen (x,t) FE(x,t) = Z or(x,b) um Z zn ch (x,1) (4.68)
h=1 j=1 7 h=1
=0, with Eq. (4.19)
= cj(x,t) i
O SN NN)
L= op(x,t) U
j=1,j#h f h=1

By introducing Eq. (4.59) and the definition of the conductivity of a diluted solution & (x,t) =
F2 3 ! 23 ¢j (x,1) (Newman and Thomas-Alyea, 2004), Eq. (4.68) is further reformulated
yielding Ohm’s Law

i(x,t) =—k(x,t) E(x,t). (4.69)

In both scenarios the index with respect to the spatial coordinates is reduced by using Eq. (4.67)
to substitute the Maxwell-Stefan equation (4.23) of the ionic species n. Again, this substitution
is not associated with a loss of physical information as Eq. (4.67) is a linear combination of the

original Maxwell-Stefan equations (4.23).

4.2.3 Reformulated low index model

The low index models for the distinct scenarios are formed by species balance (4.1) and Maxwell-
Stefan equations (4.23) for the species k = 2,..n — 1. Eq. (4.60) is added as tailored balance
equation; Eq. (4.67) is added as tailored Maxwell-Stefan equation to both models. For the

scenario of the membrane phase this results in the following PDAE model:

W:—V.Jk ) +r) (xt),  k=2..n—1, (4.70)
0=V-i(x,1), (4.71)
- zk e (x,t) F
Z Fk,jV Cj (X,t) + TE (X7 t)
=2 k

o a0 T (x,8) — ¢ (%, 8) T (x, 1)
h Z D]«,k (X,t) CT(xvt) ’

k=2,..,n—1, (4.72)
J=Lik

szZthzhch x,t) FE (x,t)

m=2 h=

_ Z ZmZF z": cn (x, t)'] (x,t) — Cj (%, ) I (x,t)7 (4.73)
m=2

ey Djn (x,1) er (x,1)

7
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4 Modeling of ionic transport in electrolytes

Vo (x,t) = —E(x,t),

OZJl(X,t),

0=cr(x,t) — Zn:cj (x,1),
j=1

n
0=z +sz6k (x,1),
k=2
n

0= 7? (X,t) - k7 (X,t) H Ck (x7t)pk'] , o i=1 MR kins

k=1
OZ/Yk(xvt)_f;(c(th))ﬂ k=1,..n,
0=Dj(x,t) — fP(c(x,1), k=1,..,n,

c1 = const.,

n—1

0=i(xt)=F > zJ;(x1).

(4.74)

(4.75)

(4.76)

(4.77)

(4.78)

(4.79)
(4.80)

(4.81)

(4.82)

The model for the scenario of a liquid electrolyte solution additionally comprises the continuity

equation for the volumetric velocity (4.64) to result in the PDAE model:

ey (x,t)
ot

0=V-i(x,t),
0=V v"(x,1),

n

z FMV Cj (X7 t) +

j=2

zi ek (x,t) F
~oar Y
Co a5 (x) = o () ik (x,0)
- Z Djyk', (X, t) cr (X’ t) 7

J=L#k

n n

0==> zm Y I} zncn(xt) FE(x,1)
m=2 h=2

=V - Jp(x,t) = V- (vP(x,t) ek (x, 1)) + 1) (x,1), k=2,..,n—1,

N, a1 on (%,8) J; (%,8) = ¢ (x,£) In (x,1)
2:32 1thZ=2Fm,h Z D'yh, (th) cr (Xﬂt)

j=1,j#h 7

V(,ﬁ (X7 t) =-E (X7 t) )

n
0=1=> ¢;(x,t) V;+ V¥ (x,t) er (x,1),
j=1

n

o:Z(f/j+vE(x,t)) 3 (x,1),

=1
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4.3 Reduced system and consistent initial and boundary conditions

0=cr(x,t) - i: Cj (x,1), (4.91)
j=1
0=>" zer(x.1), (4.92)
k=2
0=r9(,t) =k (x, 1) [[ew )™, G =1, nRkin, (4.93)
k=1
0= (x,t)— fl(c(xt), k=1,..n, (4.94)
0=VE(x,t) - ¥ (c(x,1), (4.95)
0=Djx(x,1) = fRlc(x,1), Jk=1n, (4.96)
0 =g (x,t) — f*2 (c(x,1)), (4.97)
0= (x,t) — f' (c(x,1)), (4.98)
n—1
0=i(x,t)—F Z 2 (x,t). (4.99)
j=1

4.3 Reduced system and consistent initial and boundary conditions

The results of the IAR in the previous section illustrate that in both scenarios (n — 2) species,
rather than the total number of n species, in the system are truly independent. Correspondingly,
the reformulated models comprise conservation laws for (n — 2) truly independent species, a con-
servation law for the current density and, in the scenario of an electrolyte solution, a conservation
law for the volume-averaged velocity. Uncoupling these conservation laws from the remaining
equations strongly simplifies the development of an efficient implementation of the model. Hence,
in this section a decoupled system of PDE is derived for which consistent initial and boundary

conditions are introduced to obtain a complete problem formulation.

4.3.1 Reformulation into a reduced system of PDE

The reformulation into a reduced system of PDE is obtained in four major steps. For notational
simplicity the dependence on the independent variables (x,¢) will not be indicated explicitly in
the following.

In the first step, an explicit expression for J,, is derived by introducing Eq. (4.4) into Eq. (4.59)

and reformulation yielding

n—1
T, =if+ ) 3 =if+w', (4.100)

j=2

with
R 1 Lo,
8= — (1 + 1_"3"21) (4.101)
n w1 Zn
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and
. 2 wn & W5
~ w1 2 w -
Wy =—L a2 -1 (4.102)
Zn Zn - w1 zn

To simplify the notation in the following, the vectors ¢ € R™ 2 with elements cy, the vector
W € R"2 with elements 1y, and the tensor J € R(=2)%3 ith elements J; for k = 2,...,n— 1 are
introduced. Further, the matrix ©; € R(=2%("=2) js introduced with elements (I"l B)kd’ ,k,je
{2,...,n — 1}, the vector Oy € R"~? is introduced with elements (I'"'B), =, k=2,..,n—1and
the vector O3 € R"~? is introduced with elements (I'"!'Zc¢), , k=2,..,n— 1.

In the second step, Eq. (4.100) is used to remove J,, from Egs. (4.24) and (4.67). Introducing
Eq. (4.100) into the first (n — 2) equations of (4.24) yields

erVe—03E=BJ+ai (4.103)
with
B=0,+0,w" (4.104)

and

a=/£0,. 4.105)

(
Further, with the introduction of the charge vector z € R*! with elements z, k = 2,...,n,
the vector ©3 € R"~? with elements (z"T"'B), , k = 2,..,n —1 and ©4 = (z'T"'B),_, the

constraint (4.67) is expressed as

—2'TVZeE = 0 T + Qui, (4.106)

with
0 =03+0,w, (4.107)

and
Q=304 (4.108)

In the third step, explicit expressions for J and i are derived from Eqs. (4.103) and (4.106),

respectively. A necessary condition to determine J uniquely from (4.103) is
det (B) £0. (4.109)

In the following it is assumed that this criterion is fulfilled. From Eq. (4.103) an explicit expression

for the diffusive flux densities is obtained as
J=c;B 'Ve-0:E—iB 'a. (4.110)

Introducing Eq. (4.110) into Eq. (4.106) and reformulation yields

with 1
QB 03 -2TT1Z
o—— . (4.112)
QB-UB a
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4.3 Reduced system and consistent initial and boundary conditions

and .
Q= 7%4 (4.113)
Qz - Ql B a

Note that the term g — B lam Egs. (4.112) and (4.113) is a scalar expression. Introducing
Eq. (4.111) into Eq. (4.110) yields

J=05Ve+ QE, (4.114)

with
Q=B 'T— B laq, (4.115)

and
Q=-B0;- B 'a (4.116)

In the last step, Eqs. (4.114) and (4.111) are used to substitute J and i in the balance equations
(4.1), (4.60) and (4.66). By additionally introducing Eq. (4.17), this yields

% =V (=05 (c) Ve + Qg (c) Vo) — V- (v*c) (4.117)
0=V-(- 94(0) VE+ Q3 (c) Vo), (4.118)
0=V v (4.119)

for the scenario of an electrolyte solution. For the scenario of the pseudo-homogenous membrane

the introduction yields

%a — V- (—0 (¢) VE+ D (c) Vo), (4.120)

0=V-(-Q4(c) VE+Q3(c) Vo). (4.121)

In both systems the coefficient matrices Q2 (¢), k = 3, ..., 6 still depend on the concentrations ¢;
and ¢,. By deriving explicit expressions for ¢; and ¢, from Egs. (4.19), (4.10) and (4.9), ¢; and
¢, can be eliminated to obtain a completely decoupled system.

4.3.2 Initial and boundary conditions

For both PDAE models, n — 2 initial conditions

¢ (x,0) = cpo (%), k=2,..,n—1, (4.122)

can be specified independently. For the set of parabolic equations (4.117), n — 2 boundary condi-

tions should be specified at each boundary, e.g., in the form of the surface balance equations

o
Jk (Xlz-—z ) + UZ(I] (x‘177=le.‘ 7t) Gj (Xlx-=zl‘ 7t) = \Ilkj (x‘11#$j1i=1..37t) ’ (4123)
1 (Xl .
Jic (Xlay—at 1) +ult (%L ot) 5 (1., ,17 t) (x| #zﬂ Last), (4129)
j=1,..3, k= 1,
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4 Modeling of ionic transport in electrolytes

u L
where \I!:’ (x|mi¢gﬂ]’i:1“3 7t) and \IJ:’ (x\zz#% 1.3 t) are total flux densities entering or leaving
the domain. For the elliptic equation (4.118) one boundary condition should be specified for each

boundary, e.g., in the form of dirichlet boundary conditions for the electric potential:

L .
¢ (X‘z]:zj‘ 7t> = ¢z] (X‘m#z],i:l,ﬁ Vt) o J= 1.3, (4'125)

6 (Xaymar 1) =0 (Xosayimrst) s G =13 (4.126)

U
Here, ¢"3 (xlzi#z] i=1.35 t) are prescribed distributions of the electric potential at the boundaries.
For the scenario of ionic transport in an electrolyte solution one additional boundary condition has

o1=ak ,t) > 0, a consistent

to be specified for the hyperbolic equation (4.119). Assuming v¢ <x|

boundary condition is
03t Xyt o) =00 (Xl 1) (4.127)

4.4 Conclusions

In this chapter rigorous models for the description of ionic mass transport have been derived
from widely accepted modeling paradigms. The theoretical basis used for the model development
is similar to the one used by Kraaijeveld et al. (1995), Visser (2001) and Hogendoorn et al.
(2001). However, this work considers for the first time both dynamic and three-dimensional model
formulations. The challenging mathematical characterization and consistent specification of initial
and boundary conditions resulting from this generalization has been successfully addressed by the
application of the IAR method developed in Chapter 3. In this context the method has proven
to be an effective tool to derive low-index PDAE models and strongly supported the thorough
interpretation of the model states.

In analogy to the simpler Nernst-Planck system considered in Chapter 3, it has been shown
for the first time that the electroneutrality condition induces high-index behavior with respect to
both time and spatial coordinates in electrolytic transport models based on the Maxwell-Stefan
approach. In the course of the index reduction with respect to time, the systematic procedure
reveals the stationary charge balance as an additional constraint implicitly depicted in the model.
The index reduction with respect to the spatial coordinates reveals a strictly algebraic constraint,
which can be interpreted as a generalization of Ohm’s law formulated for of a concentrated non-
ideal electrolyte solution. In this way, the identification of the additional constraints allows for
the first time a thorough interpretation of the physical principals depicted in models describing
electroneutral diffusion in electrolyte systems. Further, with the detection of the high-index
behavior, this work identifies a possible cause for the difficulties reported, e.g., by Neubrand
(1999) and Newman and Thomas-Alyea (2004), in the context of the numerical treatment of ionic
mass transport models.

The low-index models resulting from index reduction have been further reformulated in order
to develop a compact representation for an efficient numerical treatment. The general idea for

this reformulation is to uncouple the conservation laws in the PDAE systems from the remaining
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4.4 Conclusions

model equations. This way, it has been possible to derive a novel reduced system of second-order
PDE disclosing the structure of a coupled system of parabolic and elliptic equations. To the au-
thor’s knowledge, this reduced PDE system describing the dynamic transport in an electroneutral
electrolyte rigorously has not been reported in prior work. It stands out, as it can be reliably
solved numerically in a MOL approach by applying standard discretization schemes and integra-
tors typically available in commercial modeling environments. Next to simulation studies, this
allows the use of the models in combination with optimization-based methods, e.g., for parameter
estimation or a model-based design of experiments approach, strictly requiring index-one PDAE
systems. Thus, the models provide an excellent basis for the development of a dynamic process

model of an entire ED plant addressed in Chapter 5.
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5 A dynamic process model of an

electrodialysis plant

This chapter introduces a dynamic process model allowing the description of ED processes op-
erated in dynamic mode. The rigorous dynamic description of the underlying transport in the
membranes and flow channels is based on the generic models systematically derived in Chapter
4. The specification of these models and their integration in the hierarchical structure of the
process model is presented in Section 5.1. The developed process model is specified in Section 5.2
to describe the lab-scale ED plant used for the experiments in Chapter 2. Further, this section
introduces important details concerning the implementation in a commercial modeling environ-
ment. In Section 5.3 it is demonstrated that the developed model can provide first important
insight into the dynamic process behavior and the underlying local transport phenomena. The
model prediction is compared in Section 5.4 to experimental data from both current-voltage and
desalination experiments. The primary objective of this comparison is to analyze whether the

model correctly describes important physical principles.

5.1 Hierarchical model structure and model components

The model developed in this chapter is tailored to establish a thorough quantitative relation
between the integral process behavior and the underlying local transport phenomena. Hence,
as a first objective the model has to describe all process components that are governing the
integral behavior of the process. This includes, next to the membrane module, process elements
encountered in a typical industrial setting such as storage tanks and pumps. To address the
complexity arising from the large number of different process components in the ED process, all
model components are organized in a hierarchical model structure. As a second objective the
underlying transport phenomena have to be described with high accuracy. Here, it is assumed
that the local variation in the transport processes is decisive along the main direction of the
electric field and the main flow direction in the flow channels. Hence, a two-dimensional dynamic
formulation is used to describe the local transport in both the membranes and flow channels.
The modular set-up of industrial ED plants (cf. Fig. 5.1) motivates the description of the
process by means of a hierarchical model structure as depicted in Fig. 5.2. On the highest
hierarchical level the models for the storage tanks are connected to one or a series of models
for an ED module. The latter is formed by aggregated sub-models for the electrodes, a single

CEM and a finite number of electrodialytic cells. Each model of an electrodialytic cell consists
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Figure 5.1: Structure of the modeled ED-plant operating in batch mode.

U, AER
X

of the models for CEM, concentrate, AEM and diluate. These sub-models will be referred to as
elementary model components in the following.

The description of the transport processes in the elementary model components is based on
the transport models introduced in Chapter 4. Specifically, the model describing transport in
a liquid electrolyte solution is specified in Section 5.1.2 to yield a rigorous description of the
transport processes in the spacer-filled channels; the model describing transport in the pseudo-
homogenous membrane phase is used as a basis for the development of the models for the CEM
and AEM. Before this specification of the elementary models, Section 5.1.1 introduces general
modeling assumptions. Section 5.1.3 describes the models for the remaining process elements,

i.e., tanks and working electrodes.

5.1.1 General modeling assumptions

To facilitate the simulation of the process model in established modeling environments with a

reasonable computational effort, the following simplifying assumptions are introduced:

e In the elementary model components, transport is rigorously described in the direction

orthogonal to the planar working electrodes z1 and the main flow direction in the channels
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5 A dynamic process model of an electrodialysis plant

4+ ED modul

Figure 5.2: Hierachichal structure of the developed process model (Johannink et al., 2010).

29 (cf. Fig. 5.1). Transport in xg-direction, corresponding to the depth of the channel, is
neglected.

e Any contributions of the excess volume of the solution V¥ to the total concentration are
neglected. This implies that the continuity equation for the volume-averaged velocity is

expressed as Eq. (4.66).

e The hydrodynamics in the spacer-filled channels are approximated using the film-theory

approach (cf. Section 5.1.2).

e The membrane is considered as a pseudo-homogenous polymeric material. Membrane

swelling resulting from the sorption of solutes is not considered.

e Due to the congruent set-up of the repeating ED cells, it is assumed that the physico-
chemical phenomena in all ED cells are identical. Correspondingly, the model rigorously

describes the transport in one cell and extrapolates the results to all cells in the module.

5.1.2 Spacer-filled flow channels and ion exchange membranes

The derivation of a two-dimensional description from the general three-dimensional transport
models introduced in Chapter 4 requires dimensional reduction with respect to coordinate zs.
After this reduction, the transport model for the pseudo-homogenous membranes (4.120) and
(4.121) is directly applicable in the process model to describe the AEM and CEM membranes. In
the transport model for the electrolyte solution (4.117)-(4.119) an appropriate description of the

hydrodynamics needs to be specified in addition to the dimensional reduction.
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Figure 5.3: Boundary layers with a thickness § and bulk phase according to the film-theory for the

spacer-filled flow channels.

Dimensional reduction

The dimensional reduction with respect to the xs-coordinate is formally obtained by integration of
the models and the introduction of appropriate averaged states. However, this process conserves
the original structure without introducing any additional source terms as integrational constants.
This is due to the fact that in zs-direction, corresponding to the depth of the ED stack, the
channels and membranes are sealed by impermeable gaskets. Correspondingly, all boundary

conditions for the extensive quantities in the model at xg or xf{ enforce a zero total flux.

Film-theory model

The general model describing transport in a liquid electrolyte solution is tailored to describe
the spacer-filled flow channel by specifying an appropriate representation of the hydrodynamics.
A rigorous description of the hydrodynamics, e.g., by the Navier-Stokes equations requires a
local resolution of the complex spacer geometry and is computationally demanding (cf. Chapter
6). A common simplification to describe the hydrodynamics adjacent to a rigid surface is the
introduction of the film-theory model (Taylor and Krishna, 1993, Visser, 2001).

The scenario resulting from the introduction of the film-theory approach for the spacer-filled
flow channels is illustrated in Fig. 5.3. Accordingly, two boundary layers with the thickness ¢ are
introduced separating the membrane and the bulk phase. In the bulk phase the hydrodynamics

va
vy

are described using a plug-flow assumption which implies 7z = 0. In the adjacent boundary

layers, the velocity in the xp-direction is considered to be negligibly small, i.e., vy = 0.

This simplifies the continuity equation for the volume-averaged velocity (4.66) in the left bound-
ary to
oY
== (5.1)
azl

bt (z2). Here, UZ?—IL'“"' (22) is the volume-averaged
—"1 "1

which is easily integrated yielding vg{ = v;“
1
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L,ch
Ty

velocity entering or leaving the boundary layer at 1 = . In a similar manner, the volume-

mz

averaged velocity in the right boundary layer is v2% = v’;“ Uch (z2).
1=%;

For the bulk phase, Eq. (4.66) is integrated over x;

U bulk U bulk
1'(1 ,U'U(l
1}2 d Ty =
T+ dxy 5.2
L bulk L bulk
yielding
ovl? 1
_ 2 va [ Ubulk _ va Lbulk
0=2r T —owr —tour {Uml ("Ll ’12) Uy (9”1 l2)]’ (5.3)
2z —
where 037 is the z1-averaged velocity in the xo-direction.

Summarizing the results of the film-theory model, vy} is described in the spacer-filled channels
by

pra Lo (TZ) , if IL chT < TL bulk’
T1=T]
,Dgtlz — 07 if ZEL bulkx < waulk (54)
va e (xz) , if IU bulkr < ”L‘UC’L.
1=y’

The second component of the volume-averaged velocity v is described by

5:;17 if I] L,ch T <@ Lbulk
0= %UT}:; + W Avye, if x{"buzkzl < le’b”lk7 (5.5)
1
Ve if z[{‘bﬂ'lkm < ;L‘?"Ch,
with
Avyl = [v;"l’ (x?b“lk, :m) — vyt <xf’bulk, xz)} . (5.6)

Egs. (5.4) and (5.5) are used to substitute Egs. (4.119) and (4.33) to tailor the general transport
model to the specific scenario of a spacer-filled channel.

The boundary layer thickness 0 depends on the mean velocity in the channel. To express this
dependence Taylor and Krishna (1993) consider the Sherwood number Sh as a dimensionless

boundary thickness which results in
heh

Sh = 5

for a spacer-filled channel of thickness h". Correlations for the Sherwood number in spacer-filled

(5.7)

channels have been identified by Isaacson and Sonin (1976) in the form
Sh =y 5 Scs RePs. (5.8)

Here, 1,5 and ps 5 are empirical parameters. The Reynolds number Re and Schmidt number Sc

are defined as

ch 1,ch
v h
Re = , (5.9)
v
and
v
Sc=—, 5.10
> (510)
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5.1 Hierarchical model structure and model components

respectively. Here, v is the empty channel velocity and Dy is the Fick diffusion coefficient of
a characteristic solute. As the latter corresponds to an additional parameter which is strongly

correlated with Py geitq, Eq. (5.8) is reformulated as
Sh = exp (p1,s + p2s Re). (5.11)
With Eq. (5.11) and (5.7), an explicit expression for the boundary layer thickness ¢ is found as
§=hMexp (—p1,5 — p2,s Re) . (5.12)
The boundary layer thickness is constrained by § < 0.5h". Hence, the expression on the right
hand side of Eq. (5.12) gives reasonable results for p; 5 + pa s Re > In (0.5 h“h).

5.1.3 Electrodes and plant periphery

The electrode model introduced in this section describes the physico-chemical phenomena as-
sociated with the electrode reactions. The model is based on the work of Visser (2001), who

successfully applied the model in the context of an ED process.

Electrode rinsing solution and electrode reactions

The working electrodes in the end plates of the ED-stack are continuously rinsed with electrode
rinsing solution (ERS). This solution typically corresponds to a concentrated aqueous sodium
sulphate solution. In this media, electrodes with an active platinum surface catalyze the reactions

at the anode and the cathode, respectively:

2 HyO — AHT+0y+4de”, ES .. =1229V, (5.13)
4HO+4e” — AOH +2MHs, EL hode = —0.828 V. (5.14)
Here, EO . and EO,, . are the standard electrode potentials related to the electrode reactions

at the anode and cathode, respectively (Visser, 2001).

The electric current [ is related by

e

I=dg /im drs, m € {anode, cathode} (5.15)

to the local electric current density at the electrode ', m € {anode, cathode}. Here, dg =
:Léj 71% is the depth of the rectangular electrode surface. The electric potential difference supplied

from the power supply is described by
U = R I 4+ neets Ueett + Uer (5.16)

as the superposition of an ohmic potential loss R I in the electrical circuit connecting the

power supply to the electrodes, a potential drop nces Ueen related to the transport in the system
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5 A dynamic process model of an electrodialysis plant

of electrodialytic cells and a potential drop U, related to the electrode reactions. The latter
corresponds to

Uer = Egnodg - Egat)wdc + Nanode — Neathode + RERS I-, (517)

where the overpotentials 7gn0de and Meathode can be described using the Tafel equation

Mk = am + b In (I),  m € {anode, cathode}, (5.18)

RPRS accounts for the potential drop

with the empirical parameters a; and b;. The resistance
resulting from the transport in the electrode rinsing solution and supplementary CEM membrane

adjacent to the cathode (cf. Fig. 5.2).

Storage tanks and pumps

The models for the concentrate and diluate tanks are based on n integral balance equations

0 (V Cout,k)

ot = Qin Ck,in + Quut Cout k> k=1,..,n. (519)

Here, V is the volume of the tank; Q;, and Q. are the volumetric flow rate of the in- and
outflow, respectively.

The mechanical power associated with the pressure drop over the stack Apt® is
PP = Qo Ap'. (520

For the prediction of the pressure drop Ap'® for a specific empty channel velocity v the model
(6.5), (6.25) and (6.26) can be used which is derived in Chapter 6.

5.1.4 Interface models and coupling of model components

The model components introduced in Section 5.1 are coupled by the introduction of appropriate
connection models. These models correspond to either simple identities relating extensive quanti-
ties or detailed models for the description of the physico-chemical phenomena in interphase layers.

The latter case is encountered in the description of the membrane-electrolyte interphases.

Electrolyte-membrane interphase

The membrane-electrolyte interphase is abstracted as an infinitesimally thin phase in which no
storage of extensive quantities occurs and no chemical reactions take place. With these assump-

tions, general surface balance equations
n- (U -0 =0, k=1,..,n, (5.21)

describe the conservation of extensive quantities across the interphase. Here, n is the local normal
vector at the membrane surface, U§ = Jj + cf v is the total flux in the electrolyte and Wj* = Ji*

is the total flux in the membrane phase.
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5.1 Hierarchical model structure and model components

Additional equations are introduced relating the intensive quantities, such as molar concentra-
tions ¢y, or the electric potential ¢, at the interphase. Here, the assumption of an electrochemical

equilibrium is introduced yielding
RTIn (W' ) + 2 F 6™ + V;p™ = RTIn (vi ) + 2 F ¢+ Vip®,  k=1,..,n, (5.22)

where the superscripts m and e refer to the membrane and electrolyte phase, respectively (Helf-
ferich, 1995). For strongly cross-linked ion-exchange membranes the swelling pressure II = p™ —p®
negligibly affects the equillibrium distribution (cf. Visser (2001)). Hence, it will be neglected in
the following.

Eq. (5.22) describes the distribution of charged and charge-neutral species in an equilibrium
state. For given intensive states for the electrolyte phase, Eq. (5.22) and the electroneutrality
condition (4.19) completely describe the intensive states in the adjacent membrane phase. The

resulting discontinuity in the electric potential ¢¢ — ¢™ is referred to as Donnan potential.

Connections between tanks, pumps and flow channels

The tank and the ED module are coupled by the identities

0= sznk’m + Q;’L‘;d“lﬂ’m, m € {con, dil}, (5.23)
0 = Qlankm 4 Qmedulem ) ¢ {con, dil}. (5.24)

Inside the ED module the processed solutions are equally distributed to the corresponding flow

channels as described by

QU™ = megus Q0™ m € {con, dil}, (5.25)
Q™™ = neens Qo™ m € {con, dil}. (5.26)

Here, Q"™ is the mean volumetric flow rate in the inflow plane in the channels. The mean

volumetric flow rate leaving the flow channel is related to the velocity in the outflow plane by

oy
h, 1 v
Qchim — o / v;g{zzzzg dzxy. (5.27)
oy
The concentrations in the tanks are coupled to the concentrations in the flow channels by the
identities
cfznkk’m = Copur, mE {con, dil}, k=1,..n, (5.28)
Lo“urt”zm =g me {con, dil}, k=1,..,n. (5.29)

Here, ¢';,, is the concentration at the channel inflow. The mean concentration ¢}, , in the channel
} !

outflow plane is given by

fL'i/Y
1
Chrout = " /Ck|22:zg dzy, m € {con, dil}, k=1,..,n. (5.30)
(&
L

Ty
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Electrodes - ED cell
The electrodes are coupled to the ED cells by the identities for the electric potential
¢a7mde = ¢|zl:zlL.CEM s (5.31)

gt = g, _vau (5.32)

The electric current densities at the electrodes 7217 € {cathode, anode}, are related to the

adjacent process components by

-cathode __ . =
ig = Deathode * il,,, _,L.cEM (5.33)
and
-anode __ : E
7’361 = Ngnode * llzlzzy’d” . (034)

Here, n,,, m € {anode, cathode} are normal vectors pointing into the corresponding electrode.

In normal operation the potential difference over the cell is prescribed by
Ucet = d)‘zl:zf,C‘EAl - QS‘II:ZY.:MI . (5.35)

If the power supply is switched off during operation, e.g., in desalination with a pulsed applied
current, Eq. (5.35) is substituted by
ignete = (5.36)

z1

enforcing zero current at the anode. In both scenarios the potential at the cathode is set to a
reference value, i.e.,

¢calhode —0. (537)

5.2 Problem specification and implementation

This section first presents details concerning the specification of the degrees of freedom and the
model parameters (Section 5.2.1) as well as important aspects of the implementation of the model
(Section 5.2.2).

5.2.1 Degrees of freedom and model parameters

The process model is adapted to the lab-scale ED plant by specifying the geometrical degrees of
freedom to the values given in Tables A.1 and A.2. For a comparison with specific experiments,
cells

the flow rate Q'@ the number of cells n

ot and initial concentrations cy s,k = 2,...,n — 1 are

specified as inputs and initial conditions, respectively, in accordance with the operational degrees
of freedom used in the experiment (cf. Chapter 2). In both types of experiments — current-voltage
and batch desalination experiment — the applied potential difference U is specified as a model
input. For the current-voltage experiments this specification corresponds to the potentiostatic

operation in the experiment. For the batch desalination experiments this specification does not
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coincide with an amperostatic operation. In this case, the experimentally measured voltage signal
is used in the simulation as a piecewise linear input trajectory.

To enable a qualitative comparison with experimental data, the model is parametrized using
either parameter values reported in literature or reasonable default values. The concentration-
dependent Maxwell-Stefan diffusion coefficients for the aqueous electrolyte solution in the flow
channels are described by empirical correlations developed by Visser (2001) as presented in Ap-
pendix B.4. The thermodynamic factors are calculated by the eNRTL model given in Chen and
Song (2004). The empirical dimensionless parameters in the correlation for the boundary layer
thickness are fixed in a first attempt to p; s = 0.2 and pas = 0.05. The concentration of the
charged functional groups in the membranes is approximated as ¢ = cpi; = 2000 ’:T‘Zl The spe-
cific charge number of these groups is specified as z; = 1 in the CEM and z; = —1 in the AEM.
The parameters for the Tafel equations (5.18) are given in Table B.4.

To the author’s knowledge, for the CMX and AMX membranes used in the experiments no
Maxwell-Stefan diffusion coefficients and Bromley interaction parameters have been reported (cf.
also Hogendoorn et al. (2001)). Hence, in a first attempt, the model is parametrized with parame-
ter values identified by Visser (2001) for Nafion 450 (DuPont Co., USA) and AW-09 (Solvay S.A.,
Belgium) IEM. For missing parameters default values are pragmatically used. The relevant con-
stant Maxwell-Stefan diffusion coefficients and Bromley interaction parameters are summarized
in Tables B.5 and B.3.

A parameter with significant uncertainty is the resistance of the transport in the electrode
rinsing solution R"RS. Hence, the parameter is manually adjusted for a first current-voltage
experiment with NaCl solution (Exp. 1in Tab. A.7). For RFRS = 0.8 an acceptable agreement

is found between the model prediction and the experimental data (cf. Fig. 5.11 a).

5.2.2 Implementation

The process model is implemented in the modeling environment gPROMS (Process Systems En-
terprise, 1997-2009). The model for the flow channels (4.117), (4.121), (5.4) and (5.5) is semi-
discretized using central finite differences in the z1-direction and backward finite differences in the
xg-direction. For the implementation of the membrane model (4.120) and (4.121) central finite
differences are used to discretize differential operators with respect to both coordinates. The re-
sulting systems of differential-algebraic equations (DAE) are solved using the implicit integrator
DAsolve in gPROMS.

The eNRTL and the empirical model for the Maxwell-Stefan diffusivities are based on bulky
algebraic models. To simplify the use in a dynamic simulation, these models are implemented in a
stand-alone software tool. The coefficient matrices Q (c), k = 3, ...,6, in the sub-models for the
channels and membranes are derived symbolically from its definitions (4.107), (4.108), (4.112) and
(4.113). The required symbolic computations are carried out in Maple (Maplesoft, 2005-2014).
Here, the resulting explicit symbolic expressions for Q (¢), k = 3,...,6, are exported as C-code

and embedded in the stand-alone software tool for the physico-chemical properties. In a dynamic
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simulation this software tool is coupled to gPROMS in the form of a dynamic link library.

5.3 Model-based analysis of dynamic transport effects

In this section it is analyzed to what extent the developed model can support the investigation of
the dynamic transport processes in the electrodialysis stack and in particular the open questions
which emerged in the course of the experimental analysis in Chapter 2. In a first step, this
evaluation of the capabilities of the model is restricted to a conceptual level where it is assumed
that the model is parametrized with accurate parameter values. A comparison with experimental
data is presented in Section 5.4.

In Section 5.3.1 it is investigated in which way the model can relate the characteristic shape
of the current profile after a pulse in the applied potential difference (cf. Section 2.3) to the
underlying transport mechanisms. In this context, the predicted dynamic response of a simulated
current-voltage experiment is analyzed by investigating the temporal evolution of the predicted
local phenomena after the pulse. This allows a first assessment of the contributions of the local
phenomena to the characteristic shape of the dynamic current trajectory. On this basis, the
distinct contributions of the local phenomena in the membranes and flow channels are investigated
in more detail in Section 5.3.2. Here, it is shown in which way the dynamic behavior of effective
transport resistances of the different components can be thoroughly discriminated in the model
prediction. This analysis is motivated by the substantial uncertainty currently associated with
the discussion (cf. (Malek et al., 2013, Mishchuk et al., 2001a) and Section 2.6.3) concerning the
effect and the origin of the dynamic process behavior.

Finally, in Section 5.3.3, the model prediction is investigated in order to assess to what extent
the model can support the investigation of the effect of a pulsed applied current on the competitive
transport of C1~ and SOj~ ions in a desalination experiment with multi-salt solutions. Here, the
analysis targets at the identification of mechanisms resulting in the significant effect of the pulsed
operational mode to the competitive transport. This is of specific relevance, since this effect has
been investigated in experimental studies only (cf. Section 2.6.3) and no theoretical explanation

is available yet.

5.3.1 Dynamics in pulsed-current electrodialysis

The dynamic response to a pulse in the applied potential difference is investigated in a simulated
current-voltage experiment with NaCl solution. Here, the applied potential difference U is in-
stantaneously increased at the beginning of the simulation experiment (¢t = 0s) from U =0V to
U =7V (cf. Fig. 5.4 a). The predicted current I is shown in Fig. 5.4 b and is characterized by
the characteristic peak relaxing to a steady state value. This transition is almost finalized after
approx. 10 s, which is in good qualitative agreement with the time-scales identified in Section 2.3.

The developed model allows to investigate this dynamic response by visualizing the local trans-
port processes in the ED cells. The predicted local distributions of the concentration of sodium

ions cy,+ in the concentrate, AEM, diluate and CEM are shown in Fig. 5.5. In the concentrate
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6 3 —
=4 2
2 1
00— 0
0 10 20 30 0 10 20 30
time [sec] time [sec]

Figure 5.4: Applied pulse in the applied voltage difference U (a) and simulated current profile I (b).

flow channel concentration profiles develop which are characterized in the width of the channel
— along the zj-coordinate — by a significantly increased concentration at the membrane surfaces.
Along the length of the channel the xg-coordinate the concentration increases as a result of
the net inflow of ions from the IEM. In the diluate channels the concentration profiles illustrate

the depletion of ions towards the membrane surfaces as well as along the xs-coordinate.

In both AEM and CEM curvilinear concentration profiles develop over time at different con-

centration levels: In the entire CEM the concentration of Na* ions exceeds the concentration

mol
m3

of negatively charged fixed functional groups cg;; = 2000 in the membrane material. This is
an important requirement for the physical plausibility of the model as the negative space charge
associated to the fixed functional groups has to be balanced to fulfill the electroneutrality con-
dition. In the AEM the concentration is significantly below the concentration in the adjacent
flow channels illustrating the exclusion of Na* ions by the positively charged funtional groups
in the AEM. In both membranes the concentration gradients across the membrane increase sig-
nificantly along the xa-coordinate resulting from the increasing concentration differences between

the adjacent diluate and concentrate channels.

Comparing the concentration profiles at ¢ = 10 s and ¢t = 30 s only marginal differences are found
for both the diluate and concentrate, whereas significant differences are apparent in the profiles
for the membranes. This illustrates that diffusive transport in the flow channels is significantly
faster in comparison to the transport in the IEM. This is in agreement with the significantly larger
diffusivities in the liquid electrolyte phase. Further, this behavior gives rise to a first reasoning
concerning the effect of the local phenomena to the integral dynamic process behavior. As the
current trajectory is nearly constant after ¢ = 10 s (cf. Fig. 5.4 b), the pronounced variation of the
concentrations in the membranes between ¢ = 10 s and ¢ = 30 s is apparently of minor importance
for the integral process behavior. Hence, the concentration gradients in the membranes do not
significantly affect the behavior of the overall process.

The predicted local distributions of the electric potential ¢ in the concentrate, AEM, diluate
and CEM are shown in Fig. 5.6. All profiles at t = 0s are characterized by a constant electric

potential along the xs-coordinate and a linear decrease along the zj-coordinate. The slope of
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Figure 5.5: Simulated concentration profiles of sodium ions cp,+ in the concentrate, AEM, diluate
and CEM at ¢t = 0s, t = 10s and ¢ = 30 s after applying a stepwise increase in the applied potential

difference.

this linear decrease is significantly larger in the AEM, diluate and concentrate when compared to
the profile in the CEM. These differences are in agreement with the significantly larger diffusion
coefficients in the CEM. For ¢ = 10s and t = 30 s, the profiles of the concentrate and the CEM

show a significant variation along the xg-coordinate. In the CEM this variation even exceeds the
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variation along the z1-coordinate. The profiles in the diluate and the AEM are still characterized
by a nearly linear decrease along the x1-coordinate while showing only a small variation along the
x9-coordinate.

The nearly identical potential profiles found for ¢ = 10s and ¢ = 30 s indicate an apparently
weak interaction of the potential and the concentration profiles in the membranes. This reveals
that the transport of the ionic species in the membranes is governed by migration induced by the

electric field, rather than diffusion governed by concentration gradients.

5.3.2 Discrimination of transport resistances

The predicted dynamic behavior shown in Fig. 5.4 is analyzed further on, in order to illustrate
the individual contributions of the membranes and flow channels to the total energy dissipation
in the ED stack. Here, the prediction of the developed model provides valuable information by
giving insight into the local profiles of the electric potential loss across the elementary components.
From these profiles, the mean electric resistance of the diluate and concentrate flow channels is

determined by

zr[/d

2
11
R'(t) = onk / ¢‘zlzw§“ - ¢\Z1:I]L,l dzg, i € {concentrate, diluate}. (5.38)
L,i
Lo

The mean electric resistances of the membranes are defined as

SGABM
m 11
Ripu(t) = mi (Mm:wf"m - ¢|zl:zlll,<:::h, dzs (5.39)
eLABM
and LUCEM
11
RTCHE]\/[(t) = m? / Qﬁ‘ml:mlL,con — d)‘zl:xgl,dlz d.LQ (540)
L CEM
Ty

According to definitions (5.39) and (5.40), the Ry, (t) and R’{p,,(t) include the transport
resistances associated with both electrolyte-membrane interfaces and the transport inside the
membrane material. The mean resistance resulting only from the transport inside the membrane
is

T1=T]

Ui
Ty
11 .
Rljransl®) = 1057 / O,y _vi — O, _pades, i€ {AEM, CEM).  (541)
L.i
To

The resistances associated solely with the membrane-electrolyte interfaces then correspond to
Rp(t) = R (t) — Riyans(t), i€ {AEM, CEM}. (5.42)

The predicted dynamic behavior of the resistances R}*, i € {concentrate, AEM, diluate,
CEM} are shown in Fig. 5.7 a. The profiles for AEM, CEM and diluate are characterized
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Figure 5.6: Simulated electric potential profile ¢ in the concentrate, AEM, diluate and CEM at ¢t = 0's,

t =10s and t = 30 s after applying a stepwise increase in the applied potential difference.

by a transient increase before settling after approx. 10s into a plateau. The resistance of the

concentrate decreases slightly to a steady state significantly below the resistances of the remaining

process components. The increasing and decreasing resistances found for the diluate and concen-

trate, respectively, is in good accordance with the temporal depletion or concentration of ionic

species shown in Fig. 5.5.
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Figure 5.7: Predicted dynamic behavior of the mean electric resistances a) R", ¢ €
{concentrate, AEM, diluate, CEM}, b) Ripy .k € {IF,trans} and c) Rfipy .,k €
{IF, trans} after the stepwise increase in the potential difference.

When compared to the variation in the profiles of the flow channels, the total variation of
the resistances in the IEM is significantly more pronounced. To further analyze this pronounced
transient behavior in the membranes, Fig. 5.7 b and ¢ show the profiles of the mean resistances
in the membranes R, the underlying contributions of the interfaces R} and the transport
i€ {AEM, CEM}. Here the contributions associated with the

show a nearly time-invariant profile. This indicates that solely the contributions

. - M
inside the membranes R}},,,,

m
i, trans

transport R,
R["p influence the transient behavior of the total membrane resistance Ry significantly. The
fractions of the two contributions to the total resistance differ in AEM and CEM strongly. Whereas
in the CEM the contribution of the transport Rfig s 4,5 is very small, R7p, 4., dominates
the total resistance of the AEM. This is in agreement with the profiles of the electric potential ¢
in membranes illustrated in Fig. 5.6 and can be related to the significantly higher diffusivities in
the CEM.

The dynamic process model further allows an assessment of the different resistances for the batch
desalination experiments conducted in Chapter 2. To this end, a simulation study is conducted
with inputs and initial conditions corresponding to Exp. 3 in Table A.9 (cf. Sections 2.4.1 and
5.4.2). Fig. 5.8 a shows the predicted mean resistances Rj* for the desalination experiment
operated with a constant applied current of I = 1 A. The resistances of the AEM and CEM
increase with a nearly linear slope in the first 4800s of the experiment. In this period, the
resistances of the diluate and concentrate increase and decrease with a significant smaller slope,
respectively. At the end of the experiment the resistances in the AEM, C EM and diluate increase
strongly showing a strongly nonlinear profile.

Fig. 5.8 b and c illustrate the contributions of the interface R}, and the transport inside
to the total resistances of the membranes R}*, i€ {AEM, CEM}. The

contributions of the transport in the membrane R, .. are nearly invariant in the course of the
.

w3
the membrane R},

experiment. Hence, the significantly increasing resistances in the membrane at the end of the

experiment solely result from the increasing resistances of the membrane-electrolyte interfaces
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Figure 5.8: Predicted dynamic behavior of the mean electric resistances a) R*, i €
{concentrate, AEM, diluate, CEM}, b) Ripy,, k € {IF, trans} and c) Riipy .. k €
{IF, trans} in the batch desalination experiment 3 in Table A.9 (cf. Sections 2.4.1 and 5.4.2)
with a constant applied current of I =1 A.

m
i I

5.3.3 Competitive transport in pulsed current experiments

In addition to the information concerning transport resistances, the developed model gives first
insight into the mechanisms of the competitive transport of C1~ and SOj~ ions in the ED process
operated with a pulsed applied current. To illustrate the insight provided by the model, two
simulations are carried out with inputs and initial conditions specified in accordance with Exp.
1 and 3 in Table A.8 investigating the batch desalination of NaCl — Na2SO, solution operated
with either a constant or pulsed applied current of I = 2 A (cf. Sections 2.6.2 and 5.4.2). As a

quantitative measure for the selective transport the predicted mean transference number at the

interface between the AEM and diluate channel, i.e., 21 = x?’AEM, is introduced as
mU.AE}VI
1 FJM
) =5 k dre, ke {Cl™, SO }. 5.43
= Fo| e Ke (01 S0F) (543
b ABM =

Here, J;' is the flux density and ¢** is the current density in the x;-direction. The transference
numbers t7", k € {Cl~, SO?[}, indicate the number of moles of ions ¢ transported per mole of
transported electrons (Strathmann, 2004).

Fig. 5.9 illustrates the predicted mean transference numbers t{* for the two batch desalina-
tion experiments. In the experiment operated with the constant applied current ¢, _ is initially
significantly higher than tg}o2, (cf. Fig. 5.9 a) indicating that the charge transport is initially

4
dominated by chloride ions. In the course of the experiment ¢, decreases monotonically while
t""
503~
rent a similar trend is found, however, superimposed by significant transient effects within the

increases until the profiles intersect after approx. ¢ = 1300s. For the pulsed applied cur-

pulse intervals (cf. Fig. 5.9 b). This transient behavior after the stepwise increase in the applied
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Figure 5.9: Predicted dynamic behavior of the mean transport numbers ¢}, k € {SO3~, C1~} in the
AEM during the desalination experiments with a) constant and b) pulsed applied current of I = 2 A.

c) shows the predicted #}” in a single pulse interval.

current is illustrated in more detail in Fig. 5.9 ¢ showing the predicted ¢{%; _ and tgLOQ, profiles for

m
502
beginning of the pulse interval before steadily declining after a maximum at approx ¢t = 7s. The

4
only one pulse interval. The transient for ¢ is characterized by a significant increase at the

4 m
transient for ¢y

dynamic behavior can explain the decreasing selectivity for chloride ions found in the experiments

shows the opposite trend with a minimum at approx. ¢t = 7s. This predicted

with pulsed applied current (cf. Sections 2.6.2).

5.3.4 Discussion

The results presented in Section 5.3.1 illustrate the significant amount of information available
in the fine temporal resolution of the local transport phenomena. The two-dimensional spatial
resolution of the phenomena enables a thorough comparison of local variations occurring in the
length of the channel and polarization phenomena taking place orthogonally to the membranes.
This extends the insight obtained from a one-dimensional description of the transport processes
as used by Kraaijeveld et al. (1995) and Visser (2001) significantly. The thorough dynamic
description provides for the first time detailed insight into the temporal evolution of the local
transport processes.

As shown in the discussion in Section 5.3.2, the prediction of the local transport processes
gives rise to a large amount of information concerning the distinct transport resistances in the
membranes and flow channels. By this means the model strongly supports a rigorous assessment
of the contribution of the distinct elementary components to the overall process performance.
The accurate temporal resolution of the developed model can particularly contribute to obtaining
pronounced insight into the effect of a transient operation on the individual transport resistances.
Such an assessment has not been possible with the previously reported process models (Kraaijeveld
et al., 1995, Visser, 2001) because quasi-stationary transport models were used.

In Section 5.3.3 it has been illustrated in which way the model can be used to investigate the
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effect of a pulsed applied current on the competitive transport in multi-salt solutions. To this
end, particularly the temporal resolution of the fluxes transported across the membranes, which
cannot be thoroughly determined from the experiments conducted in Chapter 2 (cf. Section 2.6.3),
provides important information.

In summary, in this section it has been shown that the developed model can provide valuable
information for the investigation of the dynamic transport in ED processes. As illustrated, the
mechanistic model formulation directly allows the investigation of important aspects concerning
the qualitative process behavior.

For a thorough quantitative model-based analysis the accurate parametrization of the model
is an important prerequisite. The identification of model parameters, particularly the Maxwell-
Stefan diffusivities or the parameters in the activity coefficient models in the membranes, requires
data from tailored experiments as developed by Visser (2001). The identification of such param-
eters from integral measurements as available from the experiments in Chapter 2 is not possible.
In such an approach the missing information concerning the local phenomena prevents the unique
identification of the large number of parameters. However, the data obtained in Chapter 2 provide
a good basis for a first experimental evaluation of the integral process behavior predicted by the

model.

5.4 Comparison with experimental data

In this section the prediction of the developed model is compared to data from current-voltage
(Section 5.4.1) and batch desalination experiments (Section 5.4.2) with aqueous NaCl and
NaCl — NaySOy solutions. The primary scope of this comparison is the experimental evalu-
ation of the qualitative process behavior and the physical plausibility of the principles depicted in
the model. Further, it allows a first assessment of the quantitative prediction error for the roughly

parametrized model.

5.4.1 Current-voltage experiments
NaCl solution

Fig. 5.11 a shows the measured and predicted current trajectory resulting from the manual
adjustment of ohmic resistance in the electrode compartments to R¥F5 = 0.8 Q for Exp. 1 in Tab.
A7 (cf. Section 5.2.1). In this comparison a very good agreement is found in particular for currents
I > 2A. The model prediction is compared against additional current-voltage experiments with
varying inlet concentrations and flow rates (Exp. 2-9 in Tab. A.7, ¢f. Section 2.3) in Fig.
5.11 b-i. Here, a good agreement is found for the experiments with the highest concentration
enact = 19229 operated at flow rates of Q = 1.61 107> "’Tz and Q = 0.8-107° ng (cf. Fig.
5.11 d and g). For the remaining experiments the model generally predicts a current I which is
significantly higher than the measured current profile. Despite these deviations, a good qualitative

agreement is found with respect to the limiting behavior observed in the current profiles in Figs.
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Figure 5.10: Comparison between measured and simulated current profiles for current-voltage exper-

iments with varying concentrations and flow rates.

5.11 ¢, f, h and i. Here, both the measured and the simulated profile show a curvilinear trend
towards a finite limiting current.

Further, a good qualitative agreement is found for nearly all experiments with respect to the
dynamic response after the discontinuous increase in the applied potential difference. Here, the
predicted and measured current profiles show a characteristic peak, before settling to a steady
state plateau. The decreasing size of the peak with increasing concentration and increasing flow
rate is seen in good agreement in both the measured and the predicted current profile.

In Fig. 5.11 the model prediction is compared to a series of experiments with a varying number
of cells neey in the stack (Exp. 1, 11 and 12 in Table A.7, ¢f. Section 2.3). For ng = 10 and

103

https://dol. 1P 218.73.216143, am 02.02.2026, 07:37:24, geschiltzter Inhalt.
tersagt, m mit, fr oder in Ki-Syster



https://doi.org/10.51202/9783186949035

5 A dynamic process model of an electrodialysis plant

a) c)
3 3
£° <? :
1 exp. 1 |
- sim.
0 0 o
0 200 400 600 0 100 200 300 0 100 200
time [sec] time [sec] time [sec]

Figure 5.11: Comparison between measured and simulated current profiles for current-voltage exper-

iments with a) ney = 14, b) neey = 10 and ¢) neey = 6.

Neel = 6, the predicted current I is significantly lower when compared to the measurements.
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Figure 5.12: Comparison between measured and simulated current profiles for current-voltage ex-

periments with NaCl — Nas SO, solution for volumetric flow rates of a) Q = 2.5-107° % b)
_ —5 m? _ —5 m?

Q=16-10"""andc) Q@ =0.8-107> ",

Fig. 5.12 shows a comparison of the model prediction for the current trajectories measured for
NaCl—NayS0, solutions for volumetric flow rates of a) Q = 2.5-107° mT,g, b)Q =1.6-107° ng and
c)Q=08-10"7° % (Exp. 1-3 in Table A.6, cf. Section 2.3). At the highest volumetric flow rate a
significant deviation between prediction and measurement is seen for the qualitative pattern of the
current profile (cf. Fig. 5.12a). Here, the peaks in the predicted dynamic response are significantly
more pronounced when compared to the measured data. This qualitative deviation is not seen
for the remaining experiments where the limiting behavior is observed in both measurement and
prediction. The characteristic current peak in the dynamic response to the stepwise increase in

the applied potential difference is significantly larger in the predicted profile.
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5.4 Comparison with experimental data

5.4.2 Batch desalination experiments

NaCl solution

The prediction of the developed process model is compared to data of batch desalination exper-
iments with an applied current of I = 3A, I = 2A and I = 1 A (Exp. 1-3 in Table A.9) in
Fig. 5.13. A good agreement is found in all experiments for the predicted and measured current.
Here, a nearly constant current is predicted at the beginning of all experiments. Subsequently
the current increases monotonically to values slightly above the constant current values applied
in the experiments. The predicted concentration profile in the experiments operated with I = 3 A
and I = 2 A deviate slightly from the measured profiles. Only a very small deviation is found

between the predicted and the measured concentration profiles in the experiment with I =1 A.
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Figure 5.13: Comparison between measured and simulated current and concentration profiles for the

desalination of NaCl' solution with applied currents of I = 1A, [ =2 A and I = 3 A.

A comparison between the model prediction and measured data for experiments with a pulsed
applied current of 2 A with pulse rates of 10s, 30 s and 60 s (Exp. 12-14 in Table A.9) is shown
in Fig. 5.14. The predicted current significantly exceeds the 2 A applied in the experiments. For
the pulse-rates of 30 s and 60 s the predicted current rises in each interval monotonically towards
a maximal value. In contrast to this, a slight monotonic decrease is found in the predicted
current profiles for the pulse-rate of 10 s. The predicted concentration profiles are characterized

by distinct plateaus which are not resolved in the measured concentration data. Further, for the
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pulse-rates of 30 s and 60 s the predicted decrease in the NaCl-concentration is significantly faster

than apparent in the measured profiles.
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Figure 5.14: Comparison between measured and simulated current and concentration profiles for

pulsed applied currents with pulse-rates of 10s, 30 s and 60 s.

In Fig. 5.15 the model prediction is compared to the experimental data of the solar ED exper-
iment (Exp. 22 in Table A.9, cf. Section 2.5). Here, a good agreement is found for the measured
and predicted concentration profiles. In the entire experiment, the current is predicted signifi-
cantly higher in comparison to the measured data. Whereas at the end of the experiment the
predicted shape of the current profile deviates from the constant values applied in the experiment,

a very good agreement is found here in the first 800 s of the desalination run.

NaCl-NasSO, solution

Fig. 5.16 shows a comparison of the model prediction with the desalination experiments of
NaCl — NaySO, solutions with a constant applied current of I =14 and I =2 A (Exp. 1 and
2 in Table A.8). For the experiment with / = 1 A a good agreement is found for the predicted
concentrations of the ionic species ¢, 502 and cy,+ and the experimental data. In particular,
the predicted competitive transport between the two anions Cl1~ and SOZ’ is in good accordance
with the measurements. Larger deviations are found for the predicted concentration profiles in

the experiment with I = 2 A. Here, the predicted decrease of the ionic species is significantly
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Figure 5.15: Comparison between measured and simulated current and concentration profiles for solar

ED experiments.

faster than apparent in the measured data. For both experiments, the predicted current shows

a slightly curvilinear trend with a moderate deviation from the constant current applied in the

experiment.
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Figure 5.16: Comparison between measured and simulated current and concentration profiles for con-
stant applied currents of T = 1A and I =2 A.

A comparison of the model prediction and data from an experiment for the desalination of

NaCl — NaySOy solution with a pulsed applied current (Exp. 3 in Table A.8) is shown in

Fig. 5.17. The qualitative trend of the predicted concentrations is in good accordance with the
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measured data. The predicted current shows a moderate deviation from the current trajectory

prescribed in the experiment by increasing monotonically in the course of the desalination run.

cr |+ cr
> SO0

e 0 E 100
g E
= 20 ‘s 50 )
(5] UZ
0 0
0 2000 0 2000
time [sec] time [sec] time [sec]

Figure 5.17: Comparison between measured and simulated concentration profiles for the ionic species

cl-, SOE’ and Nat and the electric current for experiments with pulsed applied current of I =2 A.

Discussion

In the comparison between the model prediction and data from current-voltage experiments the
model is found to describe the qualitative behavior of the ED plant satisfactorily. In particular,
the predicted dynamic response to the stepwise increase of the applied potential difference shows
a similar shape in comparison with the measured profiles.

Similarly, the comparison with batch desalination experiments results in an appropriate qualita-
tive agreement of the model prediction and experimental data. A moderate systematic deviation
is found in all predicted current profiles in the form of a monotonic increase in the course of
the experiment. The patterns of the measured concentration profiles are nicely reproduced by
the model. In particular, the competitive transport of C1~ and SOZ’ ions in the desalination of
NaCl — Na2SOy solutions is satisfactory.

Despite this good qualitative agreement, in a strict quantitative comparison significant devi-
ations are found between the model prediction and experimental data. An attempt to identify
the cause of these deviations on the basis of the available integral experimental data is not ex-
pedient as multiple factors can have an important effect here. First, the rough parametrization
of the membrane and electrode models certainly influences the model accuracy. An additional
important aspect is the strongly simplified description of the hydrodynamics by the film-theory
approach. Here, no thorough information is available from prior works to approximate the re-
sulting model error in particular for a transient operational mode. Last, the consequences of the

missing resolution of secondary transport mechanisms cannot be rigorously assessed.

5.5 Conclusions

In this chapter a dynamic process model of an ED plant has been developed. The model handles
the complexity arising from the modular set-up of ED processes by means of a hierarchical model

structure. This allows the use of the model for distinct industrially relevant process configurations
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with multiple modules operated in either batch or continuous mode. Common limitations of
process models developed in prior works (Kraaijeveld et al., 1995, Neubrand, 1999, Visser, 2001)
result from the description of the underlying transport by a quasi-stationary one-dimensional
transport model. For the first time these limitations are overcome by the process model developed
in this work as it describes the ionic mass transport in the flow channels and ITEM by means of
a dynamic two-dimensional transport model. By this means, the model allows the model-based
description of ED processes operated in transient mode for the first time in a rigorous manner.

Further, the model incorporates non-idealities in the form of activity coefficients or thermo-
dynamic factors which have been commonly neglected in privious work. That way, the model
is applicable to the description of ED plants processing concentrated multi-salt solutions. The
thorough analysis and reformulation of the underlying transport models in Chapter 4 facilitates
the implementation of the process model in a commercial modeling environment and does not re-
quire tailored numerical methods. By this means, the model can be directly used with established
model-based methods, e.g., for the estimation of model parameters, the design of experiments or
the optimization of the process design.

In Section 5.3 it is demonstrated that the model can strongly support the investigation of the
process dynamics with respect to the underlying principles. In this context it is illustrated how the
model can contribute to thoroughly discriminate phenomena occurring either in the membranes,
the flow channels or the membrane-electrolyte interfaces. Further, it is shown that the model
prediction provides insight into the effect of a pulsed applied current on the competitive transport
of Cl7- and SOj -ions (cf. Gurtler et al. (2008) and Section 2.6.3). This is of specific relevance
since no thorough theoretical approach describing the underlying mechanisms is available yet.

The model prediction is compared in Section 5.4 with integral experimental data obtained in
Chapter 2. Although the model is roughly parametrized (cf. Section 5.2.1), the comparison
for both current-voltage and batch desalination experiments shows good qualitative agreement
(cf. Section 5.4.2). In particular, the temporal scales and the characteristic shape found in the
experiments are predicted by the model satisfactorily. To the author’s knowledge no prior work
has reported a mechanistic model capable of describing the dynamic response with a comparable
qualitative agreement.

For the reduction of the — in parts — significant deviations between the model prediction and
experimental data, two major tasks can be identified. As a first task, the model parameters
for the membranes and working electrodes are to be rigorously identified for the specific devices
considered in this work. For this purpose, tailored methods, as e.g. used by Visser (2001), can
be applied, which are based on distinct steady-state experiments. In addition, for this purpose
dynamic experiments can be developed now as the dynamics of the transport process are rig-
orously considered in the novel transport models developed in this work. It has been shown in
different application contexts, e.g., in the identification of reaction kinetics (Brendel et al., 2006)
or liquid-phase multi-component diffusion coefficients (Bardow et al., 2003), that the use of dy-
namically operated experiments increases the information content in the resulting experimental

data significantly.
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The second task concerns the evaluation of the simplified description of the hydrodynamics
in the spacer-filled flow channels by the film-theory model. To the author’s knowledge no prior
studies have thoroughly investigated the loss of physical information associated with this approx-
imation of the three-dimensional transport phenomena. This is of specific relevance for processes
operated in a dynamic mode since it can be expected that the polarization strongly depends
on the dynamic input trajectories. Further, the approach does not resolve secondary transport
mechanisms which are considered to affect the transport in the membrane-electrolyte interphase
significantly (Urtenov et al., 2013, van Pham et al., 2012). Another major drawback of the film-
theory approach is the missing resolution of the spacer geometry. This requires the identification
of distinct empiric parameters for the description of the models for the polarization film thick-
ness and the pressure drop for distinct spacer geometries. Further, the missing three-dimensional
resolution prevents the investigation of the effect of geometric design parameters on the pro-
cess performance. This second task is addressed in Chapter 6 as a first step of current research

activities aiming at the development of a fully three-dimensional model of an ED module.
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This chapter addresses the development of a three-dimensional model of the flow channels and
the effect of the spacer geometry on important performance measures of ED processes. To this
end, Section 6.1 summarizes recent activities focusing on the development of a software tool for
the coupled simulation of the hydrodynamics and ionic mass transport in spacer-filled channels.
A central element of this tool is a hydrodynamic model based on the Lattice-Boltzmann Method
(LBM) allowing for the simulation of the complex flow-fields in a reasonable time-frame on high
performance computers. This code is used in the remainder of the chapter to investigate the
pressure drop in the flow channels as an important design objective for industrial ED processes.
In Section 6.3 the prediction of the LBM is evaluated with experimental data. The validated LBM
is used in Section 6.4 as a predictive tool to simulate the pressure drop for arbitrary woven and
non-woven spacer geometries. The resulting simulated data provide the basis for the identification
of semi-empirical models for the prediction of the pressure drop in the entire space spanned by
the geometric design parameters. Details concerning the methods used for the experiments, the
hydrodynamic simulations and the model identification are introduced in Section 6.2. Elements

of this chapter have been published previously in (Johannink et al., 2015)!

6.1 Towards an integrated description of hydrodynamics and ionic

mass transport

As evident from the results of the experimental study in Chapter 2 and the discussion in Section
1.1.2 the spacer geometry significantly effects important design objectives of industrial ED pro-
cesses. The quantification of these effects in a model-based analysis requires an adequate resolution
of the spacer geometry in the simulation model. The two- or three-dimensional representation
of spacer structures has become a standard procedure in the simulation of the hydrodynamics
in spacer-filled channels with commercial CFD tools (cf. Section 1.3.1). The integration of the
hydrodynamic studies with a rigorous description of the ionic mass transport is significantly less
studied.

The isolated analysis of either the hydrodynamics in CFD studies or ionic mass transport in
simplified process models constitutes a major limitation for the development of a thorough insight
into the transport phenomena in ED processes. This particularly corresponds to an analysis

accounting for secondary transport effects since these effects originate from the interaction of

'In Johannink et al. (2015) an error occurred in the description of the results published in this chapter. An

corrigendum (Johannink et al., 2016a) has been issued correcting the error in the description.
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the hydrodynamics and the ionic mass transport. The fact that secondary transport effects can
have a significant effect on the transport in the membrane-electrolyte system has been shown by
Urtenov et al. (2013) and van Pham et al. (2012) who reported results of a coupled simulation of
the hydrodynamics and ionic mass transport in a small empty flow channel.

Recent research activities (Johannink et al., 2011, Masilamani, 2012, Zudrop et al., 2014) focused
on the development of mathematical models and appropriate numerical methods for the integrated
description of the complex hydrodynamics and ionic mass transport in spacer-filled flow channels.
The final objective of this work is the simulation of the transport processes in geometries typically
encountered in industrial processes. The resulting high computational effort is addressed by the
implementation of the methods in highly scalable software allowing the use of high performance
computers with a large number of processors.

The demand for a high scalability is taken into account by expressing the models for the
hydrodynamics and diffusive mass transport in the framework of the LBM. Briefly, the LBM
corresponds to an efficient numerical scheme for the solution of the Lattice Boltzmann equation
which is a discrete representation of the rigorous Boltzmann kinetic equation. Without considering
technical details, it has been shown, that in the macroscopic limit the solutions of the Lattice
Boltzmann equation for a single molecular species and the Navier-Stokes equations (4.32) coincide
(Bernsdorf et al., 2003, Chen and Doolen, 1998). In detailed theoretical and numerical analyses
Zudrop et al. (2014) have shown that the solution for a system of Lattice Boltzmann equations of
multiple molecular species is in the macroscopic limit identical to the solution of a coupled system
formed by the Navier-Stokes (4.32) and Maxwell-Stefan equations (4.20).

Efficient implementations of a single-species LBM approach and the multi-species LBM ap-
proach developed by Zudrop et al. (2014) are available in the open source solver MUSUBI (Hasert
et al., 2013 // 2014) which is part of the software package APES (Roller et al., 2012). In this
framework the multi-species LBM approach has been successfully tested for the description of ionic
mass transfer in liquid electrolytes. Here, the approach has been coupled with Poisson’s equa-
tion (4.18) to describe the propagation of the electric field. The single-species implementation of
the LBM has been used by Masilamani (2012) to investigate the hydrodynamics in spacer-filled
channels. Here, the solver MUSUBI has proven to be an effective tool for large-scale hydrody-
namic simulations in a reasonable time-frame. However, an evaluation of the LBM prediction in
a comparison with experimental data is still missing.

With the developed simulation tool it is possible to quantify important design objectives, as
the pressure drop in the channel or the local shear stress, for a given spacer geometry in a straight
forward manner. By this means it provides a valuable tool in a design process aiming at the
identification of a well-performing spacer geometry. However, this task remains challenging as the
commonly used spacer geometries can be modified by a large number of design parameters. Hence,
to efficiently examine the multi-dimensional space spanned by the design parameters, systematic
methods are required. Further, the resulting information concerning the design objectives in the
design space needs to be organized in an efficient manner. For this purpose it has shown efficient

to represent the simulated design objectives in simple algebraic models (cf. Section 1.3.1).
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This work makes two important contributions for the reliable and efficient application of the
developed software tool in a spacer-design process: The first contribution is the evaluation of
the LBM in a comparison of the predicted pressure drop with experimental data. The second
contribution addresses the systematic identification of predictive models for the design objectives
in the entire space spanned by the design parameters. To handle the complexity arising from
this multi-dimensional design space, a work flow is proposed guiding the execution of specific
CFD simulations by means of optimization-based model identification techniques. With this,
the approach yields predictive models by a minimal number of simulations. In a first step, the

consideration is restricted to the pressure drop constituting one central objective for spacer design.

6.2 Methods

The experimental set-up for the pressure drop experiments is introduced in Section 6.2.1. Subse-
quently, Section 6.2.5 introduces the systematic work flow for model identification. Section 6.2.4
introduces the algebraic pressure drop models. The methods and concepts related to parameter

estimation, parameter identifiability and DOE are introduced in Section 6.2.6.

6.2.1 Pressure drop experiments

Experiments are carried out using the lab-scale electrodialysis plant introduced in Chapter 2.
For pressure drop measurements over a single spacer-filled channel, the membrane module is
substituted by a tailored test cell. A simplified flow chart of the resulting test stand is shown in
Fig. 6.1. Demineralized water is pumped by centrifugal pumps from the storage tank B1 through
the membrane module and test cell, respectively. The total volumetric flow rate Q¥1C1002 jg
measured by the turbine flow-meter F'1 RC1002. This signal is supplied to a software-based PD-

controller which is used to control the volumetric flow rate QF/fC1002

in a bypass configuration
by acting on the control valve 1V1101. The construction of the test cell allows to vary the length of
the spacer [, that is included in the channel. This allows the discrimination of the contribution of
the spacer and the distribution system of the test cell in a data pretreatment step. Experiments
are conducted using Spacer A with geometric properties summarized in Table A.2.
@

O Module ! Single
Cranll'nel (liell

Figure 6.1: Scheme of the experimental set-up for pressure drop measurements.
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6.2.2 Geometric modeling of the spacer and simulation scenario

The geometric properties of a non-woven spacer are illustrated in Fig. 6.2. Here, the two layers
of parallel filaments that form the spacer are oriented in the & — z-plane. Within this plane, two
angles characterize the orientation of the filaments: (i) The angle between the parallel filaments in
the different layers 3 and (ii) the angle § describing the rotation of the symmetry axes relative to
the z-coordinate which points into the main flow direction. In technical applications it is required
that the symmetry axis of the spacer has to be identical to the mean flow direction (Koutsou
et al., 2007). Hence, commonly the flow attack angle is fixed to & = 90° and f3 is varied in the
range 0° < 8 < 180°.

With these angles, the diameter of the filaments dy and the orthogonal distance between two
parallel spacer filaments [,,,, the geometry of the spacer is completely defined. Hence, a three-
dimensional design space is spanned by the design parameters u™ = [f, dy, l,,]. For a woven
spacer structure principally the same geometric properties 3, «, I, and dy uniquely specify a
given spacer design. However, it is difficult to manufacture a woven mesh with 5 # 90° which

yields the technically relevant design space u" = [dy, Ip,].

Figure 6.2: Geometry of a non-woven spacer.

For both, woven and non-woven spacer structures the thickness of the channel h., corresponds
to
hen = 2dj cy. (6.1)

Here, the factor ¢y = 0.946 (cf. Fritzmann (2012)) is introduced to account for the fact that the
filaments themselves and the bounding membranes are slightly overlapping.

The simulated domain of the spacer-filled flow channel is depicted in Fig. 6.3. The length
and width of the domain is chosen to resolve six filament intersections, or unit cells (Koutsou

et al., 2007), along the z-coordinate and two filament intersections along the z-coordinate. The
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Figure 6.3: Computational domain for a non-woven and woven spacer geometry with tracking planes

after every filament intersection.

height of the domain corresponds to the height of the channel h,. Periodic boundary conditions
are specified for the boundary elements in the x — y—planes at z = 0 and z = wg,. For the
boundary elements in the z — z—planes at y = 0 and y = h,, — corresponding to the location
of the membranes no-slip boundary conditions are enforced. In the inlet and outlet planes
at = 0 and x = [, standard in- and outflow conditions are specified. Initial conditions are
v(x,t = 0) = 0 and p(x,t = 0) = Patm, where pgyy, is the atmospheric pressure. From this
initial state, each dynamic simulation is run until it reaches steady state. The total pressure
Dtpirt = 0,...,5, is tracked in the course of the simulation in six tracking-planes at each filament
intersection (cf. Fig. 6.3). In these planes the pressure is averaged to obtain an estimate for
the evolution of the pressure in the mean flow direction. The physical properties of the perfusing
fluid are specified in accordance with those of demineralized water at 298.15 K (Perry and Green,
2008).

6.2.3 Software and implementation

For the 3D simulations the LBM solver MUSUBI is used with a D3@Q19 scheme based on 19 dis-
crete lattice velocities and the multiple relaxation (MRT) approach with acoustic scaling. Mesh
generation is carried out using SEEDER (Harlacher et al., 2011) to allow for an efficient mesh
generation for arbitrary woven or non-woven spacer geometries from elementary geometrical struc-
tures. The elementary structures of woven spacers are generated with the WeaveGeo2012 module
in the software GeoDict (Math2Market GmbH 2013). For all simulations the domain is discretized
with regular cubic elements with a size of 6.25 - 10~%m. Simulations are performed on Linux clus-
ter of the RWTH Aachen, Germany, and the high performance computing system HERMIT at
HLRS Stuttgart, Germany, using 512 to 2048 processors.
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6.2.4 Semi-empirical modeling of pressure drop in spacer-filled channels
The pressure drop Ap of an incompressible fluid flowing through a flow channel of arbitrary
geometry is typically represented by

By =t P, (62)
where (P is the friction factor, v.;, the mean velocity and p is the density of the fluid. The quantity
len, is the length and d is a characteristic diameter of the channel (Verein Deutscher Ingenieure,
2006).

For the specification of an appropriate characteristic diameter d, different specifications are
employed in literature (Fritzmann, 2012, Koutsou et al., 2009). For non-woven geometries some
authors (e.g., Schock and Miquel (1987)) define the characteristic diameter as the hydrodynamic
diameter. As alternative specifications the heights of the spacer-filled channel Ay, or the filament
diameter d; have been proposed (Isaacson and Sonin, 1976). As these specifications are applicable
for conceptually different spacer geometries, the definition dy = hey, is used for the remainder of
this work.

The friction coefficient in spacer-filled channels (*? is given by
¢ = n*P Re™™" (6.3)
with the parameters n*” and m*? (Sonin and Isaacson, 1974). The Reynolds number Re is defined
with the characteristic diameter d, = h¢y, as

P Uch hch
n

Re = (6.4)

It is well-known that a unique identification of n°? and m®P in parameter estimation is difficult
by drawing similarities to model structures typically arising in reaction kinetics modeling (Buzzi-
Ferraris and Manenti, 2010, Himmelblau, 1970). Hence, Eq. (6.3) is reformulated yielding

In (Re) — In (Remin)
In (Remaw) —In (Remin) ’

P =exp (ﬁs’” —m*P (6.5)

where 7%? = exp (n®?). Remin and Repq, are the minimal and maximal Reynolds numbers,
respectively, considered in the model identification process.

The parameters n°?, m* in Eq. (6.5) depend on the spacer geometry. In order to identify
a model for different spacer geometries Eq. (6.5) needs to be generalized by introducing the

parameter functions
= gi (uh,p) (6.6)
m? = g (u¥,p") 6.7)

Egs. (6.6) and (6.7) depend on the geometric design parameters of non-woven and woven spac-
ers u*, k € {nw, w}, and additional empirical parameters p* € R"#*. Appropriate functional
relations (6.6) and (6.7) are identified in Section 6.4.
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Introducing (6.6) and (6.7) into (6.3) yields an algebraic model

¢ =exp <g1 (ukyf)'“)

0 (4 8) Rl ) 6

with parameters p = [ﬁlf,...,ﬁﬁ%}, inputs u = [vch, uk} Jk € {nw, w}, and constants ¢ =
P

[, m, ¢f]. For an efficient numerical treatment the inputs u are scaled:

- U — Uk, min

Uy, = k=1,..,n" (6.9)

)
Uk maxr — Uk,min

The model output is scaled similarly to ¢*? by introducing éifm and (F... The lower and upper
bounds that are used for the scaling scheme are summarized in Table 6.1. Note that distinct
bounds are used to scale the friction factor in the model for the woven and non-woven spacer

according to
B In(¢F) —in (P .
GF = (&) ( k’mm) k € {nw, wov}. (6.10)
In (Cli,pnmz) —ln ( z.pmin>

Table 6.1: Lower and upper bounds used for the scaling of model output and inputs. The subscripts

nw and wov refer to the model for the non-woven and woven spacer, respectively.

Veh dy lm o o
(%] [ [m] [m] (-] (-]
min  0.04 29.00 0.9-107% 0.9-107%  0.0870  0.1707
max 021 61.00 3.1.107% 3.1.1073 1231.85 1910.19

MECAINTISY

6.2.5 Work flow for model identification

A major difficulty in the generalization of the algebraic pressure drop models is the identification
of an appropriate extended model structure incorporating the design parameters as additional
inputs. To this end, the work flow for structure identification is used as depicted in Fig. 6.4 a.
Here, simulated data for a basic set of geometries are used to evaluate structurally different model
candidates by means of their predictive capabilities.

After the identification of the the best candidate structure, the model is iteratively refined as
illustrated in Fig. 6.4 b. The essence of this iterative refinement process is to add experimental
pressure drop data for additional spacer geometries to increase the information content of the data
set. To maximize the information content added by each new geometry, a model-based design
of experiments (DOE) approach is applied. The refinement process is repeated in an iterative
process until the augmentation of additional spacer geometries does not improve the reliability in

the empirical model parameters.
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Figure 6.4: Work flow for (a) the discrimination of different model candidates and (b) the iterative

model refinement of the best candidate based on DOE and parameter estimation techniques.

6.2.6 Parameter estimation, identifiability analysis and design of experiments
This section briefly introduces the methods applied in the model identification work-flow for the
estimation of parameters, the evaluation of parameter reliability and the model-based design of
experiments.

Parameter estimation

The parameter estimation problem is formulated as

min 1 RSS
peR™ ¢ =5 =3 (6.11)
with the residual sum of squares RSS defined as
Ndp )
RSS — Z (&7 (p, wi, ¢) — (MUSUBL)? (6.12)
i=1
n, and ng, correspond to the number of parameters and data points, respectively; CiMUSUBI, i=

1, ..., Ny, represent data points corresponding to the experimental conditions u;. The uncertainty
of the measurements is accounted for by the variance 0. For an efficient numerical treatment of

the minimization problem first-order derivatives

~ 09 .
G] = 67]7'7 J= 17'“7”1177 (613)
j
and second order derivatives
n . B
_ L8P (p, ws, ) 1 9GP (p, W, )
Hix=3) )
i—1 Ip; o Ik
(G i) = GUSUBL PG (. uy, o)
0'2 Bpkapj
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gke {1, ..y}, (6.14)

are required which are often approximated by

ng, b3 h2
298P (p, wi, €) 1 9GP (p. vy, €)
o ; ;) 19¢ ) 6.15
ik ; ap; o? Opi ' o1
g ke{l,...,ny}

The Jacobian G, Fischer matrix F and Hessian H are calculated using the Symbolic Math
Toolbox in Matlab (The Math Works Inc., 2013). The minimization problem (6.11) is solved by
using the deterministic optimization routine fmincon in Matlab (The Math Works Inc., 2013).
This local optimizer is used in a multi-start approach to approximate the globally optimal solution

of the parameter estimation problem.

Reliability of parameter estimates

An identifiability analysis can be carried out to check whether the model parameters can be
uniquely identified from a given set of data. Technically a model is regarded to be identifiable if

for two distinct sets of parameters p; and p, the identity

ésp (pl’ u, C) = C“sp (p2# u, C) (616)

holds if and only if p; = p,.

Different methods of testing for identifiability have been proposed in literature (Quaiser and
Mbnnigmann, 2009). This study will employ the eigenvalue method introduced by Vajda et al.
(1989) and recently extended by Quaiser and Ménnigmann (2009). The resulting criterion for a
parameter pj, to be not uniquely identifiable is that the corresponding eigenvalue A; of the Fischer
information matrix F is small or zero.

From a practical point of view, it is important to note that the scaling of the model output
¢ (u, p,c) strongly determines the absolute values of the eigenvalues Aj. To eliminate these
scaling effects, the identifiability of a parameter py is evaluated using the normalized eigenvalue

L where Apqq is the maximal eigenvalue of F. As a measure for the identifiability of the entire

Amaz

model the ratio 2min g used, where A\, is the minimal eigenvalue of F.

Amaz

Another measure for the reliability of the estimates p* are the confidence intervals

RSS
A6y :t%,nrvr,zx_(np+1) m\/ Gl ks

E=1,..,n" (6.17)

Here, G = F~! and Y e~ (np41) is the upper 3 percentile of the cumulative t-distribution with
n™P — (n? + 1) degrees of freedom (Marsili-Libelli et al., 2003). Large confidence intervals indicate

significant parameter uncertainty.
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A question closely related to identifiability is how many parameters are required to describe the
information in the data. This question is of special relevance if n,, > 1 different model candidates
are available which are characterized by a different number of parameters. A well-established
approach to investigate this question is based on Akaike’s information criterion (Akaike, 1973,
Burnham and Anderson, 2008):

AIC; =n™In ___RSS (6.18)
nmP — (nP + 1)
2 (P +1)(nP+2) |
P _
+2 (P +1)+ i —p =g i=1,. Ny
On this basis, relative measures are defined as
AAIC; .= AIC; — AIC,., i=1,..,npy, (6.19)

where candidate 4 is compared to the best candidate c¢. From the relative measures AAIC; ¢, i =

1, ..., 7y, Akaike weights w; . are defined as
exp (—0.5 AAIC; )

Z%:l exp (—0.5AAIC;.)’
JF

t=1,., Ny (6.20)

Wi,e =

The weight w; . describes the probability of candidate 7 to be the best model in the set of candidates
(Burnham and Anderson, 2008). Here, the best candidate is characterized by the minimal Akaike
criterion, i.e., AIC, =",y AIC:.

The quality of the model fit is often characterized by the corresponding sum of squares RSS (cf.
Eq. 6.12) or more intuitively by the root mean square error SRSS = /RS, /TMmp. However, these
measures give only a limited insight into the predictive capabilities of the model. To assess the
model quality the identification procedure is rather supplemented by a cross validation analysis

(cf. e.g., Arlot and Celisse (2010)) yielding the averaged root mean square error SRSSC'V.

Design of experiments

In order to identify the generalized model with a minimum number of CFD simulation, methods for
model-based design of experiments (DOE) for parameter precision are applied. For DOE different
optimality criteria have been derived exploring different measures of the Fischer information
matrix F at the parameter estimates p* (Walter and Pronzato, 1997). In the remainder of this

contribution the well-known D-optimality criterion is used which is defined as
W8T D — det (F). (6.21)

The optimization problem (6.21) is solved by using the local deterministic optimization rou-
tine fmincon in Matlab (The Math Works Inc., 2013). The required first-order derivatives are
computed by means of the ADiMat software (Bischof et al., 2002) which employs automatic

differentiation techniques.
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Ivl (m/s)

I

0.8

Figure 6.5: Flow pattern for a mean velocity of v., = 0.2 (a) for the woven geometry with a = 0°

used in the experiments, (b) for a woven geometry with a = 90° and (c) for a non-woven spacer

geometry.

6.3 Simulation results and validation

This section presents in Section 6.3.1 the simulated flow-patterns arising in the spacer geometries
considered in the comparison with experimental data and in the simulation studies in Section
6.4. This description is necessarily brief, as the qualitative pattern of the flow fields in non-woven
geometries have been extensively described elsewhere (cf. e.g., Cao (2001), Fimbres-Weihs and
Wiley (2007), Koutsou et al. (2004), Schwinge et al. (2002; 2004)). In Section 6.3.2 the simulated

pressure profiles are illustrated, which are compared in Section 6.3.3 to experimental data.

6.3.1 Velocity profiles

Fig. 6.5 a shows the simulated flow pattern for the woven spacer A with design parameters sum-

marized in Tab. A.2 for a mean velocity of vy, = 0.27*. Here, the stream lines illustrate the
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flow-path of tracer particles from the inlet plane through the channel. The fluid is strongly accel-
erated at the spacer filaments orthogonal to the mean flow directions. Stationary vortices arise
at the intersections of the filaments in the completely laminar flow field. This laminar character
of the hydrodynamics is observed for all simulations in the velocity range vy, = 0.05,...,0.2 2.

The flow pattern arising in a spacer with identical geometrical properties, but with a flow attack
angle a = 90°, is shown in Fig. 6.5 b. A significant fraction of the stream lines directly aligns
with the orientation of the filaments in the first part of the channel. The acceleration of the fluid
at the filament intersections is less significant compared to the woven spacer with o = 0°. In all
simulations for woven spacers with a flow attack angle & = 90° and design parameter in the range
of the considered inputs (cf. Table 6.1) the flow remains completely laminar.

The hydrodynamics are finally simulated for a non-woven spacer with identical geometrical
properties and a flow attack angle o = 90°. The resulting stream line distribution is shown in
Fig. 6.5 c. Here, the mean flow direction immediately aligns with the orientation of the filaments.
For nearly all the considered geometries the flow remains completely laminar. Very small periodic
oscillations in the velocity and pressure profiles indicating the transition to turbulent flow are
found for ve, = 0.27% and geometries characterized by dy = 1 - 10~*m, by, = 3-10~%m and
g > 55°. However, the qualitative time-averaged pattern remains very similar to the laminar flow

pattern.

6.3.2 Pressure drop profiles

Fig. 6.6 shows the averaged pressures psp,7 = 0,...,5, at the tracking planes for the non-woven
and woven spacers with design parameters summarized in Tab. A.2 and flow attack angles o = 0°
and a = 90°, respectively. In the mean flow direction the simulation predicts a nearly linear
pressure profile. Deviations caused by inflow and outflow effects are restricted to the first and
last tracking plane. Hence, the friction coefficient is determined by

MUSUBI _ Ptp] —Pip3 2
= — 6.22
¢ Azis  po3)’ (6.22)

where Az 3 is the distance between tracking planes 1 and 3.

6.3.3 Comparison with experimental data

The simulated pressure drop is compared to the pressure drop measured over an entire ED module
and determined in the single-channel test cell. The comparison is shown in Fig. 6.7. Here, it is
seen that the single-channel measurements and the predictions by LBM simulation are in very
good agreement for ve, < 0.17. For ve, > 0.17 a slight deviation is observed. The measured
pressure drop over the ED module is found to be higher in comparison to the LBM prediction.
This is reasonable, as the measured data include contributions from the distribution system of the
module. Overall, in the range of the measurement error, a good agreement between experiment
and model prediction is found. Hence, the LBM based CFD solver is considered as a predictive

tool to systematically investigate the hydrodynamics in spacer-filled channels.
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6.4 Identification of friction-factor models for varying design

parameters

This section presents the model identification results for generalized pressure drop models for
non-woven (cf. Sec 6.4.1) and woven (cf. Section 6.4.2) spacers by means of the integrated work
flow introduced in Section 6.2.5. The predictive capabilities of the identified models are illustrated
in Section 6.4.3.

6.4.1 Non-woven spacers

In a first step, data are generated in simulation experiments for a set of 17 geometries. The design
space is systematically covered by Latin hypercube sampling resulting in spacer geometries nos.
1 - 12 in Table C.1. Five additional geometries (nos. 13 - 17) are included to cover the upper and
lower bounds of the design parameters. For each geometry in this set, LBM simulations are carried
out at four mean velocities vy, € {0.05, 0.1, 0.15, 0.2} ™* resulting in 68 simulations. Depending
on the specific geometry and the number of processors in the simulations the simulation time for
each run varied in between 2 h and 6 h.

The resulting data are used estimate the parameters in the generalized friction coefficient model
(6.5). The functional relations (6.6) and (6.7) are represented by 17 empirical candidates summa-
rized in Table C.3 in the Appendix. For each model candidate structure the parameter estimation
problem (6.11) is solved with the methods described in Section 6.2.6. The resulting SRSS and
SRSSCV are compared in Fig. 6.8. Accordingly, the lowest SRSS is obtained for model 16; slightly

w10
1.03F Q  nonwoven o= 0°
1 0754 + +  woven o= 90°
A woven o=0°
_ 1.0%.}
& A +
= 1oz4t
S
oy
2 1022} A
o
+
g 10}
4 o A
a
2 1oi8f o
+
1.0M6F o A
Q
1.014F
F.-1
1.0112 " L L ” 4
0 1 2 3 4 5

tracking plane [no.]

Figure 6.6: Linear trend of the averaged pressure at the tracking planes in the a-coordinate.
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Figure 6.7: Pressure drop in a spacer channel with I,, = 0.2m as predicted by the LBM simulation

compared to experimental data from experiments with an ED module and a single-channel test cell.

0.07

I SRSS
0.06 [ 18RssCv

SRSS /SRSSCV [%]

0 5 10 15
model No. [-]

Figure 6.8: Root mean square error (SRSS) of the model fit and mean cross validation error (SRSSCV)
for 17 model candidates for the non-woven spacers.

higher SRSS are obtained for the models 8, 10 - 12 and 14 - 17. Significantly higher SRSS are
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found for the remaining model candidates.

The resulting eigenvalue ratios of the Fischer information matrix % the Akaike differences

AAIC and the Akaike weights w;g are summarized in Tab. 6.2. For the ratios dmin very low

Amaz
Am

values, i.e. e < 1-10~7, are observed for the models 10 - 17. Hence, the corresponding estimates

are subject to significant parameter uncertainty. Model 8 is the only candidate characterized by

both an acceptable eigenvalue ratio of ;::;'i =1.19-107% and a good quality of fit characterized by
SRSS = 1.81%. The Akaike information criterion ranks model 8 as the best model candidate in
the set resulting in a relative measure AAICg = 0. Slightly higher measures are found for models
10 - 12, 15 and 17. For the remaining model candidates, the AAIC; is significantly higher. These
results are in agreement with the Akaike weights w;g, i = 1,...,17. Here, model 8 is ranked as
the best model candidate in the set with a probability of wgg = 98.3 %.

In summary, model candidate 8 given by

=p g +p4sz +prlm
BQ

trg +ps 3 +psiy, (6.23)
-—1

B i i
trsg +ped;' + ol +pros

nsP (unw)

= P11 g + p12 li,f + p13 Zm + P14, (6.24)

stands out by its acceptable identifiability properties while having only a slightly higher SRSS

msP (umu )

compared to model candidate 16. Further, this model structure is rated as the best in the
considered set according to the Akaike’s criterion. Hence, the attention is restricted to this
candidate in the following.

In the next step the confidence intervals of the parameters in model (6.5), (6.23) and (6.24)
are systematically improved by using the work flow introduced in Section 6.2.5 (cf. Fig. 6.4
b). In each iteration the DOE problem (6.21) is solved with the methods described in Section

new

6.2.6 to derive new experimental conditions u

v, d;ﬁew prew l;;fw} . For any new geometry
characterized by d3“, 5" and [, LBM simulations are carried out for the mean inlet velocities

new
ch

ver, € {v, 0.05, 0.1, 0.15, 0.2} . The resulting data are merged with the previous reference
data set used before. This augmented data set is used to update the parameter estimates p* by
solving the parameter estimation problem (6.11) before entering a new refinement cycle.

The results of model refinement are summarized in Table 6.3. In the first five cycles the DOE
method yields optimal experiments in which v and d?e"’ are fixed at the lower bounds while
/™ and [} are varied. In cycles 5 - 13, the DOE approach yields new experimental conditions

new

u characterized by the systematic variation of all design parameters. The iterative model

"€ jdentical to

refinement is stopped after 13 iterations as the DOE method in cycle 14 derives u
geometry 15 from the basis set of geometries (cf. Table C.1).

In the course of model refinement, the SRSS slightly increases from 1.78 % to 2.03 %. The
eigenvalue ratio Apin/Amaz is increased by 28.1% indicating an improvement in parameter iden-

tifiability. Further, a major improvement is found for the confidence intervals Afy, k =1,...,n,.
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Table 6.2: Comparison of different model candidates for non-woven spacers.

=)
©

nP dmin SRSSOV  AAIC  wig

Amaz
1 8 1.32E-03 6.19% 159.22  0.00%
2 10 6.81E-04 5.16% 113.19  0.00%
3 10 5.75E-04 5.12% 113.19  0.00%
4 10 8.22E-06 5.14% 114.05  0.00%
5 11 1.53E-04 4.91% 116.19  0.00%
6 11 9.14E-06 3.59% 81.39  0.00%
7 14 4.62E-06 4.11% 110.60  0.00%
8 14 1.19E-06 1.81% 0 98.30%
9 14 1.35E-05 4.68% 49.51  0.00%
10 17 241E-08 3.38% 8.79 1.22%
11 17 5.41E-08 3.02% 10.81  0.44%
12 20 2.00E-08 3.29% 18.35  0.01%
13 20 4.16E-07 3.05% 62.66  0.00%
14 20 3.19E-10 1.57% 15.85  0.04%
15 23 2.82E-10 1.57% 27.84  0.00%
16 26 2.55E-09 3.74% 76.97  0.00%
17 29 3.89E-11 2.78% 7227 0.00%

Here, the maximal A, and the mean A6, confidence interval are reduced by 60.7% and 53.4%,
respectively.

A residual plot for the final friction factor model model (6.5), (6.23) and (6.24) is shown in Fig.
6.9. The final parameter estimates and confidence intervals are summarized in Table C.3 in the

Appendix.

6.4.2 Woven spacer

As for the non-woven spacer geometries, a reference data set of 13 woven geometries is generated
(cf. Tab. C.2 ). LBM simulations are carried out for these geometries and for the four mean
velocities v, € {0.05, 0.1, 0.15, 0.2} resulting in 52 simulations.

For the identification of the unknown structural relations (6.6) and (6.7) 17 empirical candidates
are formulated as summarized in Tab. D.3.1. The resulting SRSS and SRSSCV values are
illustrated in Fig. 6.10. The SRSS of model candidates 8 - 17 are nearly identical and significantly
lower than the SRSS of the model candidates 1 - 7. For model structures 10 - 17 the SRSSCV
values significantly exceed the corresponding SRSS values. This indicates, that these candidates
can describe the results in the reference data set with high accuracy, however, are less suitable to
predict pressure drop in the entire design space.

The resulting measures assessing model performance are shown in Table 6.4. The model candi-
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Table 6.3: Optimal experimental conditions for non-woven spacers and performance measures of the

resulting model after parameter estimation with augmented data.

cycle geometry vV [V/2 dye v SRSS  Apin/Amaz DOmaz  Abgy

ch

[2] ] [107*m] [107%m] [%] [1075]  [107*]  [1077]
- - - - - - 1.78 1.39 2.33 112
1 18 0.05  30.96 1 19 191 1.39 243 113
2 19 0.05  41.92 1 3 191 144 230 1.06
3 20 0.05 3106 1 12 188 1.61 1.88 093
4 21 0.05 30 1 29 195 1.34 1.98  0.97
5 22 0.05 60 1 L1 206 1.65 198 0.97
6 23 0.2 60 3 3 208 1.59 195  0.96
7 24 02 3185 3 1 205 1.72 175 0.90
8 25 0.05  31.42 11 3204 1.73 166  0.85
9 26 0.05  45.85 1 1 205 1.74 162 081
10 27 0.2 30 3 3204 181 158 074
11 28 0.05 60 1.03 22 204 1.86 148 0.74
12 29 0.2 30 2.04 1 203 1.82 146 0.73
13 30 0.05  31.14 1 3 203 1.78 145 073
14 15 0.05 60 1 3 - - - -
1r
naf N
(e}
0ap
07r
06f @
2 05}
Tr
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03p
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Figure 6.9: Residual plot comparing the prediction of the final friction coefficient model (*” and the
LBM prediction (MUSUBT for non-woven spacers.
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dates 10 - 17 are characterized by Apin/Amaz < 107 clearly indicating that parameter identifia-
bility is problematic, while the ratios are in the range 1.61 - 1073 < Apin/Amaz < 6.10 - 1076
for the other candidates. Candidate 8 is characterized with an acceptable eigenvalue ratio
Amin/Amaz = 2.31 - 1075, The Akaike information criterion ranks this model as the candidate

with a probability of wgg = 97.95%. Hence, model structure 8 given by

n (") = prdy + palm
+p2d; +ps 7, (6.25)
+psd;t +poly +pr,

m (u?) = pg rif + po L + P10, (6.26)

is considered as the most appropriate model structure to generalize the friction factor model (6.5),

(6.25) and (6.26) for woven spacers.

01

I SRSS
0.09 [ 1SRSSCV|

0.08

g 0.07
0.06
0.05
0.04

SRSS / SRSSCV [%

0.03

0 5 10 15
model No. [-]

Figure 6.10: Root mean square error (SRSS) of the model fit and mean cross validation error
(SRSSCV) for 17 model candidates for the woven spacers

As in case of non-woven spacers, the model (6.5), (6.25) and (6.26) is refined using the model
refinement work flow (cf. Fig. 6.4). The results are summarized in Tab. 6.5. In the course of the
model refinement, the SRSS slightly increases from 3.24 % to 3.36 %. A major improvement is
found with respect to parameter identifiability as indicated by an increase in the eigenvalue ratio
Amin/Amaz by 235.5%. Further, the maximal Af,,q, and the mean Ab,, confidence intervals are
reduced by 60.1% and 64.2%, respectively.

A residual plot for the final model (6.5), (6.25) and (6.26) for woven spacers is shown in Fig.

6.11. The parameter estimates and confidence intervals are summarized in Table C.4 in the
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6.4 Identification of friction-factor models for varying design parameters

Table 6.4: Comparison of 17 model candidates for woven spacers.

no. nP  qmx SRSSCV AAIC  wg
1 6 161E-03  9.10% 7830  0.00%
2 8 5.29E-05  7.11% 64.13  0.00%
3 8 8.05B-04  4.53% 2852 0.00%
4 8 844E-04  4.61% 3279 0.00%
5 8 5.48B-06  8.43% 83.77  0.00%
6 8 1.33B-05  4.64% 3254 0.00%
7 10 4.35B-05  5.37% 32.96  0.00%
8 10 231B-06  3.67% 0 97.95%
9 10 6.10B-06  3.91% 15.40  0.04%
10 12 205E-09  9.10% 890  1.14%
11 12 5.03E-07  4.12% 9.50  0.85%
12 14 4.09E-08  4.26% 19.86  0.00%
13 14 144E-07  4.85% 29.89  0.00%
14 14 277E-19  3.70% 19.88  0.00%
15 16 245E-19  4.23% 3134 0.00%
16 18 5.39E-09  4.96% 40.79  0.00%
17 20 218E-19  5.24% 54.99  0.00%

Appendix.

Table 6.5: Optimal experimental conditions for the woven geometries and performance measures of

the resulting model fit with augmented data.

geometry viY e ¢ SRSS  Amin/Amar  Abmaz Al
(2] [107'm] [1073m] [%] [1075]  [107] [1077]
- - - - 3.24 2.31 722 371
14 005 117 1.14 3.26 5.56 536 2.90
15 0.2 1 1.50 3.24 5.13 505 275
16 0.2 3 2.50 3.31 5.21 512 278
17 005 233 1 3.42 5.11 535 287
18 0.05 3 11 3.42 5.10 521 273
19 005 143 1.49 3.39 5.23 494 2,60
20 005  L15 1 3.36 5.45 451 239
7 0.05 3 1 - - - -
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Figure 6.11: Residual plot comparing the predictions of the final friction coefficient model (* with
the the LBM prediction (MUSUBI for the woven spacer .

6.4.3 Predictive capabilities of the identified pressure drop models

The predicted friction factor in (¢*P) is shown exemplary in Fig. 6.12 for a non-woven geometry
with varying design parameters. In a large part of the design space a significant nonlinear variation
is found for the sensitivity of the friction factor with respect to the different design parameters
(cf. Figs. 6.12 a and b). Further, it becomes explicit that the sensitivity with respect to vep, is
B
2
(cf. Fig. 6.12 c¢). This dominating influence of v, is not found in Fig. 6.12 d where the friction

significantly higher compared to the sensitivity with respect to the geometric design parameter

factor model is evaluated for varying v, and dy.
Fig. 6.14 a shows the influence of dy and I,,, on the predicted friction coefficient for v, = 0.2 %
and § = 45°. Here it gets explicit that the frequently used assumption of similar hydrodynamic

conditions for a constant height to length ratio }hl is reasonable for I,,, < 1.8-1073 and dy < 2.1074.

However, outside this range the increasing curvature of the isocontour-lines illustrates that this
approximation is not appropriate.

Fig. 6.13 illustrates that In (¢*P) in a woven spacer is comparably affected by v, and the design
parameters. The sensitivity of In (¢*P) with respect to dy and Iy, at ve, = 0.2% is illustrated
in Fig. 6.14 b. With both an increasing dy and [,, the friction factor decreases. While for
L > 2.2-1073m the sensitivity with respect to dy dominates, for dy > 2.4- 10~*m the orthogonal
distance of the filaments /,,, has a comparably stronger effect on In (¢*P).

In Fig. 6.14 the predicted In (¢*7) is shown for varying dy and I, at vep, = 0.2 in (a) a non-

woven geometry characterized by % = 45° and (b) a woven geometry. In the considered range
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Figure 6.12: Predicted in (¢*?) for non-woven geometries with varying design parameters: (a) varying
dsand % for I, = 1-107*m and v, = 0.2 2; (b) varying l,,, and gfor dy =1-10"*mand vy, = 0.22;
(c) varying vy, and % for df = 1-107*m and l,,, = 1-10~3m and (d) varying v, and d for g = 45°
and I, = 1-1073m.

of design parameters, the pressure drop in non-woven geometries is significantly lower compared
to the corresponding woven geometries. A common characteristic is found in the decreasing
sensitivity of In ({*7) with respect to both design parameters with increasing dy and l,,,. However,

the total variation of In (¢*P) is significantly higher for the non-woven spacer configuration.

6.5 Summary and Discussion

In this chapter a new LBM-based simulation tool has been used to systematically study the
pressure drop in woven and non-woven spacer structures. The LBM prediction has been evaluated
using data from experiments with both an ED membrane module and a tailored test-cell. In this
comparison a good agreement was found between the experiments and the LBM prediction. The
validated LBM has been successfully used as a predictive tool to investigate the hydrodynamics
in a large number of simulations in a reasonable time-frame.

Predictive models for the friction coefficient of the spacer have been identified by generalizing
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6 Spacer geometry and process performance

2
Iy (M)

Figure 6.13: Predicted In ((*7) for a woven geometry with (a) varying ds and v, for I, = 1-1073m
and (b) with varying I,,, and vy, for I,, = 3-10"%m .

Figure 6.14: Predicted In (¢*?) for varying dy and [, in a (a) non-woven and (b) woven spacer with
9 = 45° for v = 022,

the commonly used model structures to include the dependence on the design parameters by
additional functional relations. Here, a systematic work flow has been used for the identification
of an adequate generalized model structure and the iterative model refinement on the basis of DOE
techniques. The developed work flow has proven as an effective tool to handle the complexity

arising from the multi-dimensional design space.

The identified models allow for the first time a thorough quantitative investigation of the pres-
sure drop in the entire design space of the spacer geometries. Here, it gets explicit, that the
dependence of the pressure drop on the design parameters partially shows strongly nonlinear
patterns. Hence, the generalization of trends from a small number of CFD simulations has to

be considered as problematic for a certain range of the design space. For both the non-woven
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6.5 Summary and Discussion

and woven geometries, the sensitivity of the friction factor with respect to the mean velocity in
the channel v., and the filament thickness dy is comparable for a wide range of the considered
parameters. Compared to these factors, the sensitivity with respect to the design parameters g
and [, is significantly lower. As a general result of a comparison between non-woven and woven
structures it is found that the pressure drop is significantly higher in the woven geometries.

The presented work flow effectively integrates detailed simulations and the identification of
simplified models for the thorough quantitative exploitation of the design space. In future studies,
the work flow can be applied to other design objectives in a straight forward manner. Such studies
should include appropriate measures for the mean mass transport intensity, fouling potential and

axial dispersion in the channel.
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7 Concluding remarks

7.1 Summary

The electrodialysis process has been established in industry for several decades for the desalination
or concentration of liquid electrolytes. The development of more cost- and energy-efficient process
designs is hampered by the limited insight into the underlying transport phenomena. This limited
insight is specifically pronounced for innovative process concepts operated in a transient mode
and comes along with a severe lack of reliable dynamic process models. The development of
novel dynamic models in a systematic model development process is the focus of this work. By
this means, the work makes important contributions towards both the model-based analysis of
the underlying transport mechanisms and the model-based optimization of process designs in
industrial applications.

As a basis for the model development, Chapter 2 presents results of an experimental study
alming at a first characterization of the process behavior. This includes the assessment of the
sensitivities with respect to operational and design parameters. In contrast to prior work, the
experimental sensitivity analysis provides coherent sensitivity information with respect to all
degrees of freedom and includes the sensitivities of the process dynamics. The dynamic process
behavior was further analyzed in additional experiments operated with either a transient or pulsed
applied current. These experiments aimed at the identification of the temporal scales and the
characteristic shape of the dynamic response to a stepwise increase of the applied current. These
results significantly extend the current knowledge concerning the current-voltage behavior of entire
ED systems, which at present relies on a considerable amount of experiments single-membrane
test cells only.

Based on the experimental findings, it is possible to identify a set of specific requirements
for an accurate model-based description of the process. One important requirement emerged in
the form of a detailed mechanistic description of the coupled charge and mass transport in the
membrane-electrolyte system. The detailed description is important to accurately describe the
substantial sensitivity of the current-voltage behavior with respect to the concentrations of the
ionic species. By this means, the model development focused on the derivation of a transport
model on the basis of the mechanistic Maxwell-Stefan approach coupled with the well-known
electroneutrality condition. This system was successfully applied in an ED process model by
Kraaijeveld et al. (1995) and Visser (2001). However, their model was strongly simplified by
restricting the description of the transport to one spatial coordinate and a pseudo-stationary

scenario. Both aspects prevent the application of the model for the description of ED processes
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7.1 Summary

operated in a transient mode.

In this context, a specific focus of this work is on the development of a generalized dynamic
three-dimensional transport model. This transport model constitutes a PDAE system of which it
is well-known that the mathematical characterization and the identification of consistent initial
and boundary conditions is challenging and sparsely investigated. Hence, as a second important
prerequisite for the development of a process model, Chapter 3 is devoted to the analysis and
characterization of general detailed transport models in the form of PDAE systems. Here, it was
possible to develop a new systematic procedure for the index analysis and reduction of PDAE
systems. For the first time, it generalizes effective methods for the index reduction of DAE
(Asbjornsen and Fjeld, 1970, Moe, 1995) to the case of distributed PDAE systems. During the
derivation of the method it was demonstrated that for the development of a well-posed ionic
transport model, even for the simplified scenario of an infinitely diluted electrolyte, the analysis
and reformulation are essential.

The procedure for the index analysis and reduction was successfully applied in Chapter 4 to
derive the generalized transport model on the basis of the Maxwell-Stefan approach and the well-
known electroneutrality condition. In this process it is found that the electroneutrality condition
induces high index behavior with respect to time and the spatial coordinates. This finding was
not observed in prior works and can help to explain numerous difficulties observed in the context
of the numerical solution of ionic mass transfer models for the first time. The corresponding index
reduction reveals hidden constraints, which can be interpreted as the stationary charge balance
and a purely algebraic relation corresponding to a generalization of Ohm’s law. The derivation
of these relations contributes significantly to a better understanding of the mechanisms of the
electro-neutral transport of ions. The final PDAE model is characterized by differential indices
of one and allows for both the identification of consistent initial and boundary conditions and an
efficient numerical treatment with standard methods.

The detailed transport models developed in Chapter 5 provide the basis for the development of a
dynamic ED process model. The process model describes the local phenomena in the membranes
and flow channels in two spatial coordinates in a thoroughly dynamic manner. By this means,
it overcomes the limitations of the transport models developed by Kraaijeveld et al. (1995) and
Visser (2001) and allows the mechanistic simulation of ED processes operated in a dynamic model
for the first time. In this context it was demonstrated that the model can provide important insight
into the underlying transport phenomena. The model prediction yields in particular information
concerning the temporal evolution of transport resistances in the distinct process components
and the underlying mechanisms of multi-salt transport in a pulsed applied field. The latter is of
specific relevance since these mechanisms are not entirely understood and were not assessable in
prior purely experimental studies.

In a comparison with data from the experiments presented in Chapter 2 the model prediction
shows a good qualitative agreement. In particular, the sensitivities with respect to operational
parameters, the temporal scales and the characteristic shape of the dynamic response to a pulse in

the applied current or voltage are reproduced nicely. Hence, the mechanisms depicted in the model
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are apparently in accordance with the most important mechanism governing the dynamic process
behavior. In a strictly quantitative sense the model shows in parts significant deviations from the
experimental data, which is likely to result from the rough parametrization of the membrane and
electrode models with parameter values from literature. However, a potential additional cause
of the deviations might be found in the application of the commonly used strongly simplified
film-theory model for the approximation of the complex hydrodynamics in the flow channels.

The uncertainty resulting from the use of the film-theory model and the associated missing
resolution of the spacer geometry motivated the further extension of the considered transport
models in Chapter 6. Here, recent research activities are summarized aiming at the development
of a novel software tool allowing the integrated simulation of the complex hydrodynamics and
ionic mass transport in large-scale systems on high performance compute clusters. In this work it
is shown that the hydrodynamic conditions predicted with a novel single species LBM approach
is in good accordance with experimental results from both a single spacer test cell and an entire
module.

Further, it is demonstrated that the validated LBM solver can be successfully applied to simulate
the hydrodynamics in the spacer-filled flow channels by exploiting the massive parallel structure of
high performance computers. These simulations result in a large amount of information concerning
the local hydrodynamics in arbitrary complex spacer geometries in a straightforward manner. For
the efficient implementation of this local information in an industrial design process, a systematic
work-flow is presented yielding predictive algebraic models for important performance measures
in the entire space spanned by the design parameter of a spacer structure. The novel work flow
is based on optimization-based methods for model identification and the design of experiments.
With these methods it was possible to identify predictive pressure drop models for arbitrary

non-woven or woven spacer geometries for the first time in a wide range of design parameters.

7.2 Outlook

The experimental analysis in Chapter 2 provided important information for a first assessment
of the dynamic process behavior and the systematic model development. In future work, the
experiments should be more closely integrated with the refinement of the developed models. The
systematic evaluation of the entire space spanned by the large number of operational parameters
remains as a major challenge. As demonstrated in Chapter 6, this task can be effectively supported
by model-based methods for the optimal design of experiments. The experimental investigation of
ED processes operated in a dynamic mode should be expanded to widen the range of considered
pulse-rates and dynamic input trajectories.

It has been demonstrated that the method for the procedural index analysis and reduction
developed in this work constitutes a good basis for the systematic derivation of large and strongly
coupled PDAE models. However, it only provides limited information concerning the consistent
specification of boundary conditions. Additional information has been generated in this work by

the derivation of a reduced system of second order PDE. However, this has been time-consuming
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and the resulting information is specific for the considered transport models. Future work should
address the development of methods supporting the consistent specification of boundary conditions
for general PDAE.

A major limitation for the application of the developed process model results from its rough
parametrization and the corresponding uncertainty in the model prediction. Hence, the focus of
future work should be directed at the identification of reliable model parameters and the evaluation
of the used model structures. For this purpose generic optimization-based methods are applicable
as the developed model, after discretization of the spatial coordinates, reduces to an index-one
DAE system. However, certain effort should be directed in the derivation of analytical derivatives
of the model states to improve the convergence in the optimization.

Of particular importance for the parameter estimation is the question in which way the in-
tegral measurement data from the experiments at the lab-scale ED plant can be supplemented
by significantly more detailed experimental data from tailored experiments or improved measure-
ment devices allowing a high spatio-temporal resolution of the transport phenomena. This is an
important prerequisite to provide sufficient information for a unique identification of all model
parameters and a thorough evaluation of the model structure. Certainly, the use of dynamically
operated experiments will enrich the information content of the data. In this context it may
be interesting to derive dynamic input trajectories with model-based DOE methods maximizing
the information content of the resulting data. Further, it should be evaluated to what extent
the model can be used to support the evaluation of experimental data from impedance spectro-
scopic (Dlugolecki, 2009) and chronopotentiometric (Krol, 1999) or chronoamperometric (Moya
and Sistat, 2013) experiments.

The evaluation of certain modeling assumptions, e.g., resulting from the film-theory approach,
can also be supported by the generalized transport models introduced in Chapter 6. In this
context, future work should include a thorough comparison between the model predictions of
the simplified transport model used in the process model and the generalized transport model
based on the LBM. The work flow for the identification of simple algebraic models from detailed
simulation results can be used for the investigation of additional design objectives. Of major
importance are here, next to the pressure drop considered in this work, the shear stress rate at
the membrane surface and the mass transfer rates. A model-based description of all these design
objectives in the entire design space would allow the design of a tailored spacer geometry for a
specific application in an industrial engineering process.

A major task remains in the further development and the thorough analysis of the integrated
model for the description of the ionic mass transport and the hydrodynamics. The efficient use
of extensive computational resources in the developed software tool APES (Masilamani, 2012,
Roller et al., 2012) provides the possibility to thoroughly investigate the phenomena in large-scale
systems or with a very high local resolution. This will constitute a further important step towards
a rigorous ED process model including all mayor transport mechanisms introduced in Chapter 1.
Certain aspects of these works will be addressed in the further development of the software tool
by Roller et al. (2012) and Masilamani (2012).
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The application in model-based design and control studies should be considered as the final
objective for the further refinement of the models. Of particular interest for the improvement of
the economic performance of industrial ED processes would be the integration of the experiments
with the model-based optimization of the used control trajectories. The control system of the
lab-scale ED plant developed in the context of this work can be easily extended for this purpose.
Further, thanks to the representation of the models in index-one PDAE systems, established
methods for the generation of the optimized control trajectories should be readily applicable. A
specific potential for model-based design studies can be seen for ED systems processing complex
electrolyte solutions. Here, the general formulation of the developed process model supports the
investigation of innovative processes in new application areas. One example may be the selective

removal of specific ionic species with ED operated with a pulsed applied current.

138

https://dol. 1P 218.73.216143, am 02.02.2026, 07:37:24, geschiltzter Inhalt.
tersagt, m mit, fr oder in Ki-Syster



https://doi.org/10.51202/9783186949035

Appendices

139

https://dol. 1P 218.73.216143, am 02.02.2026, 07:37:24, geschiltzter Inhalt.

tersagt, m mit, fr oder in Ki-Syster


https://doi.org/10.51202/9783186949035

A Geometrical properties and reproducibility

of the experiments

This chapter provides additional information concerning the geometrical properties of the lab-scale
ED plant and the measurement error in the experiments. Section A.1 provides the geometric prop-
erties of the lab-scale ED plant used in the experiments in Chaper 2. The repeatability of the
experiments is discussed in Section A.2. Sections A.3 and A.4 give an overview of the conducted
current-voltage and batch desalination experiments and summarize the specific experimental con-

ditions.

A.1 Geometric properties of the lab-scale ED plant

Table A.1 summarizes the geometric properties of the ED stack ED — 200 (PCCell GmbH, Ger-
many) and the Neosepta CMX and AMX membranes (Tokuyama Co., Japan) used in the exper-
iments in Chapter 2. The geometric properties of the used woven spacers A and B both from
PCCELL GmbH (Germany) are given in Table A.2. The geometrical properties are further used

in Chapter 5 to parametrize the ED process model for the comparison with the experimental data.

Table A.1: Geometric properties of the ED stack and ion-exchange membranes.

Lelm] da[m] len[m] den[m] heomm[m]  hapam]

0.2 0.1 0.18 0.09 19-100* 1.8-1074

Table A.2: Geometric properties of spacers used in the experiments.

| dgfm] b m] B[] o] ey
spacer A | 2-107*  6.5-107* 90 0 061
spacer B | 25-107*  9-107* 90 0 055

A.2 Repeatability and measurement error

The repeatability of the experiments has been evaluated in a series of experiments. The results

of this analysis are presented in Section A.2.1 for desalination experiments of NaCl solution
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A.2 Repeatability and measurement error

operated with pulsed currents. Section A.2.2 presents the results for desalination experiments of
NaCl — NazSOy solution operated in constant current mode. The repeatability of the current
voltage experiments is discussed in Section A.2.3.

As a measure for the repeatability in dynamic experiments with with n,,, measurement points

in time, the relative standard deviation, or coefficient of variation, C'V is used given by

CV (t;) = i=1,..,Nmp (A1)

with o (t;) as the standard deviation which is defined for the measurements Z;(t;) in 1y, distinct

experiments as:

70 = | 3 @)~ mlt)), i =1y, (12)

and with p (¢;) as the arithmetic mean given by

Nexp
1 N .
w(t) = ST Ei(t), i= 1, iy (A.3)
Nexp =

A.2.1 Pulsed current

Fig. A.1 shows the profiles of the salt concentration cyqc; (a), the voltage difference U (b) and
the voltage difference U in the interval ¢ = 1000...1100s for the experiments 1 - 3 in Table A.3
operated with pulsed current and identical degrees of freedom. The corresponding C'V profiles are
shown in Figs. A.1 b, d and f. The cyqc; profiles show a very good repeatability with maximal
and mean CV of CVjee = 0.04 and C'Vypeqn = 0.01, respectively. The measured U profiles show
mostly an adequate repeatability characterized by CVpeqn = 0.02. However, it is found that the
profiles in parts significantly deviate resulting in a maximal value of C'V;,q, = 0.54. The regions
with a strongly increasing deviation are located in the beginning and the end of the applied current

pulse (cf. Fig. A.1 e and f) and are restricted to a duration of 1 — 2s.

Table A.3: Experimental conditions of NaCl desalination experiments for the evaluation of the

repeatability.

no.  Mers  spacer  cyacit (to)  cnaci (tr) Q1002 Q2002 Ap
(28] [2¢] 10 [=] 1070 [=] 10t [Pd]
1 14 A 97.57 26.52 24.87 24.96 2.146
2 14 A 95.39 26.52 24.87 24.96 2.209
3 14 A 95.36 26.53 24.87 24.93 2.257

Fig. A.4 shows the coefficient of variation C'V" for the desalination time, total energy demand,
energy demand of the electrodes and the energy demand of the pumps for the three experiments
1-3. A good repeatability is found characterized by C'V in the range 0.02 and 0.04.
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Figure A.1: Profiles of measured a) ¢nqcy, b) U and ¢) U in the interval ¢ € [1000,1100] s with

corresponding C'V' (b, d and f) for three pulsed current experiments.

des. time tot. energy  elec. energy pump. energy

Figure A.2: CV for the desalination time, total energy demand, energy demand of the electrodes and

the energy demand of the pumps for three pulsed current experiments.
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A.3 Overview current-voltage experiments

A.2.2 Mixture experiments

The profiles of the conductivity x, voltage difference U, species concentrations of Na*, C1~ and

5027 ions of experiments 1 and 2 in Table A.4 are shown in Fig. A3 a, c and e. Fig. A3 g

Coi—
CSOQ,

shows the concentration ratio measured in the two experiments. The corresponding CV'

are shown in Fig. A.3 b, d ,fand h! A very small deviation is found for the measured conductivity
profiles resulting in C'Vjpq, = 0.04. Similarly the measured U is in good agreement characterized
by CVper = 0.06. Here, the C'V profile shows three distinct peaks which can be related to the
points in time where the 5ml samples have been drawn for the ex-situ analysis of the species
concentrations. The minimal and maximal C'V" for the ratio of C1~ and SO}~ is characterized by
CVinaz = 0.003 and C'V}y4, = 0.03.

Table A.4: Experimental conditions of NaCl — Na2SOy desalination experiments for the evaluation

of the reproducability of the experiments.

no. neets spacer k(to) k(ty) Q1002 Q2002 Ap
[mS]  [mS] 1076 [m{‘] 106 [”—L‘} 10* [Pa]

1 14 A 14.86 1.044 24.16 24.16 2.111

2 14 A 14.83  1.045 24.05 24.06 2.136

Fig. A.4 shows the coefficient of variation C'V for the desalination time, total energy demand,
energy demand of the electrodes and the energy demand of the pumps for the two multi-salt
desalination experiments. A good repeatability is found characterized by C'V in between 0.005
and 0.03.

A.2.3 Current-voltage experiments

Fig. A.5 a shows the measured current profiles I for the experiments 1 and 2 in Table A.5 operated
with Q@ =2.5- 10’5’"73. The profiles of measured current I for experiments 3 and 4 in Table A.5
operated with @ = 1.6 - 10’5’%3 are shown in Fig. A.5 c¢. The corresponding C'V profiles are
shown in Fig. A.5 b and d. The repeatability of the experiment is characterized by C'V < 0.09
except for distinct peaks ranging up to CViee = 0.2. These peaks are located at the discontinuous
increase of the applied current and are restricted to 1 - 2 s. Hence, an adequate repeatability of

the current voltage experiments is found.

A.3 Overview current-voltage experiments

Tables A.6 and A.7 provide an overview of the experimental conditions in the conducted current-

voltage experiments with NaCl—Na2S04 and NaCl solution presented in Chapter 2, respectively.
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A Geometrical properties and reproducibility of the experiments
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Figure A.3: Profiles of a) conductivity x, b) potential difference U, e) concentrations of Na*, C1~ and
SOZ’ ions and g) the concentration ratio of C1~ and SO3~ for two identical desalination experiments
with NaCl — Nag SOy solution. The corresponding CV are shown in b), d), f) and h).
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A.4 Desalination experiments
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Figure A.4: CV for the desalination time, total energy demand, energy demand of the electrodes and

the energy demand of the pumps for two desalination experiments with NaCl — Na2 SOy solution.

Table A.5: Experimental conditions of current-voltage experiments with NaC'l solution used for the

reproducability analysis.

NO.  Neels  SPACEr  CNaCl Q2002 Ap
(2] 107 [22] 10t [Pd]

m3

1 14 A 22.16 25.06 1.34
2 14 A 20.29 25.35 1.858
3 14 A 20.64 16.77 1.453
4 14 A 19.88 16.68 1.376

Table A.6: Experimental conditions of current-voltage experiments with NaCl — Na2 SO, solution.

DO.  Tiells  SPACEr  Cngt  Col- Cgpr- Q2002 Ap
[29] [24] [24] 107 [=] 10t [Pd]
1 14 A 42.53  20.87 10.82 25.11 1.503
1 14 A 42.53  20.87 10.82 16.36 1.079
1 14 A 42.53 20.87 10.82 8.288 0.7128

A.4 Desalination experiments

Tables A.8 and A.9 provide an overview of the experimental conditions in the conducted current-

voltage experiments with NaCl—Na2S0O4 and NaCl solution presented in Chapter 2, respectively.
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A Geometrical properties and reproducibility of the experiments
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Figure A.5: Profiles of measured current I (a and c) and corresponding CV (b and c) for current
voltage experiments with Q = 2.5 - 10’5§ and Q=1.6- 10’5%.

Table A.7: Experimental conditions of current-voltage experiments with NaCl solution.

NO. Neelis SPACET  CNaCl Q2002 Ap
(9] 100 [22] 10" [Pa)

s

1 14 A 192 25.35 1.858
2 14 A 96 25.13 1.269
3 14 A 48 25.03 1.302
4 14 A 192 8.227 0.8015
5 14 A 96 8.371 0.7339
6 14 A 48 8.274 0.7666
7 14 A 192 16.68 1.376
8 14 A 96 16.98 1.1

9 14 A 48 16.72 1.161
10 10 A 192 17.97 1.565
11 6 A 192 10.64 1.443
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A.4 Desalination experiments

Table A.8: Experimental conditions of NaCl — Na3SO, desalination experiments

no.

Ncells

spacer K (¢

i (
[l

cr

ty) Q1002
mS] 100 [=] 1076 [=8] 10t [Pd]

QZOO?

Ap

14
14
14

14.83 2.81 24.05
15.08 2.82 24.24
15.01 2.81 24.1

24.06
24.26
24.03

2.135
2.129
2.082

Table A.9: Experimental conditions of NaCl desalination experiments

n0.  Mees  Spacer  cnaci (to)  cnaci (ty) Q1002 Q2002 Ap

[mel] (28] 107 [22] 107 [2] 10t [Pd]
1 14 A 192 35.01 24.87 25.09 2.124
2 14 A 192 34.96 24.95 25.07 1.41
3 14 A 192 35 25.12 25.03 2.154
4 14 B 96 34.93 25.17 25.12 2.232
5 14 B 96 35 8.289 8.29 0.7562
6 14 B 96 26.55 25.17 25.13 2.23
7 14 B 96 26.54 25.03 25.16 2.306
8 14 A 96 29.97 8.28 8.266 0.9257
9 14 B 96 30 8.29 8.297 0.9191
10 14 B 96 34.5 8.309 8.308 0.7573
11 14 B 96 36.33 8.289 8.29 0.7562
12 14 A 96 35.03 24.9 24.9 2.17
13 14 A 96 35.01 24.88 24.88 2.146
14 14 A 96 35.01 24.91 24.91 2.187
15 14 A 96 40.02 24.85 24.85 2.252
16 14 A 96 40.03 24.87 24.87 2.196
17 14 A 96 40.02 25.14 25.14 2.296
18 14 A 96 35.47 24.87 24.87 2.257
19 14 A 96 34.1 8.27 8.27 0.9026
20 14 A 96 34.56 24.91 24.91 2.187
21 14 B 96 33.91 25.04 25.04 2.084
22 14 A 96 20.99 8.257 8.313 0.9115
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B Physico-chemical property models for

electrolytes

This chapter provides additional information concerning the physico-chemical property models
used for the development of rigorous transport models in Chapter 4. Sections B.1 and B.2 sum-
marize the relations between the velocities and activity coefficients defined for different reference
frames, respectively. The model for the density and the Maxwell-Stefan diffusivities in a multi-
species electrolyte solution is presented in Sections B.3 and B.4. Section B.5 provides a summary
of the model parameters for the Bromley model, the Tafel equations and the Maxwell-Stefan

diffusion coefficients in the membranes used in Chapter 5 to parametrize the ED process model.

B.1 Conversion of different reference velocities

The total mass flux density of species k& comprising a diffusive and convective component is

expressed by
I (x,t) = ¢k (%, 1) My v® (x,t) + I (x,t) My, k=1,..,n, (B.1)

for a reference velocity v®(x,t). The total mass flux density is independent of the specified
reference velocity. Thus, equating Eq. (B.1) for the barycentric and volume-averaged reference

frame yields
e (%, 1) My vP™ (x,8)+ My I8 (x, 1) = ¢ (x,8) My v (x, )+ My I (x,8), k=1,..,n. (B.2)
Here, J5%" (x, t) is the molar diffusive flux density relative to convective flow with the barycentric
reference velocity v*" (x,t). By summing up Eq. (B.2) for all k € S and using
n
0= MyJ}" (x,t) (B.3)
j=1
the baricentric velocity v?" (x, ) is expressed as
S Jj (%) M;

Yioie (1) My (B.4)

VP (x, 1) = vV (x, 1) +

B.2 Conversion of activity coefficients

The activity coefficients 7y (x,t) predicted by the eNRTL model (Chen et al., 1982) for mole

fraction based reference frame are converted into molar concentration-based activity coefficients
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B.3 Multi-component density model

Yk (x,t). A correlation between these quantities can be derived by considering that the chemical
potential of any species k is independent of the composition measure (Robinson and Stokes, 2002),

ie.,

ug’c + RT In (v (x,t) ¢k (x,t)) = ,u(,i’x + RT In (3 (x,t) xx (x,1)), k=1,..n. (B.5)

Here, ug’c and /J,%X are the standard chemical potentials in the concentration- and mole fraction-

based description, respectively. The introduction of the definition of the mole fractions xy (x,t) =

ek (x,t)
cr(x,t)

,k=1,...,n, into (B.5) and reformulation yields

1 . X = e
= _— , % =1 ..,n. B.
) =in (s )+ + Bkt (B)

To reformulate the last term on the right hand side of (B.6), the fact is used that the definition of
the reference frame for the mole fraction-based activity coefficients implies for xi (x,t) — 0 that
K (x,t) — 1. Analogously for the concentration-based activity coefficients ¢y, (x,t) — 0 implies
i (x,t) — 1. Thus, in the limit of infinite dilution (B.6) defines

g =y 1
=—In s k=1,..,n. B.7
RT <CT (x, t)'c,c(x,t)0> B0

Eq. (B.7) is introduced into (B.6) yielding the correlation

er (x,1)],, (x,)=0
or (x,t

n (v (x,t) =In < > +in (3 (x,t)), k=1,..,n. (B.8)

B.3 Multi-component density model

For the description of the total molar density in an aqueous electrolyte solution, Mathias (2004)

proposed the correlation

1 .
m = Xw (Xv t) V;H (X', t) + Xe (X7 t) Vl;« (X', t) (BQ)
where, (X, t) = Z;Ei:; and x. (x,) = 1 — x4 (x,t) are the mole fractions of water and total

electrolyte in the solution. The quantities V,, (x, t) and V (x,t) correspond to the molar volumes
of water and total electrolyte in the solution, respectively. V,, (x,t) is approximated by the partial
molar volume of pure water and thus only a function of temperature and pressure. The molar

volume of electrolyte is expressed as (Mathias, 2004)
Ve (x,1) = V(1) + (VY (x,8) = V& () xe (x,1) (B.10)

with
n n

ZX](xt Vi+ > DX () xi (x,1) Bk (x,1), (B.11)

Jj=1 k=1
J#u JF#w kFw
Bj; =0, j=1,..n,j#w, (B.12)
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B Physico-chemical property models for electrolytes

T-1T
BJk (x7t):B§),k+ ( t 0>B},k7 j>k:17“'7">.j3ék7j3é,w7 (Bl?’)
0
V0 (x,t) = Zx,xt)V +ZZX]xt)Xk (x,t) Cjp (x,1), (B.14)
1 k=1
J#w ]J¢u; k#w
Cjj =0, j=1,..n,j#w, (B.15)
T -1 . . .
Catxt) =t (T2 Ol b= Lwni#bi w80

Here, x; (x,t), j =1,...,n, are the mole fractions, Vj, j=1,..,n, j # w is the infinite dilution
partial molar volume and V]-O7 j=1,...,n, j # w is the pure molar volume of the ionic species at
the reference temperature of Ty = 25°C. The parameters B?,k'v B]!'k and Cﬁk, Cgll,k are symmetric
binary coefficients accounting for the interactions of an ion pair jk (Mathias, 2004).

To decouple the ideal behavior, corresponding to the state of infinite dilution, from the
concentration-dependent non-ideal excess contribution, the excess volume of the solution is intro-
duced as (Djordjevi¢ et al., 1994, Rouquerol and Sabbah, 1977)

VE (x,1) = xe (x,1) V. ZXth ) V. (B.17)
J#w
With this definition, Eq. (B.9) can be rewritten as

1= i%‘ (x,8) Vi + VE (x,1) er (x,1). (B.18)
=1

B.4 Maxwell-Stefan diffusion coefficients for aqueous electrolyte

solutions

On the basis of experimental data reported by Chapman (1968), Visser (2001) identified an
empirical model for concentration-dependent Maxwell-Stefan diffusion coefficients of ionic species

in an aqueous solution. The model is based on the relation

D;j = p1 + pacs +pgc}o,'5 +p4c% + ps\/cs (B.19)

to express binary diffusion coefficients in a single-salt electrolyte with the concentration cg. Pa-
rameter values for p;, i = 1,...,5, are summarized in Table B.1 and B.2 for the salts NaCl and
NaySOy, respectively. Eq. (B.19) is applicable at T = 295.13 K in a concentration range of
enact € [0, 5000 29] and cna,s0, € [0, 1500 24

The predicted single-salt diffusivities are also used to predict the Maxwell-Stefan diffusion
coefficients in multi-salt electrolytes. In this generalization, major difficulties arise from the facts
that (i) the concentration measure cg is not unambiguously defined and (ii) multiple diffusivities
are to be averaged by appropriate mixing rules. To overcome these problems, Visser (2001)
proposes the following empirical relations for the diffusion coefficients of ion-ion and ion-water

pairs.
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B.4 Maxwell-Stefan diffusion coefficients for aqueous electrolyte solutions

Table B.1: Parameter values for p;, i = 1, ..., 5, identified by Visser (2001) for aqueous NaC solution.

p1 P2 P3 y2 Ps

Do+ ci- 0 8.02-1071* —2.09-1071¢ 70310718 2.18.107!2
Do+ o 1.34-107%  —3.06-1074 —-3.91.1071% 3.77-10717 —1.77-10712
Dei- o 2.04-107°%  —224-107%  —-3.79.107%% 3.78-107'"  8.32-107'2

Table B.2: Parameter values for p;, i = 1,...,5, identified by Visser (2001) for aqueous Na2SO4

solution.

p1 p2 p3 P4 Ps

Dyt 502 0 2.943-1071  —5.839-10716 —1.592-107" 6.08-10713
Do+ o 1.367-107%  1.724-107'2  —6.571-107  6.18-1071¢  2.698-10712
Dgo2- o 1.079-107% 1.125-107%%  —4.653- 107" 4.435-107'%  6.83-10° "

B.4.1 MS coefficients of ion-ion pairs

In a mixture of two salts with a common anion A the interaction coefficient D¢, ¢, for the two

cationic species C1 and Cy is determined as
1
Dey ¢, == (Dey,aDey,a)? (B.20)

where D¢, 4 and Dc, 4 are the binary coefficients of the corresponding single-salt electrolyte.
It is important to note that the cation-cation diffusion coefficients predicted by Eq. (B.20) are
negative, which is physically reasonable (cf. Kraaijeveld and Wesselingh (1993)).

Whereas Eq. (B.20) has been successfully applied to different systems with common cations
(Miller, 1967, Visser, 2001), no reliable approach is available for mixtures of two salts with a
common cation C' and two distinct anions A; and Ay. To allow for the analysis of these systems
with the models developed in this work, Eq. (B.20) is generalized in a straight-forward manner

yielding

1
Dy, =— (DA1,CDA2,C)2 . (B.21)

For the calculation of the interaction coefficient for a cation C' and an anion A in a multi-
salt solution Visser (2001) directly evaluates Eq. (B.19) with parameters for the corresponding

single-salt solution. In this evaluation the concentration measure is chosen as

ck, ifco>ca
cs = ’ (B.22)
ca, ifca > co.
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B Physico-chemical property models for electrolytes

B.4.2 MS coefficients of ion-water pairs

For the calculation of the diffusion coefficients for cation-water pairs Visser (2001) proposes the

relation

Na

Cj i
Dc.m,0 = Z WDIC‘,Hzo (I5). (B.23)
=1 J

j=16j
Here, the sum accounts for a set of n, anionic species in the system and the resulting n, distinct
binary diffusion coefficients DY, Hp0 (IS), i =1,...,n,. The binary coefficients are calculated from

Eq. (B.19) by using the ionic strength
n
1S=Y zc. (B.24)

as concentration measure. The coefficients for anion-water pairs are calculated with the analogous

relation N
e o .
Damo = Z ﬁDA,HZO (I5), (B.25)
i=1 &J=1"7

where n, is the number of cationic species in the system and D%,Hzo (IS) are the distinct binary

diffusion coefficients evaluated with cg = I.S.

B.5 Model parameters

Tables B.3 and B.5 summarize the Bromley interaction parameters and Maxwell-Stefan diffusion
coefficients used to parametrize the IEM models. The parameters for the Tafel equations in the

electrode models are given in Table B.4.

Table B.3: Bromley interaction parameters for the ion-exchange membranes as identified by (Visser,

2001). The parameters labeled by asterisks correspond to default values as no values have been

reported.
parameter  unit ref. Value
CEM [ mot |
Carci- s | -0.0271
CEM mol N
CNatSO[ s | 0.0922
CEM mol )
CNatm- % | 0.2214
AEM ['mot | *
CNatcr- | | 0.04
AEM mol *
Na+,507" | kg | 0.01
AEM mol
Caitm+ | %q | 0.0636
AEM mol
o e T oae31
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B.5 Model parameters

Table B.4: Empirical parameters for the Tafel equations.

parameter unit reference value

aa,node

[V]  Visser (2001) 0.5962

[V]  Visser (2001) 0.0616
acothode [y Hine (1985)  0.04

\4!

Hine (1985)  -0.03

banude

peat hode

Table B.5: Maxwell-Stefan diffusivities identified by Visser (2001) for Nafion 450 (DuPont, USA)
cation exchange and ARA (Solvay, France) anion exchange membranes. The coefficients labeled by

asterisks correspond to default values as no values have been reported.

parameter unit value
Do mTZ *5.80- 107"
DEEM . [2] r287-1070
DEM [l e96.10-1
paeM ] 99g.10-11
ppzt =] sa3aa00
AE 2] 1441070
aep (=] 798101
D0 WTZ 2.39-1071
ppE o =] ass0n
DIEM . mt x987.1077
pgEM. - [=] 5801071
DM o 2] 2871070
pgEM - [m2) 9.96.10-10
pge - mtl 169107
Dgh 2] 74110712
pgEM - [mt] 79910710
DG 2] 51410710
pgem o [=2] 6.23.10710
o o =] 16210710
DSEM o |=] 2871070
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C Results of pressure drop model

identification

This chapter provides additional information for the identification of the predictive pressure drop
models in Chapter 6. Section C.1 summarizes the geometrical parameters of the spacer geometries
used for the generation of the initial data set. The parameter estimates of the final models for
woven and non-woven geometries are given in Section C.2. The distinct model structures used as

a basis for the identification of a generalized pressure drop model are provided in Section C.3.

C.1 Geometric parameters of the spacer geometries in the basis

data set

Table C.1: Geometric properties of non-woven spacers for the generation of the basis set of simulated

pressure drop data.

geometry g[deg] dy [10—4 m} I [10_3 m}

1 38.75 1.75 1.25
2 41.25 2.75 2.25
3 58.75 1.25 2.75
4 53.75 2.25 1.75
5 43.75 1.08 1.58
6 48.75 2.92 2.42
7 56.25 2.42 1.08
8 31.25 1.92 2.92
9 51.25 2.08 2.58
10 46.25 1.58 2.08
11 33.75 2.58 1.42
12 36.25 1.42 1.92
13 30 1 1

14 30 3 1.3
15 60 1 3

16 60 3 1

17 60 1 1

154
napsifco. 1P 21673.716143, am 0202.2026, 073724, gaschizter otk

tersagt, m mit, fr oder in Ki-Syster


https://doi.org/10.51202/9783186949035

C.2 Parameter estimates for the final friction coefficient model for the non-woven and woven

Sspacer

Table C.2: Geometric properties of woven spacers for the generation of the basis set of simulated

pressure-drop data.

geometry df [10’4m}

I [10’3 m,]

= W N

© 0 1 O O

11
12
13

1.13

2.34

2.70

1.61
1

N W o~ NN HE W W

1.94
1.21
2.06
2.66

1

NN N W W =W

C.2 Parameter estimates for the final friction coefficient model for

the non-woven and woven spacer

Table C.3: Parameter estimates p* and confidence intervals 6 of the final friction coefficient model

for non-woven spacer geometries.

parameter no. 1 2 3 4 5 6 7
p;  -0.14196  0.07487  -0.00078  0.82367  -0.41847  -0.01312  -0.36281
A6, 9431075 1.16-10~* 9.94.1077 1.16-10~* 1.45.107* 1.84.107¢ 1.12.107¢
8 9 10 11 12 13 14
0.22844  0.00669  0.86565 -0.13454  -0.04451  0.08643 0.90875
1.39-107%  1.69-107% 6.67-107° 4.71-107° 7.66-107° 4.91.10™° 5.10-103°
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C' Results of pressure drop model identification

Table C.4: Parameter estimates p* and confidence intervals 6 of the final friction factor model for

woven spacer geometries.

k 1 2 3 4 5

p;,  0.79880 -0.38254 -0.01358 -0.42319  0.24944
Af, 1.19E-04 9.28E-05 1.63E-06 1.23E-04 9.19E-05
6 7 8 9 10

0.00584  0.87022 -0.07353  0.10586  0.86482
1.52E-06 5.13E-05 7.27E-05 5.45E-05 4.74E-05

C.3 Model candidates for the identification of a generalized

pressure drop model

Table C.5: Model candidates for the generalized friction coefficient model.

no. a) non-woven b) woven
. n® (u™) = py g +pods+p3ln+pa n" (u) = p1dy + palm + p3
m®P (u") = ps g +pedy +p7im +ps m (u") = pady 4 ps o+ po
nF (u") = p g +p3ds +pslm n () = prdy +pslm
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C.3 Model candidates for the identification of a generalized pressure drop model
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