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Was algorithmische Persona-
lisierungsprozesse pragt

Hin zu einer partizipativen Nutzung von algorithmisch

personalisierten Medien. Von Martina Skrubbeltrang Mahnke

Abstract Der folgende Artikel knupft an den in dieser Zeitschrift
erschienen Essay ,Der Algorithmus, bei dem man mit muss? Ein
Perspektivwechsel“ (Mahnke 2015) an. Der Essay pladierte fiir eine
konzeptionell-theoretische Auseinandersetzung mit Algorithmen
auf der Grundlage ihrer tatsachlichen praktischen Funktionsweise.
Der folgende Artikel fithrt diese Uberlegungen weiter und entwickelt
einen theoretisch-konzeptionellen Rahmen, der algorithmische Per-
sonalisierung als wechselseitigen Kommunikationsprozess zwischen
Algorithmus und Nutzer versteht. Basierend auf der Analyse von
Interviews mit Programmierer_innen, Nutzer_innen und Journa-
list_innen untersucht der Artikel anschlieffend empirisch, welche
Dimensionen diese Algorithmus-Nutzer Kommunikation grundsatz-
lich pragen. Der Artikel endet mit einigen Bemerkungen, wie eine
partizipative Nutzung von algorithmisch personalisierten Medien

aussehen kann.

er Diskurs tber algorithmische Personalisierungspro-

zesse in digitalen Medien, wie zum Beispiel Facebooks

Newsfeed, war und ist stark durch die Berichterstattung
journalistischer Medien gepragt, vor allem im Hinblick auf die
Darstellung von Algorithmen als Interpretationsmechanismen
fur menschliches Handeln (vgl. Beuth 2018) und als Ersatz bzw.
Form der Automatisierung von menschlichen Aufgaben (vgl.
Viciano 2019). Grundlage dieser Debatte ist oft ein allgemeines
Verstiandnis von Algorithmen als konkrete Handlungsvorschrift
zur Lésung eines bestimmten Problems. Diese mathematisch-
theoretische Sichtweise hat eine lange Tradition und bildet dar-
iiber hinaus die Grundlage der modernen Computertechnologie
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(vgl. Knuth 1968; Turing 1950; Weizenbaum 1966). Daher werden
Algorithmen in der Anwendung von computergesteuerten Pro-
zessen oft als Werkzeuge, die es zu verbessern und optimieren
gilt, betrachtet. Wahrend dieses Verstindnis fur die Mathema-
tik und Informatik sinnvoll und zielfithrend ist, ist der sozial-
und humanwissenschaftliche Blick ein anderer.

Nissenbaum und Friedman (1996) betrachten Algorithmen
erstmalig nicht als neutrale Werkzeuge, sondern als Triager von
bestimmten Werten (,bias“). Die Idee, dass Algorithmen Werte
transportieren, diese zusitzlich verstarken und dariiber hinaus
politisch, wirtschaftlich und sozial eingebettet sind, ist heute
von zentraler Bedeutung fir die kritische Auseinandersetzung
mit Algorithmen (vgl. fiir eine umfassende Literatursamm-

lung Gillespie/Seaver 2015). Ein grofler Teil

Eine verbreitete Forschungsperspektive dieser Forschung basiert auf einer system-

betrachtet Algorithmen als Systeme, die orientierten, funktionalistischen makro-

mit ihrer Umgebung durch verschiedene orientierten Sichtweise, die Algorithmen als
Feedback-Prozesse verbunden sind. Entscheidungstriger (vgl. u.a. Diakopoulos
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2015), strategische Akteure (vgl. u.a. Arnoldi
2016; Gillespie 2017) und Regulierungselemente (vgl. Pasquale
2015) darstellen. Generell werden hier algorithmische Prozes-
se als Formen struktureller Macht und sozialer Ordnung kon-
zeptualisiert (vgl. Just/Latzer 2017). Algorithmen als Systeme
zu beschreiben, die mit ihrer Umgebung durch verschiedene
Feedback-Prozesse verbunden sind, ist heute eine etablierte und
verbreitete Forschungsperspektive. Allerdings ist der Ansatz in
dem Sinne begrenzt, dass er algorithmische Prozesse primir auf
der Makroebene betrachtet und dabei den Nutzer und die damit
verbundenen komplexen sozio-technischen Prozesse aus dem
Blick verliert.

Eine weitere Forschungsrichtung betrachtet Algorithmen
daher als Netzwerke oder netzwerkihnliche Strukturen und
zielt darauf ab, ihre Komplexitit in der tiglichen Praxis zu er-
fassen (vgl. u.a. Geiger 2014; Kitchin/Dodge 2011; Rieder 2012;
Willson 2017). Diese Perspektive beleuchtet hauptsichlich die
komplexen Beziehungen von materiellem Code und sozialen Pro-
zessen und versucht den Blick weg von hierarchischen Macht-
strukturen auf die konkreten Interaktionsbeziehungen lenken.

Eine andere, weitere Forschungsperspektive verfolgt einen
phinomenologischen Ansatz und untersucht Algorithmen als
und in Kultur (siehe u. a. Gillespie 2016; Neyland 2014; Roberge/
Seyfert 2016; Seaver 2017; Striphas 2015). Forscher_innen in die-
sem Gebiet gehen davon aus, dass algorithmische Prozesse zu
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einer neuen autoritiren (Empfehlungs-)Kultur beitragen, dass
diese algorithmische Kultur fast alle gesellschaftlichen Prozesse
durchdringen wird und dariiber hinaus die menschliche Inter-
aktion und Alltagserfahrung pragt. Daran anknipfend weisen
Studien aus der Nutzerperspektive weisen darauf hin, dass die
wahrgenommene, affektive Dimension - in anderen Worten:
wie sich Algorithmen fiir den Nutzer anfithlen — ebenso wich-
tig ist wie die strukturelle (vgl. Bucher 2017; Eslami et al. 2016;
2015; Mahnke 2018b). Hinzu kommt, dass viele Nutzer_innen
Algorithmen extrem kritisch gegeniiber stehen, was sich je-
doch nicht immer in ihrem Nutzerverhalten widerspiegelt (vgl.
Mahnke/Schwartz 2018).

Algorithmen werden heute vielfaltig und umfassend er-
forscht. Generell sind sich Forscher_innen einig in Bezug auf
die algorithmische Durchdringung der Gesellschaft (vgl. auch
Schmidt et al. 2017), welche Folgen dies fur

die moderne Gesellschaft hat, wird jedoch Studien auf der Interaktionsebene
noch immer stark diskutiert (vgl. u. a. Borge- weisen darauf hin, dass Nutzer_innen
sius et al. 2016). Wichtige offene Fragen sind algorithmische Personalisierungs-
nach wie vor, wie sich algorithmische Per- prozesse aktiv mitgestalten konnen.

sonalisierungsprozesse in digitalen Medien — o
auf die 6ffentliche Meinungsbildung und den Prozess der poli-
tischen Partizipation auswirken. Hierbei ist im Speziellen die
konkrete Rolle des Nutzers und welche Verantwortung er iiber-
nehmen kann und muss stark umstritten. Wahrend Studien auf
der Makroebene vorwiegend fiir eine iibergeordnete politische
Regulierung und algorithmische Transparenz argumentieren,
weisen Studien auf der Interaktionsebene darauf hin, dass
Nutzer_innen algorithmische Personalisierungsprozesse aktiv
mitgestalten kénnen und sollten. Dieser Artikel kntipft an letz-
teren Punkt an und entwickelt eine konzeptuell-theoretische
Sichtweise, die algorithmische Prozesse und Nutzerverhalten
als gleichwertig betrachtet.

Algorithmische Personalisierungsprozesse

als Algorithmus-Nutzer-Kommunikation

Der Blick in die aktuelle Forschungsliteratur hat gezeigt, dass
Algorithmen aus verschiedenen Perspektiven und auf verschie-
denen Ebenen untersucht werden. Dominierend sind Analy-
sen, in denen der Nutzer eine den algorithmischen Strukturen
untergeordnete oder eine von Algorithmen unabhingige Rolle
spielt. Da sich algorithmische Personalisierungsprozesse in der
Praxis sowohl auf die Analyse des einzelnen als auch des aggre-
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gierten Nutzerverhaltens beziehen, ist es wichtig, die beiden
Elemente Algorithmus und Nutzer auf gleicher Ebene, in an-
deren Worten: auf der Anwendungsperspektive, zu betrachten
(vgl. Mahnke 2015). Das bedeutet konkret, dass algorithmische
Personalisierungsprozesse in digitalen Medien als wechselseiti-
ger Kommunikationsprozess zwischen Algorithmus und Nutzer
verstanden werden kénnen. Diese konzeptionell-theoretische
Perspektive kniipft an das oben beschriebene Forschungsfeld
von Algorithmen als Netzwerke oder netzwerkartige Struktu-
ren an und stitzt sich weiterhin auf die Arbeiten des noch rela-
tivjungen Forschungsfeldes ,Human-Machine Communication®
(HMO) (vgl. Guzman 2018).

HMC setzt sich tibergeordnet mit den Kommunikations-
prozessen von Menschen mit Maschinen auseinander. Wih-
rend traditionell Kommunikation hauptsichlich als computer-

vermittelt, also durch Maschinen, betrachtet

,Human-Machine Communication” wurde, legt HMC besonderes Augenmerk auf

setzt sich mit den Kommunikations- die Kommunikationsbeziehung zwischen

prozessen von Menschen mit Maschinen ~ Mensch und Maschine. Forscher_innen auf

auseinander.
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diesem Gebiet sehen die Notwendigkeit fiir
solch einen Ansatz vor allem in den immer
intelligenter werdenden Maschinen begrindet. Moderne Kom-
munikationstechnologien sind somit mehr als rein funktionelle
Maschinen, die korrekt bedient werden miissen. Im Gegenteil:
Sie sind zu sogenannten communicative others (vgl. Gunkel 2012)
avanciert, d. h. sie sind aktive Kommunikatoren, die ihre Nutzer
zum aktiven Handeln aufrufen. Die Gleichbehandlung von Al-
gorithmen und Nutzern als communicative others zielt darauf
ab, die Kommunikationsbeziehung zwischen Algorithmus und
Nutzer in den Vordergrund zu stellen. Dadurch verschiebt sich
die Fragestellung von ,Welche Auswirkungen haben Algorithmen
auf den Nutzer?“ hin zu ,Was prdgt die Algorithmus-Nutzer-Kom-
munikation und wie kann diese Kommunikationsbeziehung aktiv ge-
staltet werden?*. Durch die Fokussierung auf die kommunikative
Beziehung von Algorithmen und Nutzer_innen soll ein Beitrag
zum Verstindnis algorithmischer Personalisierung, der zum ei-
nen ihrer tatsichlichen Anwendung Rechnung trigt und zum
anderen die Rolle des Nutzers aktiv einbezieht, geleistet werden.

Anmerkungen zum empirischen Material

Das empirische Material, welches diesem Artikel zugrunde liegt,
besteht aus der Analyse von 24 qualitativen Interviews mit Pro-
grammierer_innen, Nutzer_innen und Journalist_innen, die
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im Rahmen meiner Dissertation erhoben wurden (vgl. Mahnke
2018). Die Datensammlung erfolgte in drei Schritten, zunachst
wurden Programmierer_innen, die mit algorithmischen Perso-
nalisierungsprozessen arbeiten, interviewt, dann Nutzer_innen
dieser Dienste identifiziert und schlussendlich Journalist_in-
nen. Der Interviewbogen enthielt Fragen zur Funktionsweise
von Algorithmen, ihren sozialen Implikati-

onen und ihrer gesellschaftlichen Relevanz. Algorithmische Personalisierungs-
Dariiber hinaus wurden aktuelle Begriffe, prozesse werden hauptsdchlich durch
Tendenzen und verschiedene Sichtweisen die strategische, die narrative und die
mit den Studienteilnehmer_innen diskutiert. interaktive Dimension geprégt.

Nach Abschluss der Erhebung wurden alle In- oo,
terviews vollstindig transkribiert, anonymisiert und dem Pro-

zess der strukturierten Inhaltsanalyse folgend analysiert (vgl.

Kuckartz 2014). Im Dialog mit der Forschungsfrage wurde das

gesamte Material in mehreren iterativen Schritten sortiert, ka-

tegorisiert und ausgewertet. Der mehrstufige Analyseprozess er-

gab, dass algorithmische Personalisierungsprozesse hauptsich-

lich durch die folgenden drei Dimensionen gepriagt werden.

Die prigenden Dimensionen
der Algorithmus-Nutzer-Kommunikation

(1) Die strategische Dimension

Die strategische Dimension bezieht sich auf den Zweck der
algorithmischen Personalisierung. Algorithmen werden von
Programmierer_innen, die in einem komplexen Organisations-
kontext eingebunden sind, entwickelt (vgl. Willson 2017) und
daher sind Algorithmen immer auf ein bestimmtes (Unterneh-
mens-)ziel ausgerichtet programmiert. Fir Nutzer_innen und
Auflenstehende ist dieser Zweck oft nicht ersichtlich, da er nicht
explizit genannt wird und nur implizit den Anwendungen zu-
grunde liegt.

In den Interviews mit den Programmierer_innen wurde
deutlich, dass der hauptsichliche Zweck fur die Entwicklung
von algorithmischer Personalisierung in der effektiven Aufbe-
reitung des digitalen Informationsangebotes liegt. Obwohl die
Programmierer_innen in verschiedenen Organisationen bzw.
Start-ups arbeiteten, kam in den Interviews immer wieder das
Thema auf, wie die zur Verfugung stehende Information fur die
Nutzer_in optimal aufbereitet und zugianglich gemacht werden
kann. Das folgende Zitat verdeutlicht den zugrundeliegenden
Gedanken:
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“Within two years it will not double itself, it will be ten times more.
Andvery fast we will feel that there is overload information (sic!) in the
information that is pushed to us (...) People speak about information
overload for many, many years, it just changed the form. In the past
there is too much information in the library, too much information in
the web, too much information that I could find through Google and
now there is too much information that is pushed to me. Ok. So it
was clear to me, that people will need a solution, that will be able to
bring them the best. And the most relevant piece of content from the

streams.”

Im Interview spricht der Programmierer iiber das Problem des
Informationstberfluss (,information overload®). Der Begriff
wurde erstmalig von Alvin Toffler (1970) genutzt, um ,a cog-
nitive overstimulation interfe[ring] with our ability to think®
(S. 311) zu umschreiben. Angewendet im digitalen Kontext
bedeutet das, dass algorithmische Personalisierungsprozesse
dazu dienen, aus den zur Verfiigung stehenden Informationen
die fiir den Nutzer relevantesten zu ermitteln. Relevant bezieht
sich hierbei jedoch nicht auf gesellschaftspolitische Fragestel-
lungen, sondern einzig und allein auf das Verhalten der Nut-
zer_innen.

Im Zitat wird ebenfalls darauf hingewiesen, dass diese Pro-
blemstellung nicht neu ist, sondern historisch gesehen in ver-
schiedenen Kontexten auftrat und gelést wurde, zum Beispiel
bei der systematischen Bereitstellung von Informationen in der
Bibliothek. Der Unterschied vom analogen zum digitalen Raum
ist die Méoglichkeit, Nachrichten in sogenannten ,streams”
direkt zu abonnieren, was bedeutetet, dass die gewiinschten
Nachrichten direkt zur Nutzer_in gesendet werden. Aus der
strategischen Sicht beinhaltet das mehrere Vorteile:

“To users, it’s a way to find great content and spend less time filtering
through useless junk.”

“It will help both sides. The consumer will get the relevant content and
the producers of the content will be happy, because the consumers that
are most relevant to this content actually will be on the top. The proba-
bility they consume the content will be much higher. So we believe that
we help both sides.”

Die strategische Dimension zeigt, dass algorithmische Persona-
lisierung mit dem Ziel entwickelt wurde, fiir den Nutzer relevante
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Informationen bereitzustellen. Es ist deshalb wichtig festzuhal-
ten, dass es nicht Ziel ist, gesellschaftlich-relevante Informa-
tionen bereitzustellen, sondern auf den Nutzer personalisier-
te. Damit richtet sich der Blick stark auf den Nutzer und sein
Verhalten und gibt diesem einen besonderen Stellenwert. Diese
Erkenntnis trigt auch die Frage mit sich, ob es generell zielfiih-
rend ist, algorithmische Personalisierungsprozesse im Vergleich
mit journalistischen Medien zu betrachten. Sie spielen ohne
Zweifel eine bedeutende Rolle im digitalen Informationsraum,
der ihr zugrunde liegende Zweck unterscheidet sich jedoch fun-
damental von traditionellen journalistischen Angeboten.

(2) Die narrative Dimension

Eine weitere prigende Dimension der Algorithmus-Nutzer-
Kommunikation ist die sprachliche Erzahlweise, in die algorith-
mische Personalisierungsprozesse eingebettet sind. Hier wird
offensichtlich, dass die Beschreibung von Algorithmen stark
metaphorisch ist und auf Organisationsebene hauptsichlich ei-
ner Marketing- bzw. Verkaufslogik folgt. Nut-

zerinnen und Nutzer sowie Journalistinnen Wiihrend ein Nutzer tiber
und Journalisten beschreiben dahingegen algorithmische Fremdbestimmung
vorwiegend konkrete Erlebnisse mit Algo- spricht, lehnen Programmierer_innen
rithmen und ihre dabei erlebten Gefiihle. Da- die Idee von Manipulation ab.

beiist zu erkennen, dass die genutzte Sprache =~
eine Art Eigendynamik entwickelt, oft stark losgel6st von der
technischen Funktionsweise und einzig und allein bezugneh-
mend auf die Erfahrungsdimension. Begriffe wie ,determinis-
tisch® und ,,Manipulation“ werden zum Beispiel von Program-
mierer_innen, Nutzer_innen und Journalist_innen auf sehr
unterschiedliche Art und Weise verwendet und verstanden, wie
das folgende Beispiel zeigt. Wahrend ein Nutzer mit der Aussa-
ge “I think we are all manipulated” tiber algorithmische Fremdbe-
stimmung spricht, lehnen Programmierer_innen generell die
Idee von Manipulation ab:

“It doesn’t make decisions. It gives ranks for things. So it’s like a mathe-
matical formula. You give the number inside und the formula gives you
a rank. And this formula of course is changing all the time. Whatever

action you do.”

Diese beiden Zitate zeigen exemplarisch die sehr unterschiedli-
che und teilweise gegensiatzliche Perspektive von Programmie-
rer_innen und Nutzer_innen, was sich auf die eingangs erwihn-
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te Neutralitatsperspektive auf Algorithmen zurtickfihren l4sst.
Da aus Sicht der Programmierer_innen Algorithmen neutrale
Werkzeuge sind, die es zu verbessern gilt, treffen sie keine Ent-
scheidungen und kénnen demnach auch keine Nutzer_innen
manipulieren. Was sie ihrer Meinung nach tun, ist eine Auswahl
an Informationen in einer bestimmten Rangfolge bereitzu-
stellen und dies wird unter Ausnutzung der technischen Még-
lichkeiten getan. Aus Nutzersicht ist diese Form der Informa-
tionsbereitstellung eine Art Manipulation, da algorithmische
Prozesse intransparent sind und Vertrauen vom Nutzer verlan-
gen. Da Nutzerinnen und Nutzer nicht nachvollziehen kénnen,
welche Informationen ihnen nicht angezeigt werden, entsteht
fur sie oft der Eindruck, wichtige Informationen zu verpassen.

(3) Die interaktive Dimension

Die dritte pragende Dimension bezieht sich auf den Austausch-
prozess von Algorithmus und Nutzer und damit die tigliche
Nutzung von algorithmischer Personalisierung. Taglicher Me-
diengebrauch ist komplex und schwer zu erforschen, vor allem
weil er von Gewohnheiten und Routinen geprigt ist und dar-
iiber hinaus eher unbewusst stattfindet. ,,Unbewusst” bezieht
sich in diesem Sinne auf das routinemifiige Verhalten und be-
deutet nicht, dass Menschen nicht in der Lage sind, dieses und
ihre zugrunde liegende Motivation zu reflektieren (vgl. Giddens
1984). Im Gegenteil: Oft wird durch Selbstreflexion eine Ande-
rung der Alltagspraxis erreicht. Da algorithmische Personalisie-
rungsprozesse auf der Verhaltensanalyse von Nutzerinnen und
Nutzern aufbauen, gilt es besonderes Augenmerk auf diese rou-
tinegeprigten Prozesse zu legen und sie in das individuelle und
kollektive Bewusstsein zu integrieren (vgl. Sandvik/Thorhauge/
Valtysson 2016), was auch das folgende Zitat beschreibt:

“It’s actually you can not describe what you really want. (...) Your action
describesit. (...) But if you will be asked to describe yourself, you will not
do that very well. From the fact that you actually do not know yourself.”

Im Zitat wird nochmals deutlich, dass es bei algorithmischen
Personalisierungsprozessen vorwiegend um die implizite Aus-
wertung von Nutzerinhalten geht. Dabei geht es nicht darum,
dass Nutzer_innen sich aktiv und rational fiir eine bestimmte
Art und Weise von Informationen entscheiden sollen, sondern
dass idealerweise alle interessanten Informationen bereits vor-
liegen und daraus nur eine Auswahl getroffen werden soll.
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Fazit: Hin zu einer partizipativen Nutzung

von algorithmisch personalisierten Medien
Algorithmische Personalisierungsprozesse in digitalen Medien
sind nach wie vor ein umstrittenes Thema, vor allem in Bezug
auf die offentliche Meinungsbildung und politische Partizipa-
tion. Eine Frage, die noch nicht abschlieend geklirt werden
konnte, ist, ob die algorithmischen Personalisierungsprozes-
se in digitalen Medien zur Informationsvielfalt beitragen oder
nicht. Eine Herausforderung besteht darin, dass algorithmische
Personalisierungsprozesse vorwiegend auf den Nutzer und sein
Verhalten ausgerichtet sind und nicht auf gesellschaftspoliti-
sche Tagesordnungen. Damit verbunden wird generell befiirch-
tet, dass Marktwerte wie Unterhaltung und Spaf? einen héheren
Stellenwert im 6ffentlichen Raum erhalten, und dass vorgeform-
te Meinungen eher bestitigt als diskutiert werden. Eine immer
wiederkehrende Forderung ist deshalb, algorithmische Prozesse
transparenter zu gestalten. Inwieweit Transparenz tatsichlich
weiterhilft, ist allerdings offen, vor allem da Algorithmen in der
Anwendung tatsichlich komplexe mathematische Prozeduren
sind und sich nicht ohne weiteres offenlegen lassen (vgl. Anna-
ny/Crawford 2018). Dazu kommt, dass sie konstant entwickelt
und erweitert werden.

Aus journalistischer Sicht wird immer wieder auf die ge-
sellschaftliche Relevanz von Informationsflissen verwiesen
und darauf, dass Auswahlprozesse nach rein journalistischen
Kriterien erfolgen sollten. Wihrend dies aus journalistischer
Sicht sinnvoll erscheint, unterliegt die algorithmische Persona-
lisierung in digitalen Medien einer anderen Pramisse, nimlich
dem Nutzerverhalten. Deshalb ist es aus Sicht dieser Forschung
besonders wichtig, den Nutzer miteinzubeziehen. Die Fragestel-
lung sollte daher nicht lauten, wie algorithmisch personalisierte
Medien den Nutzer informieren kénnen, sondern wie Nutzer
partizipativ dazu beitragen kénnen, dass algorithmisch perso-
nalisierte Medien zu einer sinnvollen tiglichen Informations-
quelle werden. Dabei gilt es zunichst, Abschied vom passiven
Nutzer zu nehmen und ihn gemif der technischen Funktions-
weise als aktiv Handelnden zu betrachten. Dann gilt es auf die
drei oben genannten Dimensionen zu schauen und sich folgende
Fragen zu stellen:

»  Welchen Zweck verfolgt die Anwendung?
» Wie wird die Anwendung sprachlich in Szene gesetzt?
»  Welche Nutzungsmotive werden analysiert?

{183
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Darauf aufbauend sollte der Nutzer sich langsam an die Anwen-
dung herantasten, sie ausprobieren und somit partizipativ mit-
gestalten.
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