Greta Runge und Murat Karaboga

Deepfakes als kulturelle Praxis und
gesellschaftliche Herausforderung: Zu Potentialen
und Wirkungsweisen der Technologie

1. Einleitung

Deepfake-Technologie bietet die Mdglichkeit, mit vergleichsweise geringem Auf-
wand das Gesicht, die Stimme und die Schreibweise anderer Personen zu imi-
tieren. Deepfakes stellen synthetische audiovisuelle Medien von Gesichtern, Kor-
pern oder Stimmen dar, die mittels Kiinstlicher Intelligenz (KI) produziert oder
verandert wurden. Die technische Basis hierfiir bilden Generative Adversial Net-
works (GANs), kiinstliche Neuronale Netze, die eine synthetische Datei erzeugen
(Pawelec und Bief8 2021). Die Entwicklungen im Bereich ,generativer KI* schrei-
ten schnell und grof3flachig voran, was sich an dem Aufkommen und der breiten
Verwendung von Systemen wie ChatGPT und DALL-E zeigt. Auf Grundlage
von GANs konnen diese Systeme Texte, Bilder und Audiodateien durch Befehle
(Prompts) erstellen. Deepfakes bilden in der Regel Personen ab, die etwas zu
sagen oder zu tun scheinen, was sie nie gesagt oder getan haben (van Huijstee
et al. 2021). Mit dem Aufkommen von Bild-, Audio- und Textgeneratoren kdnnen
neuerdings nicht mehr nur Personen, sondern in zunehmender Qualitit auch
jedwede Gegenstande, Situationen und Gerdusche unter KI-Einsatz synthetisiert
werden.

Der vorliegende Beitrag basiert auf einer von TA-SWISS in Auftrag gegebe-
nen Studie zum Thema , Deepfakes und manipulierte Realitaten®

Seit der Existenz von Fotomontagen ist die technikbasierte Tduschung von
Lebenswirklichkeiten kein neues Phianomen: ,Photoshoppen® ist zum integralen
Bestandteil der digitalen Kultur geworden. An der Schnittstelle zwischen Reali-
tat und offentlicher, medialer Darstellung formt die Bildbearbeitungstechnik die
Wahrnehmung von (optischer) Wirklichkeit. Ferner fiihrt dies zu einer Manipu-
lation des Informationsgehalts und stellt die Authentizitdt und Aussagekraft von
Bildmaterial in Frage. Die Fortschritte der KI-Technologien haben die Vielfalt
an Manipulationstechniken des Informationsgehalts von Selbst- und Fremddar-
stellung seither vor allem in Richtung Bewegtbild ausgeweitet, doch auch Audio-
inhalte sind betroffen (Paris und Donovan 2019).
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Zahlreiche Artikel und Studien haben sich in den vergangenen Jahren mit
den Herausforderungen auseinandergesetzt, die sich aus der Verbreitung von
Deepfakes ergeben. Neben Risiken fiir Betroffene, z. B. durch Verleumdung oder
Deepfake-Pornographie, und Risiken fiir Organisationen, etwa Reputationssché-
den fiir Unternehmen, verweisen zahlreiche Beitrage insbesondere auf die gesell-
schaftlichen Risiken. Demnach seien Deepfakes beispielsweise in der Lage, durch
Informationsverschmutzung, dass also zunehmend unklarer wird, was Tatsachen
und was manipulierte Inhalte sind, zu einer Erosion des Vertrauens, etwa in
wichtigen gesellschaftlichen Bereichen (politisches, Wissenschafts- oder Justizsys-
tem) beizutragen. In der einschldgigen Literatur ist hingegen gar nicht bis selten
Thema, welche Chancen sich durch Deepfakes ergeben konnten (Godulla et al.
2021). In den Gesprachen mit der projektbezogenen TA-SWISS-Begleitgruppe
dusserte sich daher die Notwendigkeit der Beriicksichtigung der Chancen, um
das Themenfeld Deepfakes in ausgewogener Weise betrachten zu kénnen.

Angesichts dieses Erkenntnisinteresses ist es das erste Ziel des vorliegenden
Beitrags zu untersuchen, welche Chancen mit Deepfakes und synthetischen Me-
dien verkniipft werden. Dazu wurde eine qualitative Medieninhaltsanalyse durch-
gefithrt, um einen Einblick in die 6ffentlichen Diskussionen, Anwendungsfelder
sowie die hiermit verbundenen Chancen von Deepfakes zu erhalten.

Das zweite Ziel des Beitrags ist es, die im ersten Schritt identifizierten Chan-
cen im Hinblick darauf zu untersuchen, ob und inwiefern sich aus diesen Chan-
cen wiederum neue Herausforderungen ergeben, die in der weiteren Diskussion
um Deepfakes beriicksichtigt werden miissten.

Die Struktur des Kapitels spiegelt die Beantwortung der Forschungsfragen
wider: In Kapitel zwei werden zunéchst die in der Literatur diskutierten Heraus-
forderungen benannt. In Kapitel drei werden die empirischen Ergebnisse zur Un-
tersuchung der mit Deepfakes verkniipften Chancen diskutiert und Kapitel vier
dient schliefllich der Identifizierung neuer Herausforderungen, die aus den zuvor
identifizierten Chancen resultieren. Der Beitrag endet mit einem Schlusskapitel,
in dem die Ergebnisse in den Diskurs um Deepfakes eingeordnet werden.

2. Herausforderungen von Deepfakes und synthetischen Medien

Zahlreiche Beitrage widmeten sich in den vergangenen Jahren den aus Deep-
fakes resultierenden Herausforderungen. Typologisierungen unterteilen die aus
Deepfakes resultierenden Herausforderungen meist in drei Kategorien, die sich
an der Kritikalitdt der Nutzung, an den durch Deepfakes verursachen Schadens-
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typen und der Ebene der Betroffenen oder des Impacts orientieren. Im Folgenden
orientieren wir uns insbesondere an der Kategorisierung aus Bateman (2020)
sowie Chesney und Citron (2019), wihrend die konkreten Schadenstypen aus van
Huijstee et al. (2021, S. 29) fiir die Befiillung der Dimensionen instruktiv sind
(vgl. Tabelle 1). Demnach ldsst sich das breite Spektrum mdglicher Risiken in die
drei Schadenskategorien individuelle, institutionelle und gesellschaftliche Risiken
unterteilen. Individuelle Risiken betreffen die von einem Deepfake betroffenen
Personen und reichen von Mobbing, iiber Verleumdung und Einschiichterung
bis hin zu Erpressung und Rufschidigung. Institutionelle Risiken entstehen etwa
aus Erpressung oder Identitatsdiebstahl. Risiken fiir Institutionen kénnen auch
aus Erpressung oder Identitatsbetrug resultieren, auflerdem aber auch durch Re-
putationsschadigung oder die Manipulation von Aktienkursen mittels Deepfakes.
Deepfakes haben zudem das Potenzial, iibergreifende gesellschaftliche Schiden
mit sich zu bringen, etwa im Falle von Wahlmanipulationen oder der generellen
Beschéadigung des demokratischen Diskurses.

Mikro Meso Makro

Individuelle Risiken Institutionelle Risiken  Gesellschaftliche Risiken
Erpressung Erpressung Manipulation der Berichterstat-
Verleumdung Identitatsdiebstahl tung

Einschiichterung Betrug (z. B. Versiche-  Beeintrachtigung der wirtschaftli-
Mobbing rung/Zahlung) chen Stabilitat

Rufschadigung Manipulation von Akti- Schaden fiir das Justizsystem
Untergrabung des Vertrauens  enkursen Schidigung des Wissenschaftssys-
Unterdriickung der Freiheit der Markenschaden tems

Meinungsauferung Reputationsschaden Erosion des Vertrauens

Schadigung der Demokratie
Manipulation von Wahlen
Beeintrachtigung internationaler
Beziehungen

Beeintrachtigung der nationalen
Sicherheit

Tabelle 1: Uberblick zu Deepfakes-Risiken (in Anlehnung an: van Huijstee et al.
2021, 29, eigene Ubersetzung)

Ausgehend von dem dargestellten Forschungsstand zu den Risiken von Dee-
pfake-Technologien in exemplarischen Anwendungsbereichen wird im néchsten
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Abschnitt die in der Literatur unterreprasentierte Antwort auf die Frage nach den
Chancen, die sich durch den Einsatz und die Verbreitung von Deepfake-Techno-
logien ergeben, beantwortet.

3. Chancen von Deepfakes

3.1 Grundlagen der empirischen Medieninhaltsanalyse

Zur Beantwortung der ersten Forschungsfrage, die sich auf die Chancen von
Deepfakes und synthetischen Medien bezieht, wurde eine Medieninhaltsanalyse
durchgefiihrt. Insbesondere Tageszeitungen sowie iiberregionale Medien decken
aufgrund ihrer Reichweite ein grosses Spektrum an gesellschaftlichen Debatten
und der offentlichen Meinung ab (Mayring 2010). Die inhaltsanalytische Betrach-
tung von Zeitungsartikeln und Online-Nachrichten ist ein guter Indikator dafiir,
swas eine Gesellschaft bewegt und woriiber sie diskutiert” (Taddicken, 2019). Der
Analyse geht es um die gesamtgesellschaftliche Sicht auf den Technologieeinsatz
und nicht um das Einfangen von partikularen Interessen und Meinungen, sodass
meinungsbetonte Texte wie Kommentare nicht analysiert worden sind.

Fiir die vorliegende Untersuchung wurden daher zum einen die reichweiten-
stiarksten Schweizer-Tageszeitungen!, internationale iiberregionale Medien sowie
Online-News-Portale mit einem thematischen Schwerpunkt auf Technik/Techno-
logie ausgewahlt. Dabei wurde darauf geachtet, dass regionale und iiberregionale
Medien, Print- und Online-Formate sowie die Abbildung eines diversen politi-
schen Meinungsspektrums Berticksichtigung finden. Das Untersuchungsmaterial
wurde zum einen iiber das Online-Recherche-Tool fiir Presseerzeugnisse Lexis-
Nexis und zum anderen hidndisch tiber die Webseiten der betreffenden News-Por-
tale erhoben. Als Untersuchungszeitraum wurde das Erscheinungsjahr des ersten
Deepfakes 01.01.2017 bis 11.08.2022 festgelegt. Insgesamt wurden 445 Artikel erho-
ben, die sich direkt auf den Untersuchungsgegenstand Deepfakes beziehen.? Das
Untersuchungsmaterial verdichtete sich auf insgesamt 238 Artikel, die in Bezug
auf Chancen und Risiken von Deepfake-Technologien analysiert worden sind.

1 Dieser Fokus auf die Schweiz ergibt sich aus der Beauftragung der Studie durch TA-
SWISS, in deren Rahmen dieser Beitrag entstanden ist.

2 Im Rahmen der Erhebung wurden verschiedene Schreibweisen von Deepfakes
(Deepfake(s), Deep Fake(s), Deep-Fake(s)) sowie das Synonym synthetische Medien
beriicksichtigt.
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Als Grundlage fiir die Selektion und Analyse des Untersuchungsmaterials
(n=238) dienten die drei vorgestellten Risiko-Kategorien fiir Deepfakes. Diese de-
duktiven Kategorien gelten fiir die Untersuchung als anschlussfahig, da sie nicht
nur auf Ebene des Individuums Risiken von Deepfakes tangieren, sondern auch
institutionelle Aspekte auf der Meso-Ebene sowie gesellschaftliche Auswirkungen
mitberiicksichtigen.

3.2. Chancen von Deepfakes

Im Rahmen der empirischen Betrachtung wurden fiir den Einsatz von Deepfakes
vier Anwendungsfelder identifiziert: Entertainment, Bildung, Politische Prozesse
sowie Werbung und kommerzieller Nutzen. Im Folgenden werden beispielhaft
Chancen in den vier Anwendungsfeldern vorgestellt.>

3.2.1. Unterhaltung

Deepfake-Technologie ist schon heute im Bereich der Unterhaltungsindustrie an-
zutreffen, und es wird ihr zugetraut, weitere enorme Anwendungspotentiale zu er-
schliefSen. Im Bereich der Filmindustrie wird dies besonders deutlich. Als 2016 im
Kinofilm ,Rogue One: A Star Wars Story* sichtbar der bereits 1994 verstorbene
Peter Cushing mittels CGI digital wiederbelebt wurde, waren Zuschauer und Kri-
tikerinnen hin- und hergerissen. Einige fanden die 3-D-Computergrafik beein-
druckend, andere hingegen bemangelten die Qualitit der unter enormen Kosten
erstellten Animation (Walsh 2016). Nur wenige Jahre spater wurde dieselbe Szene
neu und in weitaus besserer Qualitit produziert. Dem Youtuber Shamhook, einer
Einzelperson, war es gelungen unter Einsatz von Deepfake-Technologie der CGI-
Produktion eines Hollywood-Studios nicht nur Konkurrenz zu machen, sondern
nach Ansicht vieler Fans deren Arbeit auch eindeutig zu tibertreffen (Chichizola
2020). Nachdem der Youtuber seine Qualitaten auch bei anderen Szenen unter
Beweis gestellt hatte (Aschenbrenner 2020), wurde er schliefllich von Lucasfilm
eingestellt, um die Technik weiter zu entwickeln und kiinftig CGI-Technik ggf.
durch Deepfakes zu ersetzen (Bastian 2021). Inzwischen ist bei Disney ein neues
Deep-Learning-basiertes Verfahren im Einsatz (Zoss et al. 2022).

Auch im Rahmen eines Dokumentarfilms iiber den 2018 verstorbenen Autor
und Moderator Anthony Bourdain wurde die Technik eingesetzt, um den TV-Star
mediensynthetisch auferstehen zu lassen. Ein Deepfake-Audio liess die Stimme

3 Eine vollstindige Auflistung und Erlduterung von Beispielen ist in der TA-SWISS Studie
»Deepfakes und manipulierte Realitdten” nachzulesen.
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von Bourdain in der Dokumentation ,Roadrunner erneut erklingen (Jacobs
2021).

Auch in der Musikindustrie finden sich vielfaltige Anwendungsmdoglichkei-
ten. ,Deepfake music“ nennt sich ein Trend, dessen Software JukeBox von der
Firma OpenAl entwickelt wurde*. Die Entwickler von OpenAl haben ihre Soft-
ware mit bekannten Audio- und Textdaten gefiillt, auf deren Basis computergene-
rierte Songs erzeugt werden kénnen, die bspw. nach Queen oder Mozart klingen.
Das Programm zerteile die Audiosignale in Fragmente und setze sie nach Input,
Stil oder Kiinstler neu zusammen. Fiir die Musikindustrie ergeben sich hierbei
viele wirtschaftliche Potentiale, wie die Beschleunigung und Vereinfachung von
Produktionsablaufen sowie die Senkung von Produktionskosten. Aufwindige
Motion-Capturing-Verfahren konnten in Musikvideos (aber auch in der Film-
produktion) durch Deepfakes ersetzt werden. Ein Beispiel fiir den Einsatz von
Deepfakes und synthetischen Inhalten in der Musikindustrie ist die Veréffentli-
chung eines Musikvideos der K-Pop-Band «Etern!ty», welches ausschliesslich aus
bereits bestehendem Bildmaterial der elf Bandmitglieder entwickelt worden ist
und in der Fangemeinschaft positive Resonanz erhielt (New York Times 2021).
Die Band Limp Bizkit produzierte 2023 ein Musikvideo und inszenierte Wladi-
mir Putin, Joe Biden und Wolodymyr Selenskyj in einem Video (t3n 2023).

In einem engen Verhiltnis zu dem Einsatz von Deepfakes in der Film- und
Musikindustrie stehen Deepfakes als Werkzeug fiir die Realisierung von Fan-Art.
Besonderer Beliebtheit erfreuen sich veranderte Varianten ikonischer Filmszenen,
in denen die Gesichter der Protagonisten mittels Deepfake-Technologie meist
durch die Gesichter anderer Schauspieler und Schauspielerinnen ausgetauscht
werden (Foley 2023). Méglich ist aber auch das Einfiigen des eigenen Gesichts.
Sogenannte Face Swap-Apps, die eine solche Nutzung ermdglichen, sind bereits
seit vielen Jahren popular, und entsprechende Face Swap-Funktionen sind inzwi-
schen nicht mehr nur in spezialisierten Apps wie Reface oder Snapchat, sondern
auch in Instagram integriert (Harasewich 2022).

Dariiber hinaus finden Deepfakes bereits heute Anwendung fiir komodianti-
sche, satirische Zwecke. Etwa der ehemalige brasilianische Prisident Bolsonaro,
der die Bevolkerung vermeintlich tiber die Wichtigkeit des Hindewaschens wih-
rend einer globalen Pandemie aufklart (Ajder et al. 2019).

Die Erschaffung von Jenseits-Charakteren wird auch auf Ebene des Individu-
ums durch Unternehmen der sogenannten Digital Afterlife Industry (DAI) vor-

4 https://openai.com/research/jukebox
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angetrieben (Murray 2020)°. Werden Deepfakes von Verstorbenen zur Trauerbe-
wiltigung eingesetzt, konnen sie Angehorigen bei der Verarbeitung des Verlustes
dienen. Die dahinterliegende Geschaftsidee vereint die Produktion synthetischer
Medien mit der Bestattungsbranche. So trafen in einer siidkoreanischen TV-Show
Eltern auf ihre verstorbene siebenjahrige Tochter, die mittels Deepfake-Technolo-
gie und KI inszeniert worden war. An kiinstlicher Kommunikation mit Jenseits-
Charakteren via Chatbots, die die Sprache von Verstorbenen nachahmen, arbeitet
auch Microsoft (Harbinja et al. 2023).

3.2.2. Werbung und kommerzieller Nutzen

Der zweite grofie Bereich, in dem Deepfakes wirtschaftliches Potential zuge-
schrieben wird, ist der Werbesektor. Das Startup ,,Rephrase.AI“ hat mit den An-
wendungen ,Rephrase Personalized” und ,Rephrase Studio“ Deepfake-Software
auf den Markt gebracht, die es Unternehmen ermdglicht, den Trend der Perso-
nalisierung und Individualisierung via Deepfakes in Absatzstrategien zu integrie-
ren. Avatare konnen Konsumentinnen ein eigenes, einzigartiges Produkt nach
individuellem Geschmack présentieren und zum Aufbau nachhaltiger Kundenbe-
ziehungen beitragen (hy 2022). Weitere Chancen bietet die Deepfake-Technologie
fiir den kommerziellen Bereich bei der Formulierung von personalisierten Wer-
bebotschaften. Die Software Synthesia erstellt aus Texten Videos beispielsweise
fur Nachrichten oder Erinnerungen an abgebrochene Einkdufe (Synthesia 2023).
Deepfakes bieten hier neue kommerzielle Anwendungen in der Unternehmens-
kommunikation.

Dariiber hinaus kann die synthetische Produktion von Medieninhalten
durch Algorithmen Unternehmen einen wesentlichen Kostenvorteil in der Pra-
sentation von Mode verschaffen und sie als innovative Unternehmen im Markt
positionieren (t3n 2022). Ein Beispiel hierfiir ist der Stockfoto-Provider ,Gene-
rated Photos’, der mittels KI-Fotos von Menschen auf Basis von bestehendem
Bildmaterial generiert. Neben der vereinfachten Erstellung von Werbematerialen
konnten insbesondere Kostensenkungen im Bereich des Bookings von Models die
Folge sein (t3n 2019).

Weitere Potenziale bieten virtuelle Influencer, die schon heute in den sozia-
len Medien wirken und denen Millionen Menschen folgen.® Nicht nur ergeben
sich fiir Unternehmen hierbei reichweitenstarke Kooperationspartnerschaften,
sondern auch in der Prisentation der Produkte effiziente Werbe-Produktionen:

5 Vgl. hierzu auch die Studie von TA-SWISS zum Tod im digitalen Zeitalter.
6 https://www.virtualhumans.org/article/the-most-followed-virtual-influencers-of-2022
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Avatare bendtigen nicht wie andere Models mehrere Takes und Shootingtage.
Unternehmen kénnten auch ihre ganz eigenen Avatare erschaffen. Denkbar ist
auch, bekannte Personlichkeiten oder Prominente virtuell erscheinen zu lassen
und somit bekannte Testimonials einsetzen zu kénnen (t3n 2021).

Warner Bros. setze 2021 Deepfake-Technologie als Werbemassnahme ein,
sodass interessierte Personen sich in den Trailer des Films ,Reminiscence® proji-
zieren konnten. Auf einer Website des Unternehmens konnte ein Foto hochgela-
den werden, das dann durch KI-Systeme in den Trailer eingebaut wurde. Das
personliche Deepake-Video konnte danach heruntergeladen und mit Kontakten
geteilt werden. Dies verdeutlicht, dass Deepfakes als Hebel in der Fanékonomie
wirken kénnen, indem positive Emotionen, Identifikation mit dem Produkt und
zugleich Netzwerkeffekte erzeugt werden (Heise Online 2021).

Deepfakes konnen auch fiir offentlichkeitswirksame Kampagnen, die bei-
spielsweise auf Gesundheitsforderung oder Pravention abzielen, eingesetzt wer-
den. Ein Beispiel hierfiir ist die Kampagne «Malaria must die» (Zero Malaria
Britain 2019) mit dem ehemaligen Fussballstar David Beckham. Eine synthetische
Version des Fussballers spricht darin in neun verschiedenen Sprachen.” Das Vi-
deo konnte aufgrund der Multilingualitdt in verschiedenen Landern gezeigt wer-
den, erzielte damit eine hohe Reichweite und konnte viele Spenden einbringen
(Langhart 2021).

3.2.3. Bildung

Im Bildungsbereich birgt Deepfake-Technologie das Potenzial, Bildungsangebote
innovativer zu gestalten und z. B. Schiilerinnen und Schiilern Lerninhalte durch
neue visuelle und mediale Formate naher zu bringen. Synthetische Medien kén-
nen historische Personlichkeiten (bspw. Politiker und Wissenschaftlerinnen) wie-
der zum Leben erwecken und so den Unterricht ansprechender und interaktiver
gestalten (Westling 2019). Der Einsatz von neuen Technologien wie Deepfakes
kann das Interesse in Bildung seitens der Schiilerinnen insgesamt steigern. In Be-
zug auf Fernunterrichtssysteme konnen synthetische Medien die Lernumgebung
fiir Lernende interessanter machen. Diese Systeme sind zudem fahig, das Lern-
verhalten von Schiilerinnen und Schiilern zu analysieren, um fiir die Vermittlung
von Inhalten personalisierte Strategien zu finden. Letztlich sollen die Leistung
der Schiilerinnen und Schiiler verbessert und ihre Motivation gesteigert werden
(Temir 2020).

7 https://www.youtube.com/watch?v=QiiSAvKJIHo
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Prominente Beispiele zeigen, dass Deepfake-Technologie als Instrument der
Medienpidagogik zur Sensibilisierung der Offentlichkeit im Hinblick auf Desin-
formation verwendet werden kann. Zum einen wird die Technologie damit in der
Offentlichkeit bekannter; zum anderen werden Rezipientinnen und Rezipienten
an die kritische Reflektion von konsumierten Informationen und Medieninhalten
herangefiihrt. Prominente Beispiele hierfiir sind die populdre Deepfake-Rede
des ehemaligen US-Prisidenten oder die Weihnachtsansprache der verstorbenen
britischen Queen (t3n 2020). In einem anderen Fall wurde ein Deepfake des
Facebook-Griinders Mark Zuckerberg dafiir genutzt, die Offentlichkeit iiber die
Gefahren der ,digitalen Beeinflussungsindustrie“ aufmerksam zu machen (Kuhn
2019).

3.2.4. Politik

Deepfakes konnen im Kontext von Wahlen deliberationsférdernd und fiir die
kollektive Willens- sowie Meinungsbildung eingesetzt werden, indem Humor und
Unterhaltung den Fokus auf gesellschaftspolitische Gegebenheiten und Heraus-
forderungen richten (Borucki et al. 2020). So konnte eine Beschiftigung mit
Deepfakes in medienpddagogischen Kontexten hilfreich sein, um Hintergriinde
von politischen Themen zu analysieren und dariiber zu diskutieren, welche Aus-
sagen durch Deepfakes vermittelt werden kénnen (Appel und Prietzel 2022). Da-
durch konnte nicht nur erfahrbar werden, was hinter dem Phidnomen Deepfakes
und der Technologie steckt, sondern auch, welche Rolle manipulierte Inhalte
im politischen Kontext und fiir die Bildung der 6ffentlichen Meinung spielen
konnen.

Politische Akteure kénnen auf humoristische Deepfakes zuriickgreifen, um
diese als reichweitenstarkes Mittel der Wéhleransprache zu nutzen — denn Humor
und Witz gelten als wirkungsvolle Katalysatoren fiir 6ffentliche Aufmerksamkeit
(Dorner und Porzelt 2016). Unabhéngig vom Bildungsniveau und dem politi-
schen Interesse der Rezipientinnen und Rezipienten konnten sich so nicht nur
Chancen fiir die Sympathiegenerierung fiir die Politiker selbst er6ffnen, sondern
auch fiir wichtige politische Themen (Porzelt 2015).

Im Bereich des politischen Aktivismus kann die Deepfake-Technologie auch
dafiir verwendet werden, Identititen und Minderheiten zu schiitzen. Dies wird
an dem Beispiel des Films ,Welcome to Chechnya“ von David France deutlich, in
dem Deepfakes eingesetzt worden sind, um die Verfolgung homosexueller Perso-
nen zu dokumentieren, ohne dabei Identititen von realen Personen offenzulegen
(New York Times 2020).
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Uber die verschiedenen Anwendungsbereiche hinweg konnten im Rahmen
der Inhaltsanalyse eine Reihe von Potenzialen des Technologieeinsatzes identi-
fiziert werden, die sich in die Analyseebenen individuelle, institutionelle und
gesellschaftliche Chancen einordnen lassen:

Individuelle Chancen

Neue Unterhaltungsangebote
Identitatsschutz

Trauerhilfe (Unterstiitzung in Trau-
erprozessen)

Emotionalitdt und positive Gefiihle
(Fan-Kultur)

Ausleben von Fan-Phantasien
Personalisierte Nachhilfe durch
Avatare fiir bessere Lernergebnisse
Steigerung der Lernmotivation

Institutionelle Chancen

Digitale Wiederganger bei
Filmproduktionen
Innovative Unterrichtsge-
staltung durch Medienun-
terstiitzung
Positionierung am Markt
und Generierung von Auf-
merksambkeit fiir eigene
Produkte

Starkung der Kundenbin-

Gesellschaftliche Chancen

Bewusstseinsbildung und
Sensibilitat fiir Falschinfor-
mationen

Starkung der Medienkom-
petenz

Kulturelle Anndherung
durch multilinguale An-
sprachen

Schutz von Minderheiten
und Identitaten

Bewusstseinsbildung fiir Falschin-  dung

formationen Kosten- und zeiteffiziente

Produktionen

Tabelle 2 Zusammenfassende Darstellung von Chancen durch den Einsatz und die
Verbreitung von Deepfakes

4. Neue Herausforderungen aus den Chancen des Technologieeinsatzes

In den vorangegangenen Kapiteln wurden die mit Deepfakes einhergehenden
Chancen aufgezeigt, die sich fiir Individuen, Unternehmen und die Gesellschaft
ergeben. Aus diesen Potenzialen des Technologieeinsatzes ergeben sich neue He-
rausforderungen auf allen drei Analyseebenen in den aufgezeigten Anwendungs-
feldern.

4.1. Unterhaltung

Die Steigerung der Kosten- und Zeiteffizienz bei Produktionen im Unterhaltungs-
bereich kann zu materiellen Umverteilungsprozessen und zur Entwertung von
Arbeit fithren. Etwa, wenn aufgrund des Riickgriffs auf kostengiinstige Deepfake-
Produktionen Fachkrifte im Bereich digitaler, computergenerierter Bildeffekte
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(CGI) abgelost werden (Fergusson et al. 2023). Im Bereich der Film- und Mu-
sikproduktion ergeben sich Fragen im Bereich des Personlichkeits- und des Da-
tenschutzes, da bestehendes Stimm- und Sprachmaterial zweckentfremdet wird.
Dariiber hinaus stellen sich Fragen des urheberrechtlichen Schutzes (Chesney
und Citron 2019).

Deepfakes, die fiir die Belebung bereits verstorbener Personen eingesetzt
werden, bendtigen einen Rahmen fiir den Umgang mit eventuellen rechtlichen
und ethischen Implikationen. Im Kontext des Diskurses um die Digital Afterlife
Industry (DAI), definiert als ,any activity of production of commercial goods or
services that involves online usage of digital remains“ (Ohman und Floridi 2017),
werden offene Fragen zu den sozialen, wirtschaftlichen und regulatorischen As-
pekten, die eine respektvolle Haltung gegeniiber den Verstorbenen seitens der
technikentwickelnden Industrie fokussieren, gegenwirtig und zukiinftig disku-
tiert werden miissen. Umstritten ist die Produktion von posthumen Deepfakes
deshalb, weil es keine Méglichkeit gibt, die Zustimmung der bereits verstorbenen
Person einzuholen. Im Falle von Personlichkeiten des 6ffentlichen Lebens besteht
ein offensichtlicher finanzieller Anreiz, ihr digitales Abbild zu erstellen, weswe-
gen diese durch posthume Publizititsrechte geschiitzt sind. Jedoch kann das
Bildmaterial durch die Zustimmung von Angehdrigen verwendet werden, sodass
hierbei gegebenenfalls ein Spannungsfeld zwischen emotionalen und finanziellen
Beweggriinden entsteht (ebd.).

4.2. Werbung und kommerzieller Nutzen

Der Einsatz von Deepfakes im Bereich der Werbung und des kommerziellen
Nutzens wirft Fragen im Bereich des Personlichkeitsrechts auf, weil Personen
des offentlichen Lebens zunehmend unfreiwillig in Werbeproduktionen auftreten
kénnten - ohne informiert oder um Erlaubnis gefragt worden zu sein. Dariiber
hinaus sind synthetische Personen und Avatare im Bereich der Werbung in der
Lage, Konsumentinnen und Konsumenten in die Irre zu fithren und zu tduschen.
Insgesamt ergibt sich in diesem Anwendungsbereich ein Spannungsfeld zwischen
wirtschaftlichen, ethischen und sozialen Aspekten.

4.3. Bildung

Im Bereich der Bildung stellt sich die Grundsatzfrage, welche Gefahren insbe-
sondere fiir Kinder und Jugendliche von realistisch wirkenden Video-Manipu-
lationen und Deepfakes ausgehen. Unklar ist bislang, welche psychologischen
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Auswirkungen (denkbar wire Selbstisolation) die Technologie auf das Verhalten
von Schiilerinnen und Schiiler haben kann. Je nach Qualitdt des Deepfakes kann
die Bewusstseinsbildung iiber bzw. die Erkennung von falschen Informationen
(Informationskompetenz) nicht gelingen. Ferner stellen sich grundlegende Fra-
gen nach den Risiken fiir die Privatsphére von Individuen (bspw. beziiglich des
Lernverhaltens) und dem Datenschutz bei der Verwendung von KI-Systemen zur
Erstellung von Deepfakes im Bildungsbereich.

4.4. Politische Prozesse

Der Versuch, Deepfakes im Kontext von Wahlen zur Wihleransprache oder
satirisch deliberationsfordernd und fiir die kollektive Willens- sowie Meinungs-
bildung einzusetzen, birgt die Gefahr, dass der demokratische Diskurs sukzessi-
ve durch die Verbreitung von irrefithrenden Inhalten manipuliert wird. Wenn
die entsprechenden Deepfakes nicht als solche gekennzeichnet sind, kénnten
Betrachterinnen und Betrachter diese fiir bare Miinze nehmen und die Inhalte
oder eine Kommentierung dariiber als Misinformation weiterverbreiten, was z.B.
Wahlentscheidungen beeinflussen konnte (Heesen et al. 2021). Zudem kann die
satirische Verwendung von Deepfakes als Entschuldigung herangezogen werden,
um Deepfakes zu verbreiten, die schddliche Effekte haben (Ajder und Glick 2021).

Eine andere Gefahr resultiert aus der Normalisierung der Verbreitung von
Deepfake-Inhalten. Wenn Menschen nicht mehr unterscheiden konnen, welche
Inhalte echt sind und welche mittels Deepfakes erstellt oder manipuliert wurden,
konnte das Vertrauen in Informationen generell, aber auch in politische Institu-
tionen und den Journalismus erodieren. Dies kann schliefSlich zum sog. «Divi-
dende des Liigners»-Phdnomen beitragen, sodass echten Ton- und Videoaufnah-
men, die Politikerinnen und Politiker wahrend korrupter Handlungen zeigen,
nicht geglaubt wird (Fallis 2021). Selbst besonders skandalése (und deshalb
vielleicht unglaubwiirdig) klingende oder aussehende Inhalte, die in schlechter
Qualitdt vorliegen (bspw. die Ibiza-Affire, um den Osterreichischen Politiker
Heinz-Christian Strache), kénnten einfacher geleugnet werden, indem das belas-
tende Material als Deepfake bezeichnet wird.
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5. Schluss

Der Beitrag zeigt auf, dass der Einsatz von Deepfakes in verschiedenen Anwen-
dungsbereichen mit positiven Nutzungszwecken verbunden ist. Diese Potenziale
des Technologieeinsatzes bleiben in der gegenwirtigen, auf Risiken fokussierten
Deepfakes-Debatte weitgehend unberiicksichtigt. Dartiber hinaus verstellt eine
einseitige Fokussierung auf gesellschaftliche und politische Risiken den Blick
auf weitere Herausforderungen, die sich aus den technologiebedingten Chancen
ergeben. Insgesamt liefert der Beitrag (aus der TA-SWISS Studie: ,Deepfakes
und manipulierte Realitdten®) empirische Anhaltspunkte zu einem holistischen
Verstandnis Giber die Deepfake-Technologie. Aufgrund der Kiirze des Beitrags
bildet die Diskussion der neuen Herausforderungen allerdings nur einen ersten
Ausblick. Ganzlich offen bleibt schliefSlich die Frage, wie die im Bereich von
Chancen erkannten neuen Herausforderungen zu adressieren sind. Kinftige
Forschung konnte sich daher der vertieften Untersuchung beider Dimensionen
widmen.

Das Technologiefeld ,generative KI dessen Teil Deepfakes sind, charakteri-
siert sich durch eine hohe Entwicklungsdynamik. Derzeit ist etwa zu beobachten,
dass durch neue Anwendungen zur Generierung synthetischer Medien die im
Deepfake-Diskurs bislang tibliche Fokussierung auf die Manipulation des Ausse-
hens und Ausdrucks von Personen in den Hintergrund riickt. Stattdessen treten
neue Anwendungsmoglichkeiten in den Vordergrund, die von der Erschaffung
neuer Welten mittels Bild- und Videogeneratoren bis hin zur Alltags- oder beruf-
lichen Unterstlitzung mittels LLM-basierter Chatbots reichen. Die Herausforde-
rungen generativer KI sind in der Diskussion neuen Anwendungen zwar weiter-
hin présent und beziehen sich teils auf ganz neue Problemfelder. Zugleich nimmt
die Diskussion von Potentialen allerdings eine grossere Rolle ein, als im engeren
Deepfakes-Diskurs zuvor. Insofern bleibt abzuwarten, wie sich die Debatte um
generative KI weiter entwickeln wird - an weiteren Entwicklungsschiiben wird es
aller Voraussicht nach jedenfalls nicht mangeln.
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