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Abstract: Publikationen von Forschungsergebnissen nehmen in der Wissenschaft eine Schlüssel
rolle ein und fungieren als »Währung«, um Expert*innen sichtbar zu machen und Karrieren vor
anzutreiben. Dieser Beitrag beleuchtet theoretisch-konzeptionell die Auswirkungen des Gender-Pu
blication-Gaps auf die Sichtbarkeit von Frauen in der Wissenschaft, untersucht die Gefahr der ver
schärften Marginalisierung durch den Einsatz von KI-gestützten Systemen und zeigt Lösungsan
sätze auf.  

1 Einleitung 

In der Wissenschaft gilt insbesondere die Publikationsstärke als »Währung«, um 
Drittmittel einzuwerben und Karrieren voranzutreiben. Der Gender-Publication-Gap 
beschreibt das Phänomen, dass Frauen weniger oft publizieren als ihre männlichen 
Kollegen, was eine Barriere für die Sichtbarkeit von Frauen in der Wissenschaft darstellt 
(Ialuna et al. 2023). Dieses Ungleichgewicht wirkt sich nicht nur auf individuelle wis
senschaftliche Karrieren aus, sondern verstärkt auch bestehende Ungleichheiten in der 
öffentlichen Wahrnehmung und in der Anerkennung wissenschaftlicher Leistungen. 
Wissenschaftlerinnen, die weniger sichtbar sind, werden z. B. weniger oft als Expertin
nen interviewt, zu Vorstellungsgesprächen eingeladen, für Preise nominiert oder für 
Veranstaltungen angefragt (van den Brink und Benschop 2012). 

In diesem Beitrag werden der aktuelle Stand des Gender-Publication-Gaps sowie 
dessen Auswirkungen beim Einsatz von Künstlicher Intelligenz (KI)1 dargestellt. Der 
Beitrag zeigt, wie der Gender-Publication-Gap durch den Einsatz solcher Technolo
gien weiter verfestigt und Geschlechterungerechtigkeiten verstärkt werden können. 
Abschließend werden Ansätze für gerechtere KI-Lösungen präsentiert, die bewusst auf 
die Förderung der Sichtbarkeit von Publikationen von Wissenschaftlerinnen abzielen. 

1 KI-gestützte Systeme, die auf Basis großer, teilweise historischer Datensätze Regeln lernen und 
anwenden. 
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Der Fokus liegt auf der Förderung intersektionaler feministischer Perspektiven, die
die Vielschichtigkeit der Diskriminierung berücksichtigen. Ziel dieses Beitrags ist es,
die Bedeutung eines kritischen und bewussten Einsatzes von KI in der Wissenschaft
hervorzuheben, um strukturelle Ungerechtigkeiten aufzubrechen und die Sichtbarkeit
von Wissenschaftlerinnen trotz einer oft geringeren Publikationsstärke zu erhöhen.

2 Gender-Publication-Gap – Ein Überblick

Publikationen in z. B. Büchern, Fachzeitschriften oder Konferenzbänden2 sind der klas
sische Weg, wissenschaftliche Erkenntnisse zu veröffentlichen. Die Menge und die Wer
tigkeit dieser Publikationen bilden die Grundlage für die Bewertung der wissenschaft
lichen Leistung einer Person und damit für den Erfolg im Rahmen einer akademischen
Karriere.

Die Bildungsungleichheitsforschung zeigt, dass insbesondere Selektionsschwel
len als Barrieren wirken und die Chancen von Frauen mit steigender Karrierestufe
abnehmen (GWK 2024). Einen Teil des Selektionsmechanismus in akademischen Be
werbungsverfahren bildet die Publikationsstärke. Die Wertigkeit einer Publikation
richtet sich z. B. nach dem Impact-Factor3, der den Einfluss der Fachzeitschrift in der
betreffenden Wissenschaft auf Basis der Anzahl der Zitationen der veröffentlichten
Artikel widerspiegelt. Hier besteht also ein impliziter Zusammenhang zwischen der
Wertigkeit der Fachzeitschrift und dem Ansehen der Wissenschaftler*innen in ihren
Fachdisziplinen. 

Obwohl der Anteil von Wissenschaftlerinnen kontinuierlich zunimmt, publizieren
Frauen signifikant weniger Artikel und zusätzlich auch weniger oft in hochrangigen
Fachzeitschriften als ihre männlichen Kollegen (Saraceno 2020). Betrachtet man die
Stufen einer akademischen Karriere, sinkt der Frauenanteil erheblich, je mehr Stufen
erklommen worden sind (Destatis 2024). Dieser geringere Frauenanteil wird oft als
Hauptgrund für den Gender-Publication-Gap aufgeführt (Evans und Bucy 2020). Den
noch ist auch der Publikationsprozess als solcher zu hinterfragen (siehe Abb. 1), der
selbst einige Selektionsmechanismen enthält und oft eine höhere Beteiligung von Män
nern aufweist: Da Frauen weniger oft von Fachzeitschriften als Editorin, Gutachterin
oder Autorin angefragt werden, bieten sich ihnen weniger Publikationsgelegenheiten
(Ialuna et al. 2023). Hinzu kommt, dass Frauen weniger oft als Co-Autorinnen auftreten,
da sie seltener in Forschungsnetzwerken vertreten sind (Pico et al. 2020).

Der erste Schritt zur Publikation besteht in der Erarbeitung der Forschungsfrage,
die zusammen mit der Umsetzung, den Ergebnissen und schließlich der Beantwortung
in einem Artikel verschriftlicht wird. Im Rahmen eines Begutachtungsprozesses folgt
die Überarbeitung und schließlich die Annahme des Beitrags. Dieser Schritt ist v. a. bei
hochrangigen Fachzeitschriften kritisch, da die Annahmerate oft gering ist (z. B. durch
schnittlich 32% bei Elsevier mit 2.300 Zeitschriften, wobei die Annahmerate zwischen

2 In diesem Beitrag liegt der Fokus vorwiegend auf Fachzeitschriften, dennoch sind die Betrachtun
gen auf andere Publikationsarten übertragbar.

3 Alternativen zum Impact-Factor sind der h-Index oder der Eigenfactor-Score.
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knapp 1 % und 93,2 % schwankt [Elsevier 2025]). Bei näherer Betrachtung des Publika
tionsprozesses (s. Abb.1) ergeben sich die in Tab. 1 dargestellten geschlechtsbezogenen
Unterschiede, die Auswirkungen auf den Gender-Publication-Gap4 haben (Bosco et al.
2024; Ialuna et al. 2023).

Abb. 1: Schematischer Ablauf des Publikationsprozesses in vielen Fachdisziplinen

Tab. 1: Geschlechtsbezogenen Unterschiede im Publikationsprozess
Gaps Definition

Gender-Acceptance-Gap Publikationen mit einer Erstautorin werden weniger oft akzeptiert (Pico
et al. 2020).

Gender-Citation-Gap Artikel von Autorinnen haben eine geringere Wirkung durch weniger
Zitationen in anderen Artikeln (Wu 2023).

Gender-Reviewer-Gap Frauen werden seltener als Gutachterinnen angefragt und bestellt (Hel
mer et al. 2017).

Gender-Submission-Gap Frauen reichen insgesamt weniger Publikationen ein und weniger oft bei
hochrangigen Fachzeitschriften (Stockmeyer 2022).

Die Ausprägung solcher Unterschiede schwankt je nach Fachzeitschrift und Fach
disziplin (Reidy und Sockemer 2024), dennoch wirken sie sich beim Einsatz von KI-ge
stützten Systemen ähnlich aus. Dies bildet im vorliegenden Beitrag die Grundlage für
die Betrachtung der Auswirkungen des Gender-Publication-Gaps beim Einsatz von KI. 

Der geringere Anteil von Frauen im Rahmen des Publikationsprozesses und an wis
senschaftlichen Publikationen bedingt, dass Wissenschaftlerinnen statistisch gesehen
weniger oft in Datensätzen vertreten sind, die z. B. zum Training von KI-gestützten Sys
temen verwendet werden. Dies bedingt folglich einen Gender-Bias5, wenn im akademi
schen Kontext KI-gestützte Technologien eingesetzt werden, um z. B. Informationen zu

4 Im Folgenden wird nur noch der Begriff »Gender-Publication-Gap« verwendet, dennoch sind alle
in Tab. 1 aufgeführten Gaps eingeschlossen.

5 Der Gender-Bias bezeichnet eine signifikante Unterrepräsentation von Frauen gegenüber Män

nern.
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Forschungsergebnissen zu finden oder Entscheidungen im Rahmen von Bewerbungs
verfahren oder im wissenschaftlichen Publikationsprozess vorzubereiten. Der Einsatz
von KI-gestützten Systemen kann also die Sichtbarkeit und die damit verbundene Repu
tation von Wissenschaftlerinnen beeinflussen und eben auch reduzieren. Im folgenden
Abschnitt wird im Detail auf die Herausforderungen eingegangen, die der Einsatz von
KI-gestützten Technologien in der Wissenschaft in Bezug auf den Gender-Publication-
Gap mit sich bringen kann.

3 Unsichtbare Hürden: Auffindbarkeit von Publikationen
in KI-gestützten Systemen

Während der Einsatz von KI eine höhere Effizienz und Objektivität in der (Teil-)Automa
tisierung von Prozessen verspricht, birgt er auch das Risiko, dass sich die in den Daten
widerspiegelnden systemischen Ungleichheiten (Bias) verfestigen und verstärken (Me
harunisa et al. 2024). Bevor dieser Punkt jedoch vertieft werden kann, bedarf es zunächst
der Einführung einiger technischer Grundlagen. 

3.1 Künstliche Intelligenz, Daten und Training

In der Wissenschaft finden KI-gestützte Systeme bereits breite Anwendung. So kommt
KI in Datenbanken und Suchmaschinen, beim Verfassen von Texten, beim Analysieren
von Daten oder auch in Entscheidungsprozessen zum Einsatz (Resnik und Hosseini
2024; Khalifa und Albadawy 2024). 

Die technische Basis solcher Systeme bilden Algorithmen und Modelle, die große Da
tenmengen analysieren, aus Daten lernen, Muster erkennen sowie komplexe Probleme
lösen (Howard 2019). Ein zentraler Bereich ist das maschinelle Lernen, bei dem Syste
me auf der Grundlage von historischen Daten trainiert werden, um auf dieser Basis ei
genständig Vorhersagen zu treffen oder – im Fall generativer KI-Systeme – Texte oder
Medien zu erschaffen. Die Leistungsfähigkeit von KI hängt stark von der Qualität der
Trainingsdaten ab, die das Modell grundlegend prägen.

Betrachtet man als Beispiel Sprachmodelle (LLMs: Large Language Models), dann be
stehen deren Trainingsdaten zu großen Teilen aus frei verfügbaren Texten aus dem In
ternet und von Wikipedia (Brown et al. 2020). Zu bemerken ist hierbei, dass sich nur rund
19% der Artikel auf Wikipedia mit Frauen befassen, Biografien eingeschlossen (Human
wiki 2025). Auf Basis dieser Trainingsdaten lernt ein LLM, wie Texte aufgebaut werden
und welche Wörter in welchem Kontext häufig gemeinsam auftreten. Die Antwort auf
eine Anfrage an ein Sprachmodell wird also v. a. durch statistische Maße wie Häufigkeit
und Wahrscheinlichkeit bestimmt.

Wenn nun eine Anfrage an ein LLM erfolgt, um z. B. die Zusammenstellung des Wis
senstands zu einem bestimmten Forschungsthema zu erfragen, erwarten die Fragen
den eine vollumfängliche Antwort, die die wichtigsten Aspekte umfasst. Dass das oft
nicht der Fall ist, liegt v. a. an einer unausgewogenen Datenbasis, da z. B. lizenzpflichtige
oder nicht digitalisierte (Fach-)Inhalte fehlen. Aufgrund des Gender-Publication-Gaps
ist es zudem sehr wahrscheinlich, dass eine überproportionale Anzahl von Publikatio
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nen männlicher Forschender enthalten ist. So veröffentlichten Wissenschaftlerinnen in 
den 1960er-Jahren nur 50–60% und in den 1980er-Jahren nur 75–80% im Vergleich zu 
ihren männlichen Kollegen (Tao 2017). 

Da die Trainingsdaten die Grundlage für die zu erlernenden Regeln bilden und die KI 
auf Basis dieser Regeln Antworten und Entscheidungsvorschläge generiert, manifestie
ren sich in diesen Regeln die Ungleichheiten, die die Daten widerspiegeln. So können be
stehende Hierarchien und Ungerechtigkeiten in den Daten nicht nur aufrechterhalten, 
sondern aktiv reproduziert und/oder verstärkt werden. Zudem enthalten Trainingsda
tensätze oft historische Daten, die nicht nur den aktuellen Status quo widerspiegeln, son
dern auch Jahrzehnte zurückreichen können. Dies kann sich unmittelbar auf die heutige 
Sichtbarkeit von Frauen in der Wissenschaft auswirken. Die massive Unterrepräsenta
tion von Frauen in der Wissenschaft über Jahrhunderte hinweg sowie die systematische 
Nichtwürdigung ihrer Beiträge – etwa durch den Matilda-Effekt, also die Zuschreibung 
der Arbeiten von Frauen an männliche Kollegen (Rossiter 1993) – kann einen vermeint
lichen Kausalzusammenhang zwischen männlichen Wissenschaftlern und exzellenter 
Forschung in den Modellen festschreiben.  

Ein Beispiel sind sogenannte Word Embeddings, die die Nähe von Wörtern zu
einander beschreiben und vielen textbasierten Trainingsdaten zugrunde liegen. So 
sind »man« und »philosopher« oder »boss« stark assoziiert, wohingegen »woman« mit 
Begriffen wie »homemaker« oder »receptionist« in Verbindung gebracht wird (Boluk
basi et al. 2016). Sind die Trainingsdaten also unbalanciert und enthalten aufgrund 
des Gender-Publication-Gaps weniger Beiträge von Wissenschaftlerinnen, bleiben 
solche Assoziationen auch in Zukunft in KI-gestützten Systemen manifestiert und 
wissenschaftliche Beiträge von Frauen werden seltener empfohlen oder zitiert, was die 
Sichtbarkeit und Karrierechancen weiter einschränkt.  

Zudem spiegeln KI-gestützte Systeme immer die Werte und Normen derjenigen, die 
sie entwickeln (Buyl et al. 2024). Dies führt zu einem weiteren Ungleichgewicht, denn im 
Bereich der KI sind Entwickler*innen und Forscher*innen mehrheitlich männlich: Laut 
dem World Economic Forum (2023) waren im Jahr 2022 nur etwa 30% der KI-Talente 
weiblich, und laut UNESCO (2024) lag der Gender-Gap in Bezug auf Forschungspositio
nen zu KI im Jahr 2024 bei 38%. 

3.2 Unsichtbare Hürden durch KI im Publication Game 

Es lässt sich also festhalten, dass die Datenbasis für die Ergebnisse KI-gestützter Sys
teme von hoher Bedeutung ist. Ein zentrales Problem beim Einsatz solcher Systeme in 
der Wissenschaft stellt nun der Gender-Publication-Gap dar: Wissenschaftlerinnen, die 
signifikant weniger publizieren, werden folglich auch weniger oft gefunden und höchst
wahrscheinlich schlechter gerankt als publikationsstarke Forschende. Da viele KI-ge
stützte Systeme, etwa Suchmaschinen, Journal-Datenbanken und Empfehlungssyste
me, Parameter wie Zitationshäufigkeit oder Impact-Faktoren von Fachzeitschriften nut
zen, um Texte zu priorisieren, entsteht der sogenannte Matthäus-Effekt: Wer bereits viel 
Aufmerksamkeit erhält, wird weiter bevorzugt, während weniger sichtbare Forschen
de – darunter überproportional viele Frauen – zunehmend in den Hintergrund geraten 
(Mayer 2019).  
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Ein weiteres potenzielles Problem ergibt sich aus der Rezeption von Eigennamen:
Leser*innen merken sich häufiger jene Namen, die sie öfter lesen und die sich somit
vertraut anfühlen. Dadurch werden immer wieder dieselben Expert*innen zitiert, die
durch das bereits bestehende Publikationsungleichgewicht häufig männlich sind. Ande
re Mitwirkende bleiben weitgehend unsichtbar, insbesondere jene, die als Co-Autor*in
nen hinter dem Kürzel »et al.« verschwinden (Rossiter 2003). Deshalb tauchen in vielen
Texten immer wieder dieselben (männlichen) Namen auf – und diese Muster werden
durch die statistischen Grundlagen KI-gestützter Systeme in den generierten Ergebnis
sen fortlaufend reproduziert. 

Da Frauen seltener publizieren – insbesondere in hochrangigen Fachzeitschriften
(Ialuna et al. 2023) –, seltener als Erstautorinnen auftreten (z. B. in den Geowissenschaf
ten, Pico et al. 2020) und folglich seltener zitiert werden (Wu 2024), sind ihre Arbeiten
(rein technisch aus KI-Sicht gesehen) weniger gut vernetzt und dadurch schwerer auf
findbar. Wenn KI-gestützte Systeme nun genutzt werden, um wissenschaftliche Tex
te mit Quellen zu generieren, Listen mit relevanten Publikationen bzw. Wissenschaft
ler*innen bereitzustellen oder sich über den Forschungsstand in einem bestimmten Be
reich zu informieren, steigt durch die statistisch basierten Auswahlverfahren die Wahr
scheinlichkeit, dass Frauen in den Ergebnissen unterrepräsentiert sind – es sei denn, es
wird gezielt gegengesteuert (siehe Abschnitt 4.1). Dieser Gender-Bias ist schon länger
Teil des wissenschaftlichen Systems (Lundine et al. 2018) und tritt nun auch in KI-gene
rierten Texten auf (z. B. in Empfehlungsschreiben, Wan et al. 2023). 

Spätestens seit der Forschung von Kimberlé Crenshaw (1989) ist allgemein an
erkannt, dass Menschen, die von Mehrfachdiskriminierung betroffen sind, stärker
und anders diskriminiert werden als Personen, die nur ein einzelnes Diskriminie
rungsmerkmal aufweisen. Crenshaw prägte in diesem Zusammenhang den Begriff der
Intersektionalität. Diese kritische Perspektive auf Machtstrukturen und Privilegien
lässt sich exzellent auf das Feld der KI anwenden. So fanden Wilson und Caliskan (2024)
sexistische, rassistische und intersektionale Bias bei der Bewertung von Lebensläu
fen in einem KI-gestützten Bewerbungsverfahren: Weiß assoziierte Namen wurden
gegenüber Schwarz6 assoziierten und männliche gegenüber weiblichen (allerdings in
geringerem Ausmaß) bevorzugt, da die historische Datenbasis ein Ungleichgewicht
zuungunsten von Hautfarbe und Geschlecht aufwies. In der gleichen Studie wurde auch
ein intersektionaler Bias gefunden (z. B. bei den Namen Schwarzer und weißer Frau
en). In KI-gestützten Systemen zur Bildgenerierung lassen sich ähnliche Phänomene
beobachten (Gengler 2024). 

Die KI ist außerdem in der Lage, sprachliche und regionale Unterschiede zu erken
nen. Wissenschaftlerinnen aus nicht-englischsprachigen Ländern oder dem Globalen
Süden sind dabei besonders vom Ausschluss gefährdet, weil KI-gestützte Systeme Re
geln für Schreibstile aus den Trainingsdaten erlernen. Darin sind meist viel mehr eng

6 »Schwarz wird großgeschrieben, um zu verdeutlichen, dass es sich um ein konstruiertes Zuord
nungsmuster handelt und keine reelle ›Eigenschaft‹, die auf die Farbe der Haut zurückzuführen
ist. So bedeutet Schwarz-Sein in diesem Kontext nicht nur, pauschal einer ›ethnischen Gruppe‹ zu
geordnet zu werden, sondern ist auch mit der Erfahrung verbunden, auf eine bestimmte Art und
Weise wahrgenommen zu werden.« (Schearer und Haruna 2013)
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lischsprachige Texte enthalten, deren Diktion zudem häufig sozioökonomisch privile
gierten männlichen College-Bewerbern zugeschrieben wird (Alvero et al. 2024). 

Vor diesem Hintergrund lässt sich vermuten, dass es beim Einsatz solcher KI-ge
stützten Systeme im Publikationsprozess, z. B. für Reviews, leicht dazu kommen könn
te, dass dieser »männliche« Schreibstil favorisiert wird und dass in der Folge Frauen 
entweder ihre Art zu schreiben ändern müssten, um »ins System zu passen«, oder aber 
sie systematisch benachteiligt würden. Zudem könnte Forschung aus nicht-englischen 
und nicht-westlichen Sprach- und Kulturkreisen aufgrund sprachlicher Unterschiede 
schlechter priorisiert und somit weniger oft referenziert werden. Dies würde sich wie
derum in einer geringeren Reichweite und Anerkennung der Autor*innen niederschla
gen, wodurch regional bestehende Machtasymmetrien in der Wissenschaft zusehends 
verstärkt würden. 

Ein weiteres Problem zeigt sich in KI-gestützten Empfehlungssystemen, z. B. Platt
formen wie ResearchGate, die Forschende und ihre Publikationen sichtbar machen. Hier 
werden Nutzer*innen algorithmisch gestützt Abstracts von Publikationen mit hohem 
inhaltlichem Bezug zum eigenen Forschungsgebiet sowie hohen Zitationsraten vorge
schlagen. Aus den angeführten Gründen ist die Wahrscheinlichkeit hoch, dass auch hier 
weniger Publikationen von Wissenschaftlerinnen angezeigt werden. 

Diese Beispiele zeigen anschaulich, wie der zunehmende Einsatz von KI in der 
Wissenschaft genderspezifische Ungerechtigkeiten weiter verstärken kann, insbeson
dere wenn KI-gestützte Entscheidungen bestehende Gender-Bias übernehmen und 
diese nicht von den Anwender*innen erkannt und bereinigt werden. Wie feministische 
Lösungsansätze KI-gestützte Systeme verbessern könnten, um historisch bedingte 
Ungleichheiten z. B. im Publikationsprozess oder auf Basis des Gender-Publication- 
Gaps zu verhindern, wird im nächsten Abschnitt diskutiert. 

4 Feministische Lösungsansätze für eine verantwortungsbewusste KI  

Der Gender-Publication-Gap wirkt sich v. a. auf die verwendeten Datenbasen und damit 
auf die beschriebenen Hürden beim Einsatz von KI-gestützten Systemen in der Wissen
schaft aus. Maßgeblich für das Funktionieren von KI-Systemen sind dennoch auch die 
Menschen hinter den Systemen, die entscheiden, welche Trainingsdaten und welches 
Design verwendet werden und in welchem Kontext die KI entwickelt und eingesetzt wer
den soll. Dies beschreiben Gengler et al. (2023) in ihrem Framework, das derzeit (Stand 
2025) auf Basis weiterer empirischer Daten ergänzt und spezifiziert wird. Sie identifi
zieren einen Kreislauf von bestehenden Machtstrukturen, die auf KI-gestützte Systeme 
Einfluss nehmen, und durch diese Systeme beeinflussten Ergebnissen, die wiederum be
stehende Machtstrukturen verstärken (siehe Abb. 1). Sie legen aber auch nahe, dass die
ses Zusammenspiel veränderbar ist: Sie liefern Ansatzmöglichkeiten, um KI so zu ge
stalten, dass sie bestehende Machtstrukturen gerechter macht – und das aus einer in
tersektionalen und feministischen Perspektive. Diese Aspekte werden hier aufgegriffen 
und im Kontext des Gender-Publication-Gaps erweitert. 
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Abb. 2: Wechselwirkung zwischen gesellschaftlichem und KI-System, eigene Abbildung angelehnt
an das Framework aus Gengler et al. (2023)

4.1 Ein feministischer KI-Ansatz im Kontext des Gender-Publication-Gaps

Die Grundidee von feministischer KI wurde bereits im letzten Jahrtausend u. a. von
Adam (1998) beschrieben, und ihre Relevanz besteht weiter fort: KI muss nicht als männ
lich dominiert hingenommen werden, sondern kann mit einem gezielten feministischen
Design so entwickelt und angewendet werden, dass bestehende Ungerechtigkeiten auf
gebrochen werden. In diesem Beitrag wird feministische KI folglich als ein Ansatz
verwendet, um KI-gestützte Systeme so zu entwickeln und einzusetzen, dass Macht
gerechter verteilt wird.

Abb. 3: Feministisches Framework für die Entwicklung und den Einsatz von KI unter Berücksich
tigung von sechs Einflussfaktoren
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Orientierung für den Ansatz gibt das in Abb. 3 dargestellte Framework, das den Zu
sammenhang zwischen Entwicklung und Einsatz von KI-gestützten Systemen unter Be
rücksichtigung von sechs verschiedenen Einflussfaktoren beschreibt. Dieses feministi
sche Framework für die Entwicklung und den Einsatz von KI-gestützten Systemen im 
Kontext des Gender-Publication-Gaps bietet die Chance, tief verankerte Machtasymme
trien sichtbar zu machen – und gleichzeitig konkrete Gestaltungsräume zu eröffnen. Es 
wurde gezielt für diesen Beitrag entwickelt, aufbauend auf dem Framework von Gengler 
et al. (2023) sowie weiteren Forschungserkenntnissen der Autorinnen. 

Um KI-gestützte Systeme so zu gestalten und einzusetzen, dass sie aktuellen Macht
strukturen und damit einhergehenden Ungleichheiten entgegenwirken, sollten die fol
genden Einflussfaktoren betrachtet werden: 

1) Kontext: Führende LLMs wie ChatGPT und Gemini stammen aus den USA, das Kon
kurrenzprodukt Deepseek aus China. Die dortigen politischen und gesellschaftli
chen Kontexte prägen die Entwicklung und die Ergebnisse, die diese LLMs liefern 
(Buyl et al. 2024). Um diese kontextuelle Prägung zu regulieren, hat die Europäische 
Union den EU AI Act entwickelt. Dieser soll die Einhaltung europäischer Werte in der 
KI-Entwicklung und im KI-Einsatz mit Marktmechanismen vereinbaren (Europäi
sche Kommission 2025). In Bezug auf den Ausgleich des Gender-Publication-Gaps 
könnte ein erster Schritt die Analyse bestehender Machtverhältnisse in den Daten
sätzen sein, um dann das Training und die verwendeten Daten für KI-gestützte Sys
teme gezielt anzupassen. 

2) Zweck: Um KI-gestützte Systeme zu entwickeln, ist ihr zugrunde liegender Zweck 
entscheidend. Soll die KI lediglich die Suche nach geeigneten Artikeln und Autor*in
nen vereinfachen, oder soll sie gezielt marginalisierte Wissenschaftler*innen in den 
Ergebnissen sichtbar machen? Was wäre ein gerechtes bzw. gewünschtes Ergebnis 
für diesen Zweck? Der Zweck ist also entscheidend, um im Designprozess und in 
der Datenauswahl unterschiedliche Prioritäten zu setzen, die einen entscheidenden 
Einfluss auf die Ergebnisse der KI-gestützten Systeme haben.  

3) Daten: Daten sind die Grundlage für Regeln, die KI-gestützte Systeme lernen und auf 
deren Basis sie Ergebnisse generieren. Es ist davon auszugehen, dass die Trainings
daten in vielen Fällen aufgrund des Gender-Publication-Gaps einen höheren Anteil 
an Texten von Männern, außerdem von Menschen aus dem Globalen Norden, mit 
höherem sozioökonomischen Hintergrund sowie in englischer Sprache enthalten. 
Daher sind folgende Fragen relevant: Wie stark sind männlich dominierte Diskur
se in den Trainingsdaten überrepräsentiert? Wie können genderbezogene Verzer
rungen (z. B. bei Zitierempfehlungen oder Abstract-Vorschlägen) identifiziert und 
reduziert werden? Solche Analysen können die Grundlage für Designentscheidun
gen sein, z. B. für den Einsatz von Gewichtungen in den Trainingsdaten bzw. für die 
Erstellung eines balancierten Trainingsdatensatzes, um Machtasymmetrien auszu
gleichen. 

4) Design: Das Design von KI-gestützten Systemen ist entscheidend, um diversere 
und feministischere Ergebnisse zu generieren. Anbieter*innen sollten verpflichtet 
werden, auf designbedingte Stärken und Schwächen ihrer KI-gestützten Systeme 
hinzuweisen (z. B. auf einen zeitlich begrenzten Wissensstand oder eine geringere 
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Repräsentation weiblicher Wissenschaftlerinnen und ihrer Werke). Um Designs
zu verbessern, sollten Anbieter*innen Feedback-Funktionen stärker integrieren,
damit Nutzer*innen Verzerrungen und fehlende Informationen melden können.
In Bezug auf den Gender-Publication-Gap könnten z. B. durch entsprechende De
signs Werke von marginalisierten Wissenschaftler*innen in den Ergebnissen gezielt
hervorgehoben oder höher priorisiert werden. 

5) Menschen: Auch die Menschen, die in den Entwicklungsprozess eingebunden sind,
bestimmen, wie diese Systeme arbeiten und wie sie funktionieren sollen. Um KI-ge
stützte Systeme zu designen, die Forschungsergebnisse von Frauen gleich oft sicht
bar machen wie von Männern, und somit dem Gender-Publication-Gap entgegenzu
wirken, müssen sich die beteiligten Menschen bestehende Ungleichheiten bewusst
machen bzw. die Perspektiven der betroffenen Personengruppen einholen. So sollten
potenzielle Nutzer*innen frühzeitig in das Design und die Entwicklung eingebun
den werden. Dabei spielt eine verpflichtende Transparenz über z. B. Trainingsdaten,
Funktionsweisen und Grenzen der Systeme eine wichtige Rolle, die dann auch eine
verantwortungsvolle Nutzung dieser Systeme ermöglicht.

6) Praktiken: Nutzer*innen können die Ergebnisse von KI-gestützten Systemen durch
die Art ihrer Anfragen entscheidend beeinflussen. Durch die Nutzung werden die
Systeme fortlaufend trainiert – in welchem Ausmaß, bleibt jedoch meist intranspa
rent (siehe 5.). Eine Möglichkeit, um mit bestehenden Systemen verantwortungsvol
ler umzugehen und die Ergebnisse zu beeinflussen, bietet die gezielte Verwendung
von diversitätssensiblen Anfragen an LLMs. Einen Überblick bietet z. B. der Leitfa
den für faires KI-Prompting nach Gengler et al. (2024).

4.2 Feministische Handlungsempfehlungen für Politik, Forschung und Praxis

Um genderspezifische Ungleichheiten in der Wissenschaft zu verringern, ist ein bewusst
feministischer Umgang in der Entwicklung und im Einsatz von KI entscheidend. Dafür
braucht es gesetzliche Rahmenbedingungen, die die Sichtbarkeit von Wissenschaftle
rinnen – mit KI und ohne – aktiv fördern. Ausschreibungsverfahren für Fördermittel
oder Projektvergaben sollten die Risiken für die Sichtbarkeit weiblicher Forscherinnen
berücksichtigen und explizit diejenigen Projekte auswählen, die ein solches Bewusstsein
mitbringen und die KI einsetzen wollen, um den Status quo zu verändern und nicht zu
reproduzieren.

Zudem ist eine Bewusstseinsbildung innerhalb wissenschaftlicher Communitys not
wendig, damit Forschende die Rolle von Gender-Gaps in Wissenschaft und KI verstehen
und Strategien entwickeln können, um diese zu minimieren. Zukünftige Forschungs
projekte sollten die Lösung dieser Hürden in den Fokus nehmen, denn KI ist auch aus
der Wissenschaft längst nicht mehr wegzudenken. Deswegen brauchen gerade Frauen
den Zugang zu diesen Systemen, um nicht abgehängt zu werden. Sie sollten die KI-Sys
teme von morgen mitgestalten und sie für feministische Zwecke einsetzen können. 

Ein faires KI-Prompting kann eine hilfreiche Antwort auf die Verzerrungen in heu
tigen KI-gestützten Systemen sein. Dennoch bleiben die Menschen für Entscheidungen
verantwortlich, nicht die KI. Deswegen sind ein informierter Umgang, eine etablierte
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KI-Kompetenz und ein Bewusstsein für die Stärken und Schwächen dieser Systeme für 
Nutzer*innen unabdingbar. 

5 Fazit 

Die Integration von KI-gestützten Systemen in die Wissenschaft bietet enormes Po
tenzial, birgt aber gleichzeitig das Risiko, bestehende Ungleichheiten wie den Gender- 
Publication-Gap weiter zu verstärken. Insbesondere für Frauen und andere margina
lisierte Gruppen können zusätzliche Hürden entstehen, da KI-gestützte Systeme auf 
großen Datenmengen basieren, die historisch bedingt vorherrschende Machtstrukturen 
und Genderungerechtigkeiten widerspiegeln.  

Der Gender-Publication-Gap, die strukturellen Barrieren im akademischen Umfeld 
und algorithmische Verzerrungen führen dazu, dass Wissenschaftlerinnen in ihrer 
Sichtbarkeit und Karriereentwicklung beim Einsatz von KI noch stärker benachteiligt 
werden. Ohne gezielte Gegenmaßnahmen könnten diese Ungerechtigkeiten durch den 
zunehmenden Einsatz von KI weiter verfestigt werden. Daher braucht es eine bewusste 
feministische Gestaltung von KI-gestützten Systemen – sowohl während der Entwick
lung als auch beim Einsatz in der Wissenschaft. Die Transparenz über Trainingsdaten 
und Grenzen der Systeme, diverse Entwicklungsteams und der gezielte Einsatz von 
feministischen Ansätzen können dazu beitragen, bestehende Ungerechtigkeiten nicht 
nur auszugleichen, sondern strukturell zu vermindern. Ebenso bedarf es politischer 
und institutioneller Unterstützung, um Wissenschaftlerinnen sichtbarer zu machen 
und Gender-Gaps aktiv zu schließen.  

Letztlich sollte KI nicht nur als Werkzeug zur Effizienzsteigerung betrachtet wer
den, sondern als Chance, gerechtere Strukturen in der Wissenschaft zu etablieren. Ein 
bewusster feministischer Ansatz kann dazu beitragen, dass KI als Transformationskraft 
genutzt wird – eben nicht zur Reproduktion von historisch bedingten Ungleichheiten, 
sondern zur Gestaltung einer inklusiveren, gerechteren Wissenschaft. 
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