Das Risiko der Sekundérnutzung trainierter Modelle
als zentrales Problem von Datenschutz und KI-Regulierung
im Medizinbereich

Rainer Miihlhoff

I Einleitung

In diesem pointierten Beitrag mochte ich aus philosophischer und ethi-
scher Perspektive ausfithren,! was aus meiner Sicht das zur Zeit vielleicht
gravierendste Datenschutzrisiko im Kontext von kiinstlicher Intelligenz
(KI) darstellt: die zu wenig regulierte Gefahr missbrauchlicher Sekundér-
nutzung trainierter KI-Modelle. Wihrend dieses Problem sektoriibergrei-
fend besteht, werde ich es am Beispiel von maschinellem Lernen (ML)
in der medizinischen Forschung ausfiihren, weil in diesen Anwendungsfal-
len der Kontrast einer potentiellen Gefdhrdung des Gemeinwohls durch
sekundare zweckentfremdende Nutzung der resultierenden Modelle gegen-
iber der eigentlich im Sinne des Gemeinwohls verfahrenden Forschung
besonders deutlich wird.

In der Debatte um Datenethik und Datenschutz im Zusammenhang
mit maschinellem Lernen und Big Data liegt der Fokus tiberwiegend auf
der Datenverarbeitung im Input-Stadium: Welche Daten werden als Trai-
ningsdaten erhoben, liegt hierfiir eine Rechtsgrundlage (z.B. Einwilligung
von Patient:innen und Proband:innen) vor und werden die Daten ausrei-
chend anonymisiert. Dies sind enorm wichtige Punkte zum Schutz der
Privatsphére und der Grundrechte der Datensubjekte, die in den Trainings-
daten représentiert sind. Dennoch verfehlt die Verengung dieser Debatte
auf das Erfassungsstadium der Datenverarbeitungskette ein gravierenderes,
weil potenziell sehr viel mehr Menschen betreffendes Datenschutzproblem,
welches nicht die Trainingsdaten, sondern die trainierten Modelle und ihre
spatere Verwendung betrifft. Denn unter bestimmten, jedoch realistischen
Bedingungen kénnen trainierte Modelle ohne nennenswerte Datenschutz-
hiirden den Kontext ihres urspriinglichen Einsatzzwecks verlassen und fiir

1 Ich danke Hannah Ruschemeier fiir unsere intensive, interdisziplindre Zusammenar-
beit zu diesen Themen und ihre detaillierten Kommentare zu diesem Beitrag.
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missbrauchliche, diskriminierende, politisch fragwiirdige Zwecke zweitver-
wendet werden (Sekundérdatennutzung).

So konnte zum Beispiel ein Modell zur Einschitzung eines Krankheitsri-
sikos anhand von Verhaltensdaten, das zu erstrebenswerten Zwecken im
Rahmen der medizinischen Forschung entwickelt wurde, von der Versiche-
rungsbranche zur Preisdiskriminierung weiterverwendet (oder an diese
weiterverkauft) werden. Medizinische Forschung, die solche Modelle her-
stellt, umfasst in vielen Féllen die Verarbeitung besonders sensibler Daten.
Typischerweise werden diese Daten zum Training von ML-Modellen an-
onymisiert und - wenn dies mit geeigneten technischen Mitteln geschieht
- sind auch die resultierenden Modelle anonyme Daten. In diesen Fillen
greifen die Schutzmechanismen des Datenschutzes in Bezug auf diese Mo-
delle nicht mehr. Wer in den Besitz eines solchen Modells gelangt, ist
jedoch in der Lage, iiber beliebige Individuen anhand ,wenig” sensibler
Daten (z.B. die Verhaltensdaten) die sensiblen medizinischen Information
uber Individuen abzuschatzen, woraus eine erhebliche Akkumulation von
Wissen und Macht resultiert (siehe Beispiele in Abschnitt IT).

Wenn der Zweck des Datenschutzes darin besteht, Machtasymmetrien
zwischen Datenverarbeitern und Einzelpersonen/Gesellschaften auszuglei-
chen,? ist das Missbrauchsrisiko in Bezug auf trainierte Modelle der grof3-
te blinde Fleck in den derzeitigen Regulierungsprojekten. Denn wie ich
in Abschnitt IV ausfithren werde, sind ML-Modelle breit skalierbar, sie
ermoglichen eine unbemerkte Eskalation der Sensibilitit von Daten und
neben strukturellen Effekten durch massenhafte Abschitzung sensibler
oder personlicher Informationen fiir grofle Menschenmengen (Diskrimi-
nierung, soziale Stratifizierung) tritt noch das individuelle Risiko falscher
Schitzungen durch das Modell, also das Risiko einer individuell ,fehlerhaf-
ten” Behandlung von Individuen, hinzu. Der blof3e Besitz eines trainierten
Modells bedeutet deshalb eine Akkumulation eines neuen Typs der Infor-

2 Vgl. Lewinski, K. von, Geschichte des Datenschutzrechts von 1600 bis 1977, in: Freiheit
— Sicherheit - Offentlichkeit: 48. Assistententagung Offentliches Recht, Heidelberg
2008, Geschichte des Datenschutzrechts von 1600 bis 1977, Baden-Baden 2009; Rehak,
R., When ethics demands the already present: How ethics undermines effective data
protection in the case of the Corona-Warn-App in Germany, in: Kramer, D./Haltauf-
derheide, J./Vollmann, J. (Hrsg.), Technologien der Krise: Die Covid-19-Pandemie als
Katalysator neuer Formen der Vernetzung, When ethics demands the already present:
How ethics undermines effective data protection in the case of the Corona-Warn-App
in Germany, Bielefeld 2022; Rost, M., Risiken im Datenschutz, Vorginge — Zeitschrift
fiir Biirgerrechte und Gesellschaftspolitik 2018, S.79 .
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mationsmacht, die noch vor der Anwendung des Modells auf konkrete
Fille das Ziel von Regulierung und Kontrolle sein sollte. Die derzeitige
Fokussierung des Datenschutzes auf das Input-Stadium spielt im 6ffent-
lichen Diskurs eine doppelt problematische Rolle: Betroffene lenkt das
Versprechen von Anonymisierung und die informierte Einwilligung von
der Gefahr der missbrauchlichen Sekunddrnutzung trainierter Modelle ab.
Fiir Praktiker:innen und Forscher:innen zum Beispiel im Medizinapparat
geht die auf das Input-Stadium fokussierte Praxis des Datenschutzes oft mit
enormen biirokratischen Auflagen einher, die leicht zur Verunglimpfung
des Datenschutzes in der 6ffentlichen Diskussion als Innovationshemmnis
angefiihrt werden.

Ich werde im Folgenden das Problem der Sekundirnutzung von ML-
Modellen zuerst anhand von zwei Beispielen (Abschnitt II) und danach
allgemein (Abschnitt III) formulieren. Ich werde sodann argumentieren,
dass das zu regulierende Problem den Ausgleich einer spezifischen Spielart
informationeller Machtasymmetrie bedeutet (,Vorhersagemacht”), auf die
Grenzen des Datenschutzes angesichts dieses Risikos hinweisen und das
Prinzip der Risikopravention ins Spiel bringen (Abschnitt IV). Danach
werde ich zwei zusammenhingende Losungsansitze andeuten (Abschnitt
V): der erste betrifft die ethische Debatte um préadiktive Privatheit, der
zweite, darauf aufbauende, betrifft die regulatorische Idee einer Zweckbin-
dung fiir Modelle.

II. Missbriuchliche Sekunddrnutzung: Zwei Beispiele
Um auf das Problem der missbrauchlichen Sekundirnutzung trainierter

Modelle zu fithren, seien hier zwei fiktive, jedoch realistische Beispielszena-
rien gegeben.

3 Miiller-Jung, J., ,Birokratie kann todlich wirken (Interview mit Michael Hallek, Axel
Ockenfels, Wiebke Rosler), Frankfurter Allgemeine Zeitung 2023, Nr. 2; Nida-Riimelin,
J./Hilgendorf, E., Grundrechte: Unser Datenschutz verhindert eine wirksame Coro-
na-Warn-App, https://www.welt.de/debatte/kommentare/plus224695267/Grundrech-
te-Unser-Datenschutz-verhindert-eine-wirksame-Corona-Warn-App.html (besucht am
14.10.2023).
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Szenario A

Eine psychotherapeutische Forschungsgruppe eines Universitdtsklinikums
verfolgt die Forschungsfrage, ob sich die psychiatrische Diagnosestellung
verbessern lasst, indem Audiodaten (Audio-Mitschnitte von Therapiesit-
zungen) der Patient:innen mittels KI auf Marker fiir bestimmte psychische
Leiden hin ausgewertet werden. Es geht hierbei nicht darum, den Inhalt
gesprochener Sprache, sondern die phonetischen und tonalen Aspekte der
Sprache auszuwerten (,wie” gesprochen wird), um auf psychische Krank-
heiten zu schlieffen.* Der Zweck dieses Projektes ist, dass Behandelnde
durch ein solches KI-Tool in ihrer Diagnosefindung unterstiitzt werden
kénnen. Es handelt sich hierbei um ein Forschungsprojekt mit offener Er-
folgsaussicht. Einige Patient:innen willigen ein, dass fiir dieses Forschungs-
projekt Audiomitschnitte ihrer Therapiesitzungen sowie ihre Krankenakten
verwendet werden diirfen. Mit diesen Trainingsdaten trainiert das Univer-
sitdtsklinikum ein ML-Modell, welches anhand der Audiodaten die in den
Krankenakten verzeichneten psychiatrischen Diagnosen vorherzusagen ler-
nen soll. Bei diesem Training des Modells werden Anonymisierungsverfah-
ren nach dem aktuellen Stand der Technik eingesetzt’, und wir wollen
davon ausgehen, dass das in dem spezifischen Fall so gut gelingt, dass das
trainierte Modell keinerlei Riickschliisse mehr auf die in den Trainingsda-

4 Zur Plausibilisierung dieses ganzlich fiktiven Szenarios siehe: Tian, H./Zhu, Z./Jing,
X., Deep learning for Depression Recognition from Speech, Mobile Netw Appl 2023,
https://doi.org/10.1007/s11036-022-02086-3; Ma, X./ Yang, H./Chen, Q./Huang, D./Wang,
Y, DepAudioNet: An Efficient Deep Model for Audio based Depression Classification,
Proceedings of the 6th International Workshop on Audio/Visual Emotion Challenge
2016, S. 35; https://www.psychologytoday.com/intl/blog/different-kind-therapy/202211
/ai-can-use-your-voice-detect-depression; https://www.npr.org/2022/10/10/1127181418/
ai-app-voice-diagnose-disease.

5 Siehe dazu insbesondere differential privacy in machine learning, das ggf. mit federated
learning kombiniert werden kann, was besonders im Medizinkontext von Interesse
ist: Abadi, M./Chu, A./Goodfellow, I./McMahan, H. B./Mironov, I./Talwar, K./Zhang,
L., Deep Learning with Differential Privacy, Proceedings of the 2016 ACM SIGSAC
Conference on Computer and Communications Security - CCS’16 2016, S. 308; Dwork,
C., Differential Privacy, in: Bugliesi, M./Preneel, B./Sassone, V./Wegener, 1. (Hrsg.),
Automata, Languages and Programming: 33rd International Colloquium, ICALP 2006,
Venice, Italy, July 10-14, 2006, Proceedings, Part II, Berlin and Heidelberg 2006,
S.4052; Kaissis, G. A./Makowski, M. R./Riickert, D./Braren, R. F, Secure, privacy-pre-
serving and federated machine learning in medical imaging, Nature Machine Intelli-
gence 2020, S. 305.
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ten enthaltenen individuellen Fille erlaubt.® Die Trainingsdaten werden
tiberdies direkt nach der Verwendung wieder geloscht, so dass am Ende nur
ein trainiertes Modell iibrig bleibt.

Angenommen, das Forschungsprojekt wire erfolgreich und die For-
schungsgruppe hitte dann ein trainiertes ML-Modell, welches anhand von
Audiodaten beliebiger Menschen Prognosen iiber deren potentielle psychi-
atrische Krankheiten ableiten konnte. Das trainierte Modell selbst kann
als ein Datensatz aufgefasst werden, der aus den internen Parametern des

6 Das bedeutet also, dass wir hier annehmen, dass zum Beispiel membership inference
attacks und model inversion attacks ausgeschlossen sind, vgl. Shokri, R./Stronati,
M./Song, C./Shmatikov, V., Membership Inference Attacks against Machine Learning
Models, arXiv:1610.05820 [cs, stat] 2017, http://arxiv.org/abs/1610.05820; Fredrikson,
M./Jha, S./Ristenpart, T., Model Inversion Attacks that Exploit Confidence Information
and Basic Countermeasures, Proceedings of the 22nd ACM SIGSAC Conference on
Computer and Communications Security 2015, S. 1322.

Obwohl die in Fufinote 5 erwdhnten Differential-Privacy-Verfahren mathematisch be-
trachtet eine rigorose Form der Anonymisierung (innerhalb eines gegebenen ,privacy
budget”) gewihren (vgl. Dwork, C., A firm foundation for private data analysis, Com-
mun. ACM 2011, S. 86 ; Nissim, K./Steinke, T./Wood, A./Altman, M./Bembenek, A./Bun,
M./Gaboardi, M./O’Brien, D./Honaker, J./Vadhan, S., Differential Privacy: A Primer for
a Non-Technical Audience, SSRN Journal 2018 ), sind technische Anonymisierungsver-
fahren grundsitzlich mit Vorsicht zu betrachten, weil die Geschichte der Informatik
zahlreiche Beispiele fiir das riickwirkende Durchbrechen von Anonymisierungsverfah-
ren kennt, vgl. exemplarisch: Sweeney, L., Weaving Technology and Policy Together to
Maintain Confidentiality, ] Law Med Ethics 1997, S.98 ; Ohm, P, Broken Promises of
Privacy: Responding to the Surprising Failure of Anonymization, UCLA Law Review
2010, S.1701; Narayanan, A./Shmatikov, V., Robust De-anonymization of Large Sparse
Datasets, 2008 IEEE Symposium on Security and Privacy 2008, S.111; Gymrek, M./
McGuire, A. L./Golan, D./Halperin, E./Erlich, Y., Identifying Personal Genomes by
Surname Inference, Science 2013, S. 321.

Dabher sollte die Verwendung technischer Anonymisierungsverfahren nur in speziellen
Situationen zur normativen Beurteilung eines Zusammenhangs belastet werden. In
dem hier vorliegenden Kontext ist die Situation jedoch genau umgekehrt — und dies
birgt Potenzial fiir Missverstindnisse: Wenn die Anonymisierung mittels technischer
Verfahren wirklich gelingt (wie hier angenommen), dann stellt dies den hinsichtlich
des Risikos der Sekundarnutzung trainierter Modelle rechtlich weniger gut abgedeck-
ten und somit gesellschaftlich riskanteren Fall dar, gerade weil fiir die Verbreitung
solcher Modelle dann nicht die DSGVO greift. Um genau diese Konstellation fehlender
regulatorischer Auflagen zu adressieren, fokussiere ich in diesem Beitrag auf diesen
Fall. Sollten die Modelldaten in einem konkreten Fall keine anonymen Daten sein,
handelt es sich um einen Mischfall: Moglicherweise greift dann die DSGVO in Bezug
auf die Verarbeitung der Modelldaten; die hier vorgeschlagenen Regulierungsansitze
wiirden ebenso greifen. Zu betonen ist, dass es das Ideal jeder technischen Vorgehens-
weise ist, anonyme Modelldaten herzustellen; fehlende Anonymisierung wire also
kaum im Interesse der Betreiber und wiirde auf fragwiirdige Arbeitsweise hindeuten.
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Modells besteht (z.B. die Gewichte der Synapsen im Fall eines simulierten
neuronalen Netzes etc.); ich verwende fortan hierfiir die Bezeichnung Mo-
delldaten. Wenn beim Training geeignete Anonymisierungstechniken ver-
wendet wurden, haben die Modelldaten keinen Personenbezug mehr; sie
wiirden als anonyme Daten gelten. Weil die Verarbeitung anonymer Daten
nicht in den Geltungsbereich der DSGVO fillt, wire die Forschungsgruppe
nun datenschutzrechtlich in der Lage, eine Kopie des trainierten Modells
frei zu zirkulieren.

Angenommen, ein Unternehmen, welches KI-Software fiir die Unter-
stiitzung von Job-Auswahlverfahren entwickelt, interessiert sich fiir dieses
trainierte Modell.” Das Unternehmen verwendet bereits KI-Verfahren zur
Auswertung der Stimme der Bewerber:innen in digital durchgefiihrten Be-
werbungsverfahren. Das trainierte Modell der Forschungsgruppe wiirde
es dem Unternehmen ermdglichen, die automatisierte Auswertung der Au-
diodaten von Bewerber:innen noch um eine Bewertung des Risikos psychi-
scher Erkrankungen der Bewerber:innen zu ergénzen.

Diese Zweitverwendung des psychodiagnostischen Modells birgt ein
erhebliches Risiko der Diskriminierung von Bewerber:innen mit psychi-
atrischen Krankheiten. Es gibt zur Zeit keine datenschutzrechtlichen Hiir-
den, die verhindern, dass die Modelldaten, also das trainierte Modell, dieser
Sekundérnutzung zugefithrt werden kann (siehe genauer Abschnitt III).
Da der Primarzweck des Modells ein gesellschaftlich wiinschenswerter ist,
insofern er die medizinische Behandlung verbessern soll, steht diesem Vor-
haben dennoch das erhebliche Risiko missbrauchlicher Sekundarnutzung
der entstehenden Modelle entgegen. Bisher bestehen keine Hindernisse,
entsprechende Modelle zu anderen Zwecken zu kommerzialisieren oder
aus anderen Griinden anderen Akteuren und Zwecken zuginglich zu ma-
chen. Es wire die Aufgabe effektiver Regulierung, die Bindung des entste-
henden Modells an den Primérzweck sicherzustellen, damit Innovationen
durch KI in der medizinischen Diagnostik vorbehaltlos geférdert werden
kénnen.

7 Zur Plausibilisierung dieses rein fiktiven Vorschlags: https://www.audeering.com/tech
nology/health-ai/, https://www.peakprofiling.com/medical-voice-analytics/, https://ar
stechnica.com/gadgets/2018/10/amazon-patents-alexa-tech-to-tell-if-youre-sick-depres
sed-and-sell-you-meds/.
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Szenario B

Wihrend wir es im ersten Szenario mit einer offentlich-rechtlichen For-
schungseinrichtung (Universitdtsklinikum) zu tun hatten, betrachten wir
nun ein Szenario, welches einen privatwirtschaftlichen Primiarakteur be-
trifft.?

Eine medizinische Forschungseinrichtung (egal ob &ffentlich-rechtlich
oder privatwirtschaftlich) entwickelt ein neues Therapieverfahren fiir Typ
2 Diabetes (fortan: T2D) und sucht fur eine klinische Studie Proband:in-
nen mit dieser Krankheit. Um die Zielgruppe effizient zu erreichen, setzt
es dazu Werbung auf Social Media ein, z.B. auf Facebook. Eine Facebook-
Werbeanzeige bewirbt den neuen Therapieansatz und enthilt einen Button
,Sign Up”, mit dem man sich als T2D-Patient:in direkt fiir die Studie
anmelden kann.’

Der Auftraggeber versieht die Facebook-Anzeige, wie im Bereich der
Online-Werbung iiblich, zunachst mit bestimmten targeting-Kriterien, von
denen er sich verspricht, moglichst genau die Zielgruppe zu erreichen. Die
Plattform (hier: Facebook) verwendet einen targeting-Algorithmus, der,
z.B. auf Grundlage eines ML-Modells und unter Beriicksichtigung der tar-
geting-Kriterien des Auftraggebers, entscheidet, welche Nutzer:innen diese
Anzeige zu sehen bekommen. Der Algorithmus berechnet dazu fiir jede
Nutzer:in der Plattform die Wahrscheinlichkeit, dass die betreffende Wer-
bung fiir sie ,relevant ist”; aus wirtschaftlichen Griinden wird die Anzeige
dann genau den Nutzer:innen gezeigt, bei denen diese Wahrscheinlichkeit
am grofSten ist.

Um das targeting-Verfahren zu optimieren, wird im Bereich der Online-
Werbung die Reaktion der einzelnen Nutzer:innen auf gesehene Anzei-
gen mittels Tracking-Technologien ausgemessen. Insbesondere registrieren
Plattformen, ob die Nutzer:in eine Anzeige zum Beispiel anklickt, abspei-
chert oder weiterleitet. Diese Daten sind Signale dafiir, dass die Anzeige
fiir die Nutzer:in interessant und relevant ist. Diese Daten konnen als
Trainingsdaten fiir die fortlaufende Verfeinerung des targeting-Modells ein-

8 Das folgende Szenario wurde ausfithrlicher in dieser Studie besprochen und wird
hier nur rekapituliert: Miihlhoff, R./Willem, T., Social Media Advertising for Clinical
Studies: Ethical and Data Protection Implications of Online Targeting, Big Data &
Society 2023, https://journals.sagepub.com/doi/epdf/10.1177/20539517231156127.

9 Siehe hier fiir den Screenshot einer solchen im Jahr 2018 gelaufenen Facebook-Anzeige
der Firma Trialfacts: https://trialfacts.com/case-study/effective-clinical-trial-recruitme
nt-plan-narrowing-field-from-500-to-24/
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gesetzt werden. So beobachteten Forscher:innen im Gesundheitsbereich,
dass sich die Genauigkeit des Targetings einer bestimmen Anzeige {iber
die ersten Tage der Laufzeit gravierend verbessert — mutmafilich durch
die Lernkurve des targeting-Algorithmus, der anhand der Feedback-Daten
(tracking des enagements mit der Anzeige) treffsicherer die Nutzer:innen-
Profile detektieren kann, fiir die die Anzeige ,relevant” ist.10

Nach einigen Tagen Laufzeit besitzt Facebook also ein stark verbesser-
tes ML-Modell fiir das Targeting der T2D-Anzeige. Dieses Modell stellt
anhand der Facebook-Profildaten beliebiger Nutzer:innen eine Prognose
dariiber aus, ob die Nutzer:in die T2D-Anzeige anklicken wird oder nicht;
dieses Modell dient primédr dem Zweck, die Werbung besonders effizient
an die Zielgruppe zu vermitteln. Das Modell ist aber zugleich ein Modell,
welches direkt oder indirekt medizinische Informationen iiber beliebige
Facebook-Nutzer:innen abschitzen kann — namlich, ob sie an T2D leiden.
Es ist davon auszugehen, dass nur die wenigsten von T2D betroffenen Nut-
zer:innen diese Information freiwillig auf der Plattform angeben wiirden.
Das als Beiprodukt des Werbe-Targetings trainierte Modell erlaubt es der
Plattform jedoch, eine Schitzung dieser Information iiber beliebige Nut-
zer:innen anzufertigen, auch iiber jene, die die Anzeige gar nicht gesehen
haben, oder jene, die sich erst zukiinftig auf Facebook anmelden werden.

Nehmen wir wie in Szenario A an, dass das Targeting-Modell mit Anony-
misierungstechniken trainiert wurde und die Modelldaten somit anonyme
Daten sind. Dann gibt es keine datenschutzrechtlichen Hiirden fiir Face-
book, das trainierte targeting-Modell anderweitig zu zirkulieren oder zu
verkaufen. Auf hier kommen zahlreiche missbrauchliche und gesellschaftli-
che schédliche Sekundédrnutzungsanliegen in Betracht. Fiir solche Modelle
konnten sich zum Beispiel Unternehmen interessieren, die KI-Tools fiir
Auswahlverfahren entwickeln, um Kandidat:innen, von denen Social Me-
dia Daten vorliegen (das ist bei Job-Bewerbungsverfahren nicht ungewdhn-
lich) hinsichtlich ihres Gesundheitsrisikos zu klassifizieren. Auch hier wire
die Diskriminierung von mutmafilich kranken Patient:innen die Folge der
missbrauchlichen Sekunddrnutzung des trainierten Modells.

10 Borodovsky, J. T./Marsch, L. A./Budney, A. J., Studying Cannabis Use Behaviors With
Facebook and Web Surveys: Methods and Insights, JMIR Public Health Surveill 2018,
e48; Miihlhoff R./Willem T. (Fn. 8).
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III. Missbrduchliche Sekunddrnutzung: allgemeine Problembeschreibung

Szenarien A und B stellen Beispiele fiir das Risiko einer Sekundarnutzung
trainierter ML-Modelle dar. Mit diesem Risiko ist eine Konstellation adres-
siert, die allgemein durch folgende grundsitzliche Merkmale charakteri-
siert ist:

L.

Aus Trainingsdaten einer bestimmten Anzahl von Personen P, bis P, die
in einem bestimmten Datenverarbeitungskontext gewonnen werden (z.B.
Klinische Forschung und Behandlung), wird ein ML-Modell erstellt. Die-
ses Modell kann, sobald es trainiert ist, mit einer bestimmten Genauig-
keit {iber beliebige Fille unbekannte Informationen (Szenario A: psychi-
atrische Diagnose; Szenario B: ob eine Person an T2D erkrankt ist)
anhand von verfiigbaren Informationen (Szenario A: Audiomitschnitt;
Szenario B: Social Media Nutzungsdaten) abschatzen.

. Die Herstellung des Modells ist datenschutzrechtlich unbedenklich, da

die Verarbeitung der Trainingsdaten (Erhebung) auf einer geeigneten
Rechtsgrundlage erfolgt (haufig: informierte Einwilligung der Datensub-
jekte oder ,berechtigtes Interesse” der datenverarbeitenden Organisati-
on).

. Um fiir unsere Diskussion den Fall mit grofitmoglichem Risiko ins Au-

ge zu fassen, sollten wir ferner von der Annahme ausgehen, dass die
Modelldaten selbst anonym sind und daher nicht in den Anwendungsbe-
reich der DSGVO fallen. Dass Modelldaten anonym sind, ist eine realis-
tische Annahme, wenn aktuelle Anonymisierungstechniken im Kontext
des Maschinellen Lernens verwendet werden (Annahme 3 ist daher ein
technischer Punkt, vgl. Fufinoten 5 und 6).

.Im priméren/urspriinglichen Datenverarbeitungskontext verfolgt die

Herstellung des ML-Modells einen vertretbaren oder sogar forderungs-
wiirdigen Zweck, zum Beispiel die Verbesserung der medizinischen Dia-
gnostik (Szenario A) oder die Erforschung neuer Medikamente (Szena-
rio B).

. Es sind jedoch Sekundirnutzungen der einmal erstellten Modelle denk-

bar, die mit erheblichen Risiken fiir Individuen und die Gesellschaft
einhergehen. Solche Sekundarnutzungen konnen zum Beispiel die Dis-
kriminierung oder soziale Sortierung beliebiger Individuen (Szenarien
A und B: aufgrund von Krankheitsprognosen) erméglichen. Man denke
etwa an die Sekundédrnutzung zu Scoring- und Klassifikationszwecken
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beim Zugang zu Ressourcen wie Arbeit, Kredit, Bildung, Immobilien."
Insbesondere denke man an Sekundédrnutzungsbereiche wie die KI-ge-
stiitzte Durchfithrung von Auswahlverfahren oder die Kreditvergabe, in
der héufig eine Einwilligung der Bewerber:innen fiir die Anwendung von
KI-Verfahren auf ihren Fall vorliegt.

Konstellationen dieser Art treten bei der Anwendung von ML-Verfahren
sehr hdufig auf. Charakteristischerweise steht bei der Beurteilung und
Thematisierung des Einsatzes von KI der primdre Zweck der Anwendung
(Punkt 4) diskursiv im Mittelpunkt. Zum Beispiel werden in der Debatte
um den Einsatz von KI in der medizinischen Forschung die wiinschenswer-
ten Verbesserungspotenziale von Diagnostik und Therapie betont sowie
die Risiken falscher Diagnosen oder von Biases in den Trainingsdatensét-
zen. Das mutmafilich deutlich gravierendere Risiko einer missbrauchlichen
Zweitnutzung der resultierenden Modelle wird hingegen nicht thematisiert.
Auch bei der Information von Patient:innen, die in die Verarbeitung ihrer
Daten als Trainingsdaten einwilligen, wird es nicht erwdhnt und bei der
ethischen oder politischen Bewertung des Vorhabens nur selten einbezo-
gen.

Differenzierung der Verarbeitungsschritte und Datentypen

Die moglicherweise missbrauchliche Sekundédrnutzung trainierter Modelle
ist nicht nur diskursiv randstdndig (fehlende 6ffentliche Diskussion und
fehlendes Bewusstsein der Stakeholder), sondern zugleich stehen ihr keine
wirksamen regulatorischen Hiirden entgegen. Dies wurde ausfiihrlich in
Bezug auf die DSGVO argumentiert.!? Kurz gefasst lasst sich diese Regu-
lierungsliicke durch einen Blick auf die unterschiedlichen beteiligten Da-
tenverarbeitungsschritte und Datentypen plausibilisieren, die in Szenarien
einer missbrauchlichen Zweitverwendung involviert sind. Die folgende Ta-
belle zeigt eine schematische Ubersicht:

11 O’Neil, C., Weapons of math destruction: how big data increases inequality and
threatens democracy, New York 2016.

12 Miihlhoff, R./Ruschemeier, H., Predictive Analytics und DSGVO: Ethische und recht-
liche Implikationen, in: Grife, H.-C./Telemedicus eV. (Hrsg.), Telemedicus - Recht
der Informationsgesellschaft, Tagungsband zur Sommerkonferenz 2022, Predictive
Analytics und DSGVO: Ethische und rechtliche Implikationen, Frankfurt am Main
2022.
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Schritt verarbeitete Daten regulatorische
Beschrinkung

1: Training Daten einer bestimmten Personen- oder DSGVO greift, wenn die Trai-

des Modells Fallgruppe werden als Trainingsdaten er-  ningsdaten personenbezogen

2: Zirkulation
des trainierten
Modells

3: Anwendung
des Modells

fasst. Z.B. Szenario A: Patientendaten, Sze-
nario B: Tracking-Daten der Social Media
Nutzer:innen, die die Anzeige gesehen ha-
ben.

Als Produkt von Schritt 1 entsteht ein trai-
niertes Modell, représentiert durch die Mo-
delldaten. Im riskantesten Fall'® sind die
Modelldaten anonym.

Die Modelldaten werden in den Bereich
einer Sekundirnutzung kopiert oder trans-
feriert.

Die Modelldaten konnen dort ggf. zum Be-
standteil eines grofSeren Modells werden, so
dass sie nicht in identischer Form zweitver-
wendet werden, sondern in ein umfassende-
res Vorhersage- oder Scoring-Modell des Se-
kundirnutzungsakteurs integriert werden.!*

Nutzung des trainierten Modells im Kontext
der Zweitverwendung, um iiber einen neu-
en Fall eine Prognose zu stellen. Uber den
neuen Fall liegen Hilfsdaten vor (Szenario
A: Audiodaten, Szenario B: Social Media
Nutzungsdaten). Diese dienen als Eingabe-
datum des trainierten Modells; das Ausga-
bedatum ist eine Prognose, Klassifikation,

sind. In gelaufiger Vorgehens-
weise wird als Rechtsgrundla-
ge zur Verarbeitung der Trai-
ningsdaten eine Einwilligung
eingeholt, auf ,,berechtigtes In-
teresse” abgestellt und/oder
eine Anonymisierung der Da-
ten vorgenommen.

Hier greift keine Regulierung,
sofern die Modelldaten an-
onym sind."

Hier greift die DSGVO, wenn
sich die erstellten Prognosen,
Klassifikation oder Scorings auf
Personen beziehen.

In typischen Kontexten (z.B.
Bewerbungsverfahren oder Ver-
sicherungsbewerbungen) wird
als Rechtsgrundlage die Einwil-

13 Wiren die Trainingsdaten nicht anonym sondern personenbezogen, wiirde in Schritt

14

15

2 mitunter die DSGVO greifen. Da es technische Methoden gibt, die Trainingsdaten
vor dem Training oder wahrend des Trainings des Modells zu anonymisieren, miis-
sen wir, um von einem maximal potenten Angriffsszenario auszugehen und den vol-
len Umfang des Risikos einer Regulierungsliicke zu erkennen, davon ausgehen, dass
diese Techniken im Allgemeinen verwendet werden. Das Risiko ist bei anonymen
Modelldaten deshalb maximal, weil dann in Schritt 2 keine Verarbeitung personenbe-
zogener Daten vorliegt, die in den Geltungsbereich der DSGVO fillt.

Zum Beispiel in Szenario A kénnte das Unternehmen, welches anhand von Audioauf-
nahmen tiber die Eignung von Bewerber:innen entscheidet, nicht explizit anhand des
erworbenen Modells fiir psychiatrische Diagnosen eine Krankheitsprognose berech-
nen, sondern dieses erworbene Modelle als Teilkomponente in ein gréfleres Modell
einbetten, welches insgesamt direkt eine Auswahlempfehlung ausgibt, die dann nur
implizit die Prognose tiber psychische Leiden beriicksichtigt.

Ob fiir den Vorgang der Anonymisierung der Daten selbst eine rechtliche Grund-
lage erforderlich ist, ist umstritten, weil die DSGVO selbst keine Anwendung auf
anonymisierte Daten findet. In vielen Fillen willigen Datensubjekte allerdings in die
Anonymisierung ihrer Daten ein, da sie vermeintlich das Datenschutzniveau erhdht.
Dazu vertiefend: Miihlhoff R./Ruschemeier H., Predictive Analytics (Fn. 12).
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Schritt verarbeitete Daten regulatorische
Beschrinkung

oder ein Scoring iiber den zu beurteilenden ligung des zu beurteilenden In-
Fall. dividuums eingeholt. In vielen
Zu beachten ist, dass das Modell hier auf dieser Kontexte hat das beur-
beliebige Dritte angewendet wird, also auf ~ teilte Individuum kaum realis-
Personen, die i.A. nicht in den Trainingsda- tischen Spielraum, die Einwilli-
ten von Schritt 1 enthalten sind. gung zu verweigern.

Diese Kette von drei Datenverarbeitungsschritten zeigt regelmiflig eine
regulatorische Liicke in Schritt 2. Modelle, die anhand von sensiblen Trai-
ningsdaten legal erstellt werden und somit auch potenziell sensible Infor-
mationen iiber beliebige Dritte abschitzen konnen, unterliegen als anony-
me Modelldaten keinen rechtlichen Beschridnkung hinsichtlich ihrer Zirku-
lation in andere Anwendungsbereiche. Wahrend die Modelle im primaren
Nutzungskontext héufig einem wiinschenswerten ,guten” Zweck dienen
(z.B. Verbesserung der Gesundheitsversorgung), unterliegen sie einem ho-
hen Risiko, in anderen Anwendungsbereichen missbrauchlich verwendet
zu werden, zum Beispiel in Anwendungen, durch die es zu Diskriminie-
rung, social sorting, Manipulation kommt. Die blofle Existenz der Modelle,
kombiniert mit dem Zustand fehlender Regulierung und Kontrolle tiber
ihre weitere Zirkulation, stellt daher ein enormes gesellschaftliches Risiko

dar.

IV. Datenschutz, Datenmacht und Risikoprdivention

Das Risiko der Sekundédrnutzung trainierter Modelle ist erheblich und soll-
te einen Hauptfokus der Regulierung von kiinstlicher Intelligenz bilden.
Die Gravitat des Problems geht auf das Zusammenspiel zweier Umstdnde
zuriick: Erstens konnen Vorhersagemodelle, die schwer zugingliche, sensi-
ble oder personliche Informationen aus leichter zuginglichen Daten wie
zum Beispiel Verhaltensdaten, Trackingdaten, Audiodaten oder soziodko-
nomischen Daten abzuschitzen erlauben, in zahlreichen Kontexten zur
Diskriminierung (Preisdiskriminierung z.B. bei Versicherungen), sozialen
Sortierung (z.B. Vorabauswahl bei Bewerbungsprozessen, im Bildungssys-
tem, im Sicherheitsapparat) oder Manipulation (z.B. personalisierte politi-
sche Wahlwerbung mit demokratieverzerrenden Effekten) verwendet wer-
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den.1® Zweitens ist die Zirkulation und Sekundérnutzung trainierter Model-
le aktuell nicht reguliert. Dies fithrt zu einer Vertiefung bestehender infor-
mationeller Machtasymmetrien in zweifacher Hinsicht. Zum einen haben
Akteure, die tiber die notwendigen Datengrundlagen und die technischen
Moglichkeiten verfiigen, nicht nur die Moglichkeit, Vorhersagemodelle fiir
ihre Zwecke zu erstellen, sondern diese auch an Dritte weiterzuverkaufen,
was die Nutzungs- und Verwertungsmoglichkeiten multipliziert. Zum an-
deren vertieft sich die Machtasymmetrie zwischen den Akteuren, welche
die Modelle zu Sekundédrzwecken nutzen, und den betroffenen Datensub-
jekten. Denn letztere sind in Bewerbungsverfahren, bei Kreditantrdgen und
als Nutzer:innen digitaler Medien ohnehin in der Situation, dass ihnen
viel weniger Informationen zur Verfiigung stehen als den entscheidenden
Akteuren.

Zahnloser Datenschutz

Der paradoxale Charakter dieser Konstellation zeigt sich besonders wenn
man bedenkt, dass die Anwendung von KI-Methoden, zum Beispiel in
der klinischen Forschung mit Patientendaten, bereits jetzt erheblichen
Datenschutzhiirden unterliegt und von vielen Akteuren in der Praxis als
iberreguliert empfunden wird.”” Wir haben es in der Umsetzungspraxis der
DSGVO mit einem Datenschutz zu tun, der mit erheblichen prozeduralen
Auflagen bei der Behandlung der ,,Input”-Daten von Verarbeitungsschritt 1
(also der Trainingsdaten) einhergeht, jedoch zahnlos in Bezug auf ein deut-
lich schwerwiegenderes Datenschutzproblem ist, nimlich das Risiko der
(evtl. gar nicht intendierten) Zweitverwendung der resultierenden Modelle
(Schritt 2).

16 Vgl. Barocas, S./Selbst, A. D., Big data’s disparate impact, Calif. L. Rev. 2016, S. 671;
Hildebrandt, M./Gutwirth, S. (Hrsg.), Profiling the European citizen: cross-disci-
plinary perspectives, New York 2008; O’Neil, C. (Fn.11); Bozdag, E., Bias in algo-
rithmic filtering and personalization, Ethics Inf Technol 2013, S.209; Zarsky, T. Z.,
Incompatible: the GDPR in the age of big data, Seton Hall L. Rev. 2016, S.995;
Eubanks, V., Automating inequality: how high-tech tools profile, police, and punish
the poor, New York, 2017; Mann, M./Matzner, T., Challenging algorithmic profiling:
The limits of data protection and anti-discrimination in responding to emergent
discrimination, Big Data & Society 2019.; Miihlhoff, R., Automatisierte Ungleichheit:
Ethik der Kiinstlichen Intelligenz in der biopolitischen Wende des Digitalen Kapital-
ismus, Deutsche Zeitschrift fiir Philosophie 2020, S. 867.

17 Vgl.: Miiller-Jung, J. (Fn. 3);https://www.cr-online.de/blog/2019/05/21/datenschutz-d
as-zuegellose-recht-teil-ii-der-datenpaternalismus/.
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Ich bezeichne dieses Risiko als schwerwiegender, weil alle mit der Verar-
beitung der Trainingsdaten verbundenen Risiken fiir die Grundrechte der
darin enthaltenen Subjekte weiterhin vorliegen und zusitzlich die folgen-
den drei Risiken einbezogen werden miissten: (1) Breite Skalierbarkeit: Die
resultierenden Modelle lassen sich auf beliebig viele Individuen anwenden
(und insbesondere auf deutlich mehr Individuen, als in den Trainingsda-
ten abgebildet sind). (2) Eskalation der Sensibilitit: Die Anwendung des
Modells erlaubt es, {iber beliebige Dritte dhnlich sensible Informationen
abzuschitzen, wie iiber die Trainingsdatensubjekte hineingesteckt wurden.
(3) Probabilistische Behandlung: Zu den strukturellen Effekten durch mas-
senhafte Abschitzung sensibler oder personlicher Informationen fiir grofle
Menschenmengen (Diskriminierung, soziale Stratifizierung) tritt noch das
individuelle Risiko falscher Schitzungen durch das Modell, also das Risiko
einer individuell ,fehlerhaften” Behandlung der Individuen in Schritt 3.8

Das Ziel im Umgang mit dem Risiko missbriuchlicher Sekundérnut-
zung muss eine Regulierung sein, die trennscharf die wiinschenswerten,
intendierten Datenverarbeitungsvorginge von den missbriauchlichen unter-
scheiden kann, um die ,guten” zu ermdglichen und die ,schlechten” zu
verhindern. Hierzu ist es erstens erforderlich, das regulatorische Vorgehen
nicht auf das Input-Stadium (Trainingsdaten, die in Schritt 1 hineingesteckt
werden) zu fokussieren, sondern auf die in Schritt 2 verarbeiteten anony-
men Modelldaten, die aus den Input-Daten (vermittels der Trainingsproze-
dur) lediglich abgeleitet wurden. Zweitens ist es erforderlich, den Zweck
der Herstellung oder Anwendung trainierter Modelle selbst ins Auge zu
fassen, ihn ethisch zu bewerten und einer Abweichung von diesem Zweck
vorzubeugen. Was wiinschenswerte Zwecke sind, kann im Rahmen dieses
Beitrags nicht geklart werden, vielmehr ist es mein Anliegen, dass iiber-
haupt eine regulatorische Struktur geschaffen werden muss, die bei den
Zwecken trainierter Modelle (und nicht allein der Trainingsdaten) ansetzt -

18 Fiir das Risiko der missbrauchlichen Zweitverwendung ist es unerheblich, ob abge-
schitzte Informationen korrekt oder nicht korrekt sind. Denn eine unfaire Diskrimi-
nierung, Manipulation oder soziale Sortierung ist politisch und ethisch bedenklich,
ob sie auf richtigen oder falschen Informationen beruht. Mein Argument an dieser
Stelle ist somit, dass neben den strukturellen Risiken bei missbrauchlicher Zweitver-
wendung trainierter Modelle (z.B. Diskriminierung vieler Individuen, soziale Sortie-
rung ganzer Kohorten, Manipulation des Wahlverhaltens Vieler, etc.) noch das Risiko
der individuellen Fehlbehandlung aufgrund von falsch abgeschétzten Informationen
hinzutritt. Vgl. Miihlhoff, R., Predictive privacy: towards an applied ethics of data
analytics, Ethics Inf Technol 2021, S. 675.
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auf diesen Punkt gehe ich weiter unten im Kontext von ,,Zweckbindung fiir
Modelle” noch einmal ein.

Weil die Notwendigkeit von Regulierung aus der der Aufgabe des Staates
resultiert, Machtungleichheiten zu begrenzen, werde ich nun die These
ausfithren, dass mit der Herstellung von Vorhersage-, Scoring- und Klassi-
fikationsmodellen eine spezifische Form der informationellen Machtasym-
metrie einhergeht.

Vorhersagemacht als aktuellste Form der Datenmacht

Um den Umfang des Risikos der missbrauchlichen Zweitnutzung trainier-
ter Modelle theoretisch und philosophisch zu begriinden, ist es sinnvoll,
den Besitz solcher Modelle als einen Machtfaktor aufzufassen.”” Wer tiber
Vorhersagemodelle verfiigt, besitzt das, was ich als ,Vorhersagemacht” be-
zeichne, ndmlich das Vermdgen, Vorhersagen {iber beliebige Individuen
erstellen zu kénnen.?’ Vorhersagemacht konzentriert sich meist dort, wo
Daten aggregiert werden. Die Akkumulation von Vorhersagemacht ist des-
halb eng mit der Macht von Plattformunternehmen verkniipft und bildet
eine globale Struktur, die es erfordert, die strukturellen Auswirkungen von
KI sozialtheoretisch zu beleuchten.

Der Begrift ,Macht” ist vielseitig und in Sozialtheorie und Sozialphilo-
sophie umfochten. Es ist im vorliegenden Rahmen weder moglich noch
erforderlich, hier ins Detail zu gehen,?! statt dessen geniigt es, ein begriffli-
ches Spektrum abzustecken. Nach einer klassischen Definition von Max
Weber bedeutet Macht ,jede Chance, innerhalb einer sozialen Beziehung
den eigenen Willen auch gegen Widerstreben durchzusetzen, gleichviel
worauf diese Chance beruht”.?? Nach einer anderen klassischen, auf Michel
Michel Foucault zuriickgehenden und dem Weber’schen Verstindnis oft

19 Lynskey, O., Grappling with “Data Power”: Normative Nudges from Data Protection
and Privacy, Theoretical Inquiries in Law 2019, S. 189.

20 Miihlhoff, R., Predictive Privacy: Collective Data Protection in Times of AI and Big
Data, Big Data & Society 2023, S.1; vgl. Miihlhoff R./Ruschemeier H., Predictive
Analytics (Fn. 12).

21 Vgl. D’Ignazio, C./Klein, L. F,, Data feminism, Cambridge, Massachusetts 2020; Miihl-
hoff, R., Automatisierte Ungleichheit (Fn.16); Miihlhoff, R., Die Macht der Daten:
Warum kiinstliche Intelligenz eine Frage der Ethik ist, VR Unipress 2023, https://
doi.org/10.14220/9783737015523.

22 Weber, M., Wirtschaft und Gesellschaft: Grundriss der verstehenden Soziologie, Tii-
bingen 1990 (28).
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entgegengestellten Definition bedeutet Macht ,handelndes Einwirken auf
Handeln”.?* Ein Hauptunterschied besteht darin, dass die erste Definition
Macht bei bestimmten Akteuren lokalisiert, wahrend sie anderen fehlt
(man kann Macht also besitzen). Die zweite Definition hingegen ist die
Vorlage fiir einen strukturellen Machtbegriff, nach dem Macht im (mitunter
nicht intendierten und geplanten) Zusammenspiel vieler Akteure liegt und
sich auf die subtile Rahmung individueller Handlungshorizonte in multi-
faktoriellen sozio-technologischen Kontexten (Handlungsnetzwerken) be-
zieht.*

Beide Elemente sind im Fall der Vorhersagemacht gegeben. Erstens er-
moglicht es Vorhersagemacht, persénliche Informationen auch gegen den
Willen und Widerstand der Betroffenen iiber sie abzuschétzen. Solche Vor-
hersagen kénnen zum Beispiel der Kandidat:in in einem Bewerbungsver-
fahren die Moglichkeit nehmen, ihren Disposition zu depressiven Verstim-
mungen zu verbergen (Szenario A). Zweitens konnen Vorhersagemodelle
dazu benutzt werden, den Handlungshorizont grofler Menschenmengen
unterschwellig zu strukturieren. Facebook beispielsweise konnte das Modell
zur Abschétzung von Typ 2 Diabetes (Szenario B) auch beim Targeting
weiterer Werbeanzeigen verwenden, etwa fiir Stellenanzeigen oder Lebens-
versicherungen, die Menschen mit einem (vorhergesagten und den Betrof-
fenen vielleicht selbst unbekannten) Diabetes-Risiko dann nicht angezeigt
werden. In diesem Fall wird also anhand abgeschitzter Informationen der
Informations- und Handlungshorizont zahlreicher Nutzer:innen manipu-
liert.

Aufgrund der enormen Verbreitung und wirtschaftlichen Bedeutung
von pradiktiven KI-Anwendungen (pradiktiver Analytik) im Zusammen-
hang mit Konsumenten- und Nutzungsdaten stellt Vorhersagemacht ak-
tuell eine der wichtigsten Spielarten informationeller Machtasymmetrie
zwischen datenverarbeitenden Akteuren und Individuen dar. Durch die
Konzeptualisierung des Problems als ein Machtphdnomen kommt eine
entscheidende Eigenschaft des damit verbundenen Regulierungsanliegens

23 ,In Wirklichkeit sind Machtbeziehungen definiert durch eine Form von Handeln, die
nicht direkt und unmittelbar auf andere, sondern auf deren Handeln einwirkt. Eine
handelnde Einwirkung auf Handeln, auf mogliches oder tatsachliches, zukiinftiges
oder gegenwirtiges Handeln.” Foucault, M., Subjekt und Macht, in: Defert, D./Ewald,
E. (Hrsg.), Asthetik der Existenz: Schriften zur Lebenskunst, Subjekt und Macht,
Frankfurt am Main 2007 (S. 96).

24 Zur Netzwerk-Semantik in Bezug auf Macht bei Foucault vgl. Foucault, M., Der Wille
zum Wissen: Sexualitit und Wahrheit 1, Frankfurt am Main 1983 (S. 95ft.).
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zum Vorschein: Was reguliert werden muss, ist ein Potenzial, ein Vermagen
zu bestimmten (missbrauchlichen) Handlungen oder Handlungseffekten.?®
Eine Regulierung die, wie die DSGVO, erst in Schritt 3 greift, wenn das
zweckentfremdete Modell auf eine bestimmte Bewerber:in eines Job-Aus-
wahlverfahrens angewendet wird, greift zu spat. Denn bereits das Potenzial
des Missbrauchs, das durch den Besitz des Vorhersagemodells gegeben ist,
und nicht erst der vollzogene Missbrauch, sollte unter Kontrolle gebracht
werden. Das ist in der vorliegenden Konstellation deshalb so entscheidend,
weil von dem bloflen Besitz eines Vorhersagemodells in den falschen
Hénden ein breit gestreutes Diskriminierungspotenzial ausgeht, also ein
Potenzial der sekundédren Verwendung, das eine Vielzahl nicht naher be-
stimmbarer Individuen treffen kénnte und mit den Zwecken der urspriing-
lichen Herstellung des Modells nicht mehr viel gemein hat. Diese latente
allgemeine Gefahr, die mehr ist als die Summe der einzelnen tatséchlich
vollzogenen Diskriminierungshandlungen, konstituiert die Machtposition
der Akteure, die das fragliche Modell in einem bestimmten Kontext zu
einem bestimmten Zweck zur Anwendung bringen kénnten. Macht ist hier
also stets als ein Vermdgen gegeben, unabhingig von seiner Aktualisierung
in manifesten Taten oder Handlungen. Regulierung muss direkt bei der
Kontrolle und Beschrinkung dieser Macht-als-Vermdgen einsetzen, denn
unreguliert und unkontrolliert wirkt sich Vorhersagemacht - selbst, wenn
sie latent bleibt oder es bei der ,Androhung” bleibt — erheblich auf das
soziale und gesellschaftliche Feld aus.

Risikopréavention jenseits des Datenschutzes

In der Geschichte des Datenschutzes wurde gelegentlich der Begriff der
»Datenmacht” herangezogen, um das Regulierungsanliegen des Daten-
schutzes zu formulieren:2® Der Datenschutz dient dem Ausgleich informa-
tioneller Machtasymmetrie zwischen datenverarbeitenden Organisationen
und Individuen bzw. Gesellschaft. Vorhersagemacht, konnen wir nun an-
fiigen, ist eine aktuell besonders relevante Spielart von Datenmacht. Des-
halb liegt es nahe, in Bezug auf die Regulierung von Vorhersagemacht an
den Datenschutz zu denken und darauf zu sinnen, den Datenschutz zu

25 Vgl. Miihlhoff R./Ruschemeier H., Predictive Analytics (Fn. 12), S. 43.
26 Lewinski, K. von, Die Matrix des Datenschutzes Besichtigung und Ordnung eines
Begriffsfeldes., Tiibingen 2014. (S. 56 ff.); Lewinski, K. von, Geschichte (Fn. 2).
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erweitern, so dass er auch in Schritt 2 (also bei der Zirkulation trainierter
Modelle mit anonymen Modelldaten) greift.

Allerdings kommen wesentliche architektonische Grundstrukturen deut-
scher und europédischer Datenschutzregulierung (nicht nur der DSGVO,
sondern auch ihre historischen Vorldufer wie das BDSG und die europa-
ischen Datenschutzrichtlinie) angesichts dieses Problems an prinzipielle
Grenzen: die eigenen Daten als Ankniipfungspunkt der informationellen
Selbstbestimmung (mit der Rechtsgrundlage der Einwilligung als markan-
testem Auswuchs); die Orientierung am Personenbezug der Daten und die
Unterscheidung zwischen personenbezogenen, anonymen und sensiblen?”
Daten; die individuellen Betroffenenrechte.?® All dies sind Grundpfeiler
des Datenschutzes als Regulierungsansatz, sie lassen sich nicht einfach
»korrigieren” und sind zugleich mit der wirksamen Regulierung des Risikos
der Zweitverwendung trainierter Modelle inkompatibel.?

Da es somit unklar ist, ob und wie weit der Bogen des Datenschutzes
noch gespannt werden kann, um immer weitere, seinem urspriinglichen
Konzept unbekannte Gefahren wirksam einzubeziehen, ist es geboten, dis-
ziplin- und paradigmentibergreifend nach (neuen) Regulierungsansitzen
zu suchen. Unserem3® Vorschlag nach sollte hierbei insbesondere Ansitze
der Risiko- und Gefahrenpravention eine groflere Rolle spielen, wie sie
aus dem Umweltrecht bekannt sind.3! Diese Ansédtze machen das Prinzip
der Risikopravention stark, um den Staat in die Pflicht zu nehmen, die
Eintrittswahrscheinlichkeit von Gefahren zu reduzieren. So ist insbesonde-
re im EU-Recht das ,precautionary principle” bekannt, welches urspriing-
lich im Vertrag iiber die Arbeitsweise der Europdischen Union (AEUV) in

27 Gemeint sind die besonderen Kategorien personenbezogener Daten nach Art.9
DSGVO.

28 Siehe ausfithrlich Miihlhoff R./Ruschemeier H., Predictive Analytics (Fn. 12); Purtova,
N., The law of everything. Broad concept of personal data and future of EU data pro-
tection law, Law, Innovation and Technology 2018, S. 40; Wachter, S., Data protection
in the age of big data, Nat Electron 2019, S. 6.

29 Zur Unvereinbarkeit des Datenschutzes mit Big Data siehe weiterhin Zarsky, T. Z.,
Privacy and Manipulation in the Digital Age, Theoretical Inquiries in Law 2019,
S.157.; Hildebrandt, M., Slaves to Big Data. Or Are We?, IDP. REVISTA DE INTER-
NET, DERECHO Y POLITICA 2013, S.7.

30 Dieses Argument verdanke ich der intensiven Zusammenarbeit mit Hannah Rusche-
meier, es soll daher hier nur in aller kiirze angedeutet werden, siehe ausfiihrlicher
Miihlhoff, R./Ruschemeier, H., Democratising Al via Purpose Limitation for Models,
SSRN Preprint 2023, https://dx.doi.org/10.2139/ssrn.4599869.

31 Siehe https://www.umweltbundesamt.de/vorsorgeprinzip
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Bezug auf Umweltschutz veranschlagt wird (siehe 191(2) AEUV). Uber die
letzten Jahrzehnte ist das Vorsorgeprinzip jedoch verstarkt als ein allgemei-
nes Prinzip des EU-Rechts interpretiert und auch in anderen Bereichen
angewandt worden.>?

Gerade weil die Gefahr durch missbrauchliche Zweitverwendung trai-
nierter Modelle breit gestreut ist (sie betrifft prinzipiell grofie Kohorten von
Individuen) und bereits gegeben ist, bevor sie sich in der Diskriminierung
einzelner Individuen oder in der Hervorbringung sozialer Sortierungsmus-
ter oder gesellschaftlicher Ungleichheiten manifestiert, ist Risikopravention
ein vielversprechender Ansatz im vorliegenden Kontext.

Drei Riickfragen mit Antworten

1. Warum hiéngt das spezifische Risiko, das hier Gegenstand von Regulie-
rung werden soll, mit ML-Modellen zusammen? Warum sind Modelldaten
der Ankniipfungspunkt fiir die Analyse und Regulierung dieses Risikos?
Man konnte ja auch mittels weniger zuverldssigen Methoden, z.B. simpler
Heuristiken, Stereotypen und manueller Verfahren, Vorhersagen erstellen
und Menschen unterschiedlich behandeln; hier wéiren dann keine Modell-
daten im Spiel. Man denke an Bankberater:innen, die {iber Kreditvergabe
entscheiden, oder Mitarbeiter:innen von Personalabteilungen bei der Be-
werberauswahl.

Grundsatzlich geht das Gefdhrdungsrisiko von der Skalierungsfihigkeit
des Verfahrens in seinem Verwendungskontext aus. Wird ein - wie auch
immer geartetes — Vorhersageverfahren in einen Bereich transferiert, in
dem es zum Beispiel iiberhaupt nur fiir eine Zielperson angewendet werden
kann (z.B. die private Kopie eines Modells wird von einer Privatperson ein-
gesetzt, die nicht systematisch Zugriff auf die notigen Hilfsdaten vieler an-
derer Individuen hat), dann ist das Risiko klein. Skaliert die Anwendbarkeit
eines Verfahrens sehr stark, zum Beispiel weil es ein rechnergestiitztes Ver-
fahren ist, das in die Hande von Unternehmen fillt, die tiber die Daten gro-
fler Menschenmengen verfiigen oder ihre Dienste an zahlreiche Abnehmer
verkaufen, dann ist das Risiko sehr grof. Digitale Verfahren, insbesondere
ML-Modelle, stellen unter dem Aspekt der Skalierbarkeit grundsitzlich ein
erheblich hoheres Risiko dar als manuelle Verfahren (z.B. die erfahrene

32 Girela, M. A. R, Risk and Reason in the European Union Law, Eur. Food & Feed L.
Rev. 2006, S. 270.
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Arzt:in, die viele Fille gesehen hat und daher gut einschitzen kann, ist ein
geringes Risiko). Auch Datensicherheitsaspekte - eine sichere Speicherung
des trainierten Modells, die vor unautorisierten Zugriffen schiitzt — sind
Faktoren, die das Risiko bestimmen.

2. Besteht das diagnostizierte Risiko auch bei Modellen, die in ihren
Vorhersagen nur wenig Genauigkeit aufweisen? Hangt die Dringlichkeit
einer Regulierung nicht davon ab, wie genau ein Modell ist?

Tatsdchlich diirfte von sehr ungenauen Modellen ein geringeres Risiko
ausgehen, wenn es aufgrund ihrer Ungenauigkeit nicht wirtschaftlich ist, sie
einzusetzen. Umgekehrt stellen jedoch bereits Modelle mit einer ,,mittleren”
Genauigkeit in hochskalierungsfdhigen Anwendungen ein hohes Risiko
dar. Denn ab einer bestimmten Genauigkeit ist der Einsatz automatisierter
Verfahren wirtschaftlich, auch wenn zahlreiche falsch eingeschitzte Fille
einen Kollateralschaden bilden, der aber aus Sicht der Betreiber nicht
ausreichend ins Gewicht fallt.>* Deshalb ist es bei einer Regulierung ent-
scheidend, dass sie in der Konzeption des Risikos der missbrauchlichen
Zweitverwendung trainierter Modelle nicht auf die Genauigkeit des Mo-
dells abhebt.

3. Die Kategorie des ,Risikos” ist auch in der geplanten KI-Verordnung
der Europdischen Union (,,AI Act”) ein zentrales Konzept. KI-Systeme wer-
den dort in verschiedene Risikogruppen eingeteilt und ihr Betrieb entspre-
chend mit regulatorischen Auflagen versehen.3* Schlief3t die KI-Verordnung
somit die hier herausgestellte Regulierungsliicke?

Das Risiko einer missbrauchlichen Zweitverwendung trainierter Modelle
wird durch die KI-Verordnung nach dem aktuellen Stand nicht adressiert
und nicht wirksam bekdampft. Denn Gegenstand der Klassifikation nach
Risikogruppen der KI-Verordnung ist bisher der Primarzweck des Sys-

33 Zum Beispiel haben die Entwickler:innen von KI-Systemen zur Bewerberauswahl
bei Jobs mit hohen Bewerberzahlen Anreize dazu, die Quote retrospektiv betrachtet
féalschlich angenommener Bewerber:innen zu minimieren, wihrend die eine héhere
Quote falschlich abgelehnter Bewerber:innen nicht so sehr ins Gewicht fallt (Miihl-
hoff, R., Predictive privacy (Fn.18)). Diese ,Auf Sicherheit spielen™Strategie kann
hohe Diskriminierungsfolgen fiir Individuen haben, die als unklare Kandidat:innen
eingestuft werden.

34 Zur Problematik von KI als Regulierungsobjekt im Kontext der KI-Verordnung im
Zusammenhang mit der Risikoklassifikation: Ruschemeier, H., Al as a challenge for
legal regulation - the scope of application of the artificial intelligence act proposal,
ERA Forum 2023, S. 361.
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tems.’ Der Parlamentsvorschlag hingegen mochte unabhéngig vom Ein-
satzzweck auf die Einsatzmdoglichkeiten des KI-Systems abstellen, vgl. Art.7
Abs. 2 KI-VO-EP3¢ Die Gefahr der missbrauchlichen Zweitverwertung be-
deutet jedoch den Transfer eines Systembestandteils — der Modelldaten -
in einen anderen Anwendungskontext - dieser kann auch zukiinftig, nach
einer Firmeniibernahme, oder aufgrund eines unauthorisierten Datenzu-
griffs geschehen. Das Risiko des Transfers in einen anderen Anwendungs-
kontext ist in der Bewertung durch die KI-Verordnung nicht beriicksichtigt.
So bezieht sich die Hochrisikoliste des Annex IIT des KI-VO-E auf einen
bestimmten Anwendungskontext, der Transfer in andere Kontexte ist selbst
kein Risikofaktor. Dass dabei ein Modell trainiert werden konnte, das me-
dizinische Informationen in einem anderen Kontext als dem der Erstellung
des Modells abzuschitzen erlaubt (siehe Szenario B), ist ein Nebeneffekt,
der bei der Risikobewertung zurzeit nicht einbezogen wird. Allerdings
kann die sekunddre Anwendung des Modells, z.B. im Bereich von targeted
adverstisements fir Jobs, selbst eine Hochrisiko Anwendung darstellen.?”
Inwieweit der KI-VO-E effektiv vor Grundrechtsgefdhrdungen wie Diskri-
minierung schiitzen wird, ist Gegenstand laufender Diskussionen.

V. Losungsansditze und Ideen fiir Regulierung

Ausgehend von der vorausgegangenen Bestimmung des regulatorischen
Problems und der Begriindung, warum aktuelle Regulierungsansitze nicht
ausreichen, mochte ich im Folgenden zwei Denkansitze in Richtung einer
Lésung vorstellen. Beide sind Gegenstand aktueller Forschung und stellen
nur erste Ansétze dar. Die potenziellen Machtungleichheiten und die damit
verbundenen Risiken, die von der unkontrollierten Zweitnutzung trainier-
ter KI-Modelle ausgehen, sind gravierend und zugleich im Schema beste-

35 So der Vorschlag von Kommission und Rat, Art.7 Abs. 2 a) KI-VO-E, COM 2021/206
final; 2021/0106(COD).

36 Ich beziehe mich auf die folgende Version: Abianderungen des Europiischen Parla-
ments vom 14. Juni 2023 zu dem Vorschlag fiir eine Verordnung des Européischen
Parlaments und des Rates zur Festlegung harmonisierter Vorschriften fiir kiinstli-
che Intelligenz (Gesetz iiber kiinstliche Intelligenz) und zur Anderung bestimmter
Rechtsakte der Union (COM(2021)0206 - C9-0146/2021 - 2021/0106(COD))(1)

37 Vgl. Annex ITI Nr. 4 KI-VO-EP.

38 Smuha, N. A./Ahmed-Rengers, E./Harkens, A./Li, W./MacLaren, ]./Piselli, R./Yeung,
K., How the EU Can Achieve Legally Trustworthy AI: A Response to the European
Commission’s Proposal for an Artificial Intelligence Act, 2021.
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hender Ansitze in Ethik, Recht und Politik schwer zu fassen. Deshalb be-
darf es neuer Denkbewegungen auf mehreren Ebenen zur Behandlung des
Problems. Ich werde im Folgenden zuerst unter dem Stichwort ,,pradiktive
Privatheit” eine ethische Perspektive skizzieren, die auf eine gesellschaft-
liche Wertedebatte abhebt, die dringend zur allgemeinen Bewusstseinsbil-
dung und 6ffentlichen Positionierung gegeniiber dieses Problems vonnéten
ist. Zweitens werde ich unter dem Titel ,,Zweckbindung fiir Modelle” einen
regulatorischen Denkansatz anfiihren.

1. Pradiktive Privatheit als Schutzgut

Es ist grundsdtzlich die Frage, welche ethischen Argumente gegen die
Zweitverwendung trainierter Modelle in Anschlag gebracht werden kon-
nen, oder anders formuliert: Was steht ethisch dabei auf dem Spiel? Um die
bereits genannten strukturellen Argumente (Diskriminierung, soziale Un-
gleichheit) durch ein Argument zu ergianzen, das aus individueller Perspek-
tive zugdnglich ist, habe ich anderswo unter dem Begrift der ,,pradiktiven
Privatheit” argumentiert, dass die breite Verwendung von Vorhersagetech-
nologie in zahlreichen wirtschaftlichen und gesellschaftlichen Bereichen zu
einer Konstellation fithrt, in der Privatheit auf neue Weise gefahrdet ist.>
Es kommt durch die Anwendung pradiktiver Analytik zu einer neuen Form
der Verletzbarkeit von Privatheit, die darin besteht, dass Informationen
tber Individuen abgeschdtzt werden. Das heifdt, im Sinne eines normativen
Vorschlags sollten wir Privatsphdre so verstehen, dass sie auch durch Vor-
hersage und Abschitzung von Informationen unterwandert werden kann,
nicht nur durch den missbrauchlichen Umgang mit Informationen, die das
Individuum explizit bereitgestellt hat. Im Sinne einer zunéchst negativen
Definition von pradiktiver Privatheit ldsst sich somit festhalten, dass die
pradiktive Privatheit einer Person oder Gruppe verletzt ist,

swenn [personliche oder gar] sensible Informationen iiber diese Person
oder Gruppe gegen ihren Willen oder ohne ihr Wissen auf der Grund-
lage von Daten vieler anderer Personen vorhergesagt werden, sofern
diese Vorhersagen zu Entscheidungen fithren [konnten], die das soziale,

39 Miihlhoff, R., Predictive privacy (Fn.18); Miihlhoff, R., Collective Data Protection
(Fn. 20).
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wirtschaftliche, psychologische, physische, ... Wohlbefinden oder die
Autonomie einer Person beeintrachtigen”.

Wihrend die Ubersetzbarkeit des Prinzips pradiktiver Privatheit in Regu-
lierungsansétze nicht unmittelbar evident ist, besteht das Ziel dieser ethi-
schen Debatte primdr in einer gesellschaftlichen Wertediskussion. Die Ver-
letzung der Privatsphire durch Vorhersagen, insbesondere solche, die auf
Trainingsdaten anderer Menschen basieren, wird bisher kaum o&ffentlich
diskutiert. Fiir viele Menschen ist dies kein Bestandteil ihres moralischen
Bewusstseins beziiglich Datenschutz und Privatsphére im Internet und
auch akademisch wurde dieses Thema kaum ethisch untersucht. Ubrigens
ist es fiir eine Verletzungen prédiktiver Privatheit unerheblich, ob die vor-
hergesagten Informationen korrekt sind; denn auch falsche Vorhersagen
iber personliche Attribute konnen zu nachteiligen Handlungsfolgen fiih-
ren.!!

Die genannten Vorarbeiten stellen heraus, dass ein besonderes ethisches
Problem pradiktiver Privatheit in der ,prediction gap” besteht: Zu diesem
Problem kommt es, wenn algorithmische Vorhersagen in Handlungsent-
scheidungen umgesetzt werden. Das Ausgabedatum eines Vorhersagemo-
dells ist im Allgemeinen keine eindeutige Zuordnung oder Entscheidung,
sondern stets eine Wahrscheinlichkeitsaussage (z.B. ,,70% Wahrscheinlich-
keit, an Depression zu leiden”, ,40% an Angststérungen” in Szenario A).
Eine Handlungsroutine, die auf solchen Vorhersagen basiert, muss sich fiir
eine der moglichen Merkmale entscheiden (z. B. den mit dem hochsten
Wahrscheinlichkeitsgewicht) und behandelt dann die Person so, als ob
sie diese Eigenschaft sicher besitzt. Dieser Prozess beinhaltet die Umwand-
lung einer statistischen Inferenz, die immer auf populationsbezogenem
Wahrscheinlichkeitswissen beruht (bezieht sich auf die Gesamtheit aller
Individuen in den Trainingsdaten), in eine Vorhersage fiir einen Einzelfall
(Punkt-Pradiktion). Dieser Sprung vom Gruppenbezug zum Individualbe-
zug geht iiber die klassische statistische Argumentationsweise hinaus und

40 Miihlhoff, R., Predictive privacy (Fn.18), S.5.

41 Vgl Mann, M./Matzner, T. (Fn. 16); Noble, S. U., Algorithms of oppression: how search
engines reinforce racism, New York 2018; Viljoen, S., A Relational Theory of Data
Governance, Yale Law Journal 2021, S.573; Wachter, S./Mittelstadt, B., A Right to
Reasonable Inferences: Re-Thinking Data Protection Law in the Age of Big Data and
Al Columbia Business Law Review 2019, S. L.
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bedeutet, dass eine Wette iiber das Individuum eingegangen wird.*? Dieses
~Festnageln” des Individuums auf die Vorhersage mit dem héchsten Wahr-
scheinlichkeitswert stellt ein fiir Vorhersagewissen spezifisches ethisches
Problem dar, da in einem Kontext von Mdéglichkeiten und Unsicherheiten
die Behandlungsweise des Individuums vereindeutigt und seine Zukunft
vorausgefasst wird.*3

Die negative Definition pridiktiver Privatheit taugt gewiss dazu, eine
offentliche Debatte zu befruchten und auf eine spezifische Gefahr hinzu-
weisen. Doch ihr haftet dasselbe Problem an wie der bisherigen Daten-
schutzregelung: Sie greift erst in Verarbeitungsschritt 3, wenn das Vorher-
sagemodell auf ein konkretes Individuum angewendet wurde, und nicht,
wie fiir das regulatorische Projekt nétig, bereits in Schritt 2. Um einen
praventiven Regulierungsansatz ethisch zu untermauern, muss das ethische
Problem von der individualistischen Perspektive der moglichen pradiktiven
Verletzung der eigenen Privatsphdre deshalb auf das kollektive ethische
Problem der potenziellen Verletzung pradiktiver Privatheit beliebiger (und
beliebig vieler) Individuen ausgeweitet werden. Eine positive Definition
pradiktiver Privatheit ermdglicht es dann, ein Schutzgut zu artikulieren,
welches der Gefahrenlage durch Vorhersagemacht entgegengestellt werden
kann. Mithlhoff und Ruschemeier definieren deshalb:

~Pradiktive Privatheit als gesellschaftliches Schutzgut bezeichnet den
Schutz des Gemeinwesens vor negativen Auswirkungen von Vorhersa-
gemacht grofler datenverarbeitender Organisationen. Pradiktive Privat-
heit formuliert somit den - zunéchst ethisch begriindeten — Anspruch,
Individuen und die Gesellschaft im Ganzen gegen die unkontrollierte
Akkumulation von Vorhersagemacht als Ausformung informationeller
Machtasymmetrie zu schiitzen”*4

Diese positive Definition von pradiktiver Privatheit als ein Schutzgut im
kollektiven Interesse bietet das ethische Fundament fiir die Regulierung
missbrauchlicher Anwendungen einer Technologie, die vielen Individuen
und damit der Gesellschaft im Allgemeinen strukturell schaden kénnen.
Eine Bedrohung pradiktiver Privatheit in diesem kollektiven und nicht

42 Hier steht ein Ubergang von einem frequentistischen zu einem subjektiven Wahr-
scheinlichkeitsbegriff im Hintergrund, wie ihn die Bayes’sche Statistik stark macht,
vgl. Joque, J., Revolutionary mathematics: artificial intelligence, statistics and the logic
of capitalism, London New York 2022.

43 Miihlhoff, R., Predictive privacy (Fn.18).

44 Miihlhoff, R./Ruschemeier, H., Predictive Analytics (Fn. 12), S. 46.
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Das Risiko der Sekunddrnutzung trainierter Modelle

individuellen Sinn bezieht sich auf eine politisch, wirtschaftlich und tech-
nologisch fundierte Machtasymmetrie, die soziale Ungleichheit, automati-
sierte Ausnutzung individueller Schwachstellen und die datenbasierte so-
zio6konomische Selektion auf struktureller Ebene durch den Einsatz von
Vorhersagemodellen fordert.

2. Zweckbindung fiir Modelle

Wie in Abschnitt IIT ausgefiihrt, sollte eine Regulierung, die auf das Risiko
der missbrauchlichen Zweitnutzung trainierter KI-Modelle abstellt, insbe-
sondere trennscharf die gesellschaftlich und politisch fiir wiinschenswert
erachteten Anwendungszwecke von den fiir ,schlecht” oder ,missbrauch-
lich” erachteten trennen. Die Idee ist, dass der Schutz der Gesellschaft vor
der Zweckentfremdung trainierter Modelle die Durchfithrung niitzlicher
Mafinahmen - z.B. in der medizinischen Forschung - sogar férdern kénn-
te, da man aktuell eigentlich wegen des schlecht regulierten Zweitnutzungs-
risikos vor der Durchfithrung einiger Mafinahmen (wie z.B. den Szenarien
A und B) zuriickschrecken sollte. Aktuell ist wegen mangelnden offentli-
chen Bewusstseins der politische und moralische Druck in diese Richtung
noch nicht besonders hoch und die Regulierung der Sekundérnutzung
von Modellen und Modelldaten wird bisher nur vereinzelt diskutiert.*> In
der Debatte um KI-Regulierung stehen primir das Konzept ,kiinstliche
Intelligenz” und der priméare Einsatzzweck im Zentrum.

Heuristisch betrachtet sind mindestens zwei verschiedene Regulierungs-
ansitze, die bei den Modelldaten ankniipfen, denkbar: Erstens kdnnte man
eine Positiv- und Negativliste von erlaubten und verbotenen Zwecken fiir
den Einsatz von KI-Modellen erstellen. Diese Vorgehensweise, die ich im
folgenden als ,statisch” bezeichne, ist zum Beispiel in dem Entwurf einer
Regulierung des European Health Data Space (EHDS - Com2022/197-
final) erkennbar, die in Art.34/35 erlaubte und verbotene Sekundirnut-
zungsweisen von Gesundheitsdaten definiert.*® Ein zweiter, damit ggf.
kombinierbarer Ansatz besteht in unserem Vorschlag einer Zweckbindung
fir Modelle.*” Damit ist gemeint, dass ,[d]ie Erstellung und Verwendung

45 Miihlhoff, R./Ruschemeier, H., Democratising (Fn. 30); Ruschemeier, H. (Fn. 34).

46 Ich verdanke den Hinweise Hannah Ruschemeier, vgl. Miihlhoff, R./Ruschemeier, H.,
Democratising (Fn. 30), S. 15.

47 Vgl. Miihlhoff, R./Ruschemeier, H., Democratising (Fn. 30).
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von KI-Modellen auf bestimmte Zwecke beschriankt sein muss, die im Vor-
aus festgelegt und wihrend des gesamten Lebenszyklus eines KI-Modells
durchgesetzt werden”.#8 Dies konnte zum Beispiel durch Einfithrung einer
Aufsichtsinstanz umgesetzt werden, gegeniiber der die Organisationen, die
ML-Modelle trainieren, vorher den Anwendungszweck dieses Modells defi-
nieren und genehmigen lassen miissen. Des Weiteren miisste das Modell
bei dieser Kontrollinstanz registriert werden und eine Zweitverwendung zu
anderem Zwecke wire unter Androhung von Sanktionen (z.B. analog den
Bufgeldern nach DSGVO) untersagt.

Anders als der statische Regulierungsvorschlag direkten Festsetzung
einer Positiv-/Negativliste stellt Zweckbindung fiir Modelle zunéchst nur
eine Kontrollprozedur bereit, die eine Beschrinkung bzw. Bindung an den
Priméarzweck vorschreibt, um eine schleichende Ausweitung des Zwecks
zu verhindern. In Bezug auf die Entscheidung, welche Primarzwecke iiber-
haupt zulidssig sein sollten, wire dieser Vorschlag noch weiter auszubauen.
Um der Komplexitit der anstehenden Entscheidungssituationen gerecht
zu werden, wire ein partizipatives und dynamisches Verfahren wiinschens-
wert, indem die Kontrollinstanz etwa verschiedene gesellschaftliche Grup-
pen und Stakeholder anhdren muss, um ggf. Einzelfallentscheidungen zu
treffen. Natiirlich ist der Vorschlag zugleich mit einer Positiv-/Negativliste
kombinierbar, und sollte im Sinne einer schnellen Bearbeitung von Stan-
dardfallen mit einer solche kombiniert werden. Selbst dann besteht jedoch
der Unterschied zur blof3 statischen Liste der erlaubten vs. verbotenen Zwe-
cke darin, dass Zweckbindung fiir Modelle vor allem die Festsetzung auf
den einen vorab benannten Zweck festschreibt. So wird etwa eine schlei-
chende Ausweitung des Zweckes innerhalb der Positivliste unterbunden,
ohne die Kontrollinstanz dabei einzubeziehen.

48 Vgl. Miihlhoff, R./Ruschemeier, H., Democratising (Fn. 30), S. 2.
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