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Given the phenomena of growth and diversification which affect 
both text databases and their users, it is essential to reflect on the 
nature of textual information and its representation within the very 
particular framework of interactive retrieval systems. The latter 
aim to correlate two types of conceptual structures, that of the user 
and that of the text, by way of a third structure - the interface. A 
typology of levels of representation is proposed (typographical, 
lexical, statistical, linguistic, semiotic, and pragmatic). These rep­
resentations, obtained by means of a multiplicity of strategies 
(intra-sentence, intratextual, intertextual) applied to different 
units of information and interrelated, render the interaction be­
tween diverse users and the database more flexible and more 
adaptable. 

(Original abstract, translated from the French by Peggy Warren.) 

Introdnction 

We are interested in the computerized analysis and the 
representation of text databases in interactive informa­
tion systems as a means of facilitating information re­
trieval. 

Our research is situated within a rapidly evolving con­
text. In effect, as the demand for and the production of 
information continues to grow, we see an increase in and 
a diversification of databases. Several factors contribute 
to the increase of magnetically stored information: 
- a diversification of computerized tools for the crea­
tion of these databases: minicomputers, microcomput­
ers, videotext, wor.d-processors (Ingwersen, 1984; Le 
Loarer, 1986; Normier, 1985); 
- a reduction of costs and an increase in storage 
capacities; 
- an integration of the phases of production and of dif­
fusion of databases by large distributors who have begun 
to produce them as well as by specialized organizations 
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wishing to market their products (Neufeld and Cornog, 
1983). 

Likewise, the reduction in the price of microcomputers 
and end user retrieval systems (Janke, 1984; Nicholas 
and Harman, 1985) has led to a diversification of users 
with widely varying expectations (Ostrum and Yoder, 
1985; Trenner and Buxton, 1985). 

Natural language databases (abstract and full-text) 
have not been immune to these tendencies and their 
number continues to grow, the latter supplanting the 
former (Boumans, 1985). This development will be­
come more pronounced with the ever growing number 
of newspaper articles, magazines, books, encyclopedias, 
press releases, legal texts, etc. ,  available on-line. 

We have only begun to witness the multiplicity of pos­
sible uses of databases, as well as the complexity of the 
task facing the user obliged to consult, for a single pro­
ject, several databases in different fields containing dif­
ferent types of data, via different host systems including 
the user's own company (Peterson Bolland, 1985). 

In the face of such fervent activity, o\,'e is struck by 
how slowly on-line information systems are evolving. 

The modes of analysis, retrieval (Peterson Holland, 
1985), and display (Tenopir, 1985a) of text information 
are not significantly different from their counterparts in 
bibliographical databases. The content of the texts con­
tinues to be represented by means of thesauri and clas­
sification schemes, thereby giving, according to some, a 
fixed and monolithic external perspective (Streatfield, 
1983), the sole internal perspective often consisting of 
the inverted file of character strings contained in the 
base proper. The modes of interrogation are approxi­
mately the same, and those specifically conceived for full 
language are often too complicated for the casual user 
(Conger, 1984). The potential offull-textdatabases thus 
threatens to remain relatively unexploited (Ingwersen, 
1984), possibly resulting in a disaffection of the public in 
the short run. . 

Judging from preliminary evaluations (Blair, 1986; 
Tenopir, 1985a), the outcome of research on full-text 
databases has not been very satisfactory, in that the level 
of recall and precision is ratherlow. Still, they remain in­
dispensable for finding documents that no other element 
- title, controlled vocabulary or abstract - can locate. 

The importance of change, the extent of the diversifi­
cation phenomenon (affecting every aspect of the text 
databases themselves as much as the users), the costs in­
curred by continuing problems in retrieval, all prompt a 
search for solutions other than further elaborating tradi­
tional methods of analysis and retrieval or multiplying 
the power and capacity of computers. 

We feel it is important to reflect on the nature of tex­
tual information and the manner in which it is rep­
resented in light of research in areas as diverse as linguis­
tics, semiotics, psycho-linguistics. artificial intelligence, 
philosophy, cognitive psychology, and learning theory. 
First, however, we believe that one must reformulate 
the theoretical framework of which every information 
system is a part, and consider the original aspects of the 
communicatory structure - namely, interactive systems 
of text databases. 
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1. The Communicatory Aspect of 
Interactive Full-Text Information Systems 

The communication between user'and machine in an in­
teractive natural-language information system consists 
of a complex interrelation among several elements aiming 
at correlating two frames of reference - the cognitive 
structure of the user and the information structure of the 
text database - by means of a third intermediary struc­
ture, that of computerized interface procedures (in the 
case of an individual search) and occasionally a fourth 
structure, that of the librarian (in the case of an assisted 
search). 

( . . . ) interactions of humans with one another, with the physi­
cal world and with themselves are always mediated by their states 
of knowledge about themselves and about that with which or whom 
they interact. ( . . .  ) we look at the IR' situation as a recipient-con­
trolled communication system, aimed at resolving the expressed 
information needs of humans, primarily via texts produced by 
other human beings. (Belkin et al., 1982, p. 85). 

Each of the interacting structures displays different 
characteristics: 

(a) on the one hand, the human being - intelligent, 
adaptable, flexible, able to reason but incapable of 
memorizing and processing great numbers of texts; 

(b) on the other, the full-text database - a reflection 
of the cognitive structures of several authors having 
fixed in the texts their cognitive states at a given mo­
ment. This structure may seem, at first view , to be easier 
to apprehend than the preceding structure. However, 
the semantic richness of the text database is inexhausti­
ble and can be represented in a number of ways, using 
various characterizations and strategies of analysis. 

(c) between the two, the interactive system - by 
turns receiver of the user's question and transmitter of a 
response, capable' of memorizing and processing great 
quantities of data, but having a relatively simple and 
rigid structure despite efforts, based on research in arti­
ficial intelligence, to make it imitate human reasoning by 
instilling in it a certain quantity of knowledge. 

The user does not directly scan the texts, at least not 
at first, in contrast to what occurs in the activity of read­
ing. The machine scans the texts for the user, within the 
limits of comprehension and interpretation inherent in 
the machine. This fact invites us to redefine the interac­
tion of the user not vis-a-vis the machine,  but via the 
machine towards the texts. 

The presence of a human being, endowed with a 
cognitive structure, in the role of information seeker is 
extremely important. It is, in effect, only through the 
intervention of a cognitive agent that the data (e.g., 
words or complete texts) can be transformed into infor­
mation, and these data must be capable of being con­
nected to some element in the cognitive structure of the 
individual. 

This approach, inspired by cognitive theory (Ander­
son, 1976; Kiutsch, 1977; Neisser, 1967) and proposed 
by several specialists in information science (Belkin, 
Ingwersen, Wormell and Pylyshyn, among others) 
seems best suited to our problem. 
Cognitive structure is characterized by complexity: 

(a) In effect, all individuals possess their own cogni­
tive structures resulting from their experiences, their 

education, their culture, their background (Ingerwer­
sen, 1982), and their knowledge of the different ele­
ments of the search. 

Indeed, a single information system is used by 
numerous individuals (J anke, 1984 has asserted that the 
clientele will hereafter be as varied as humankind). The 
concept of user-friendliness thus becomes a very per­
sonal one. 

(b) At first, the need for information is often vague 
and general. The questions directed at the system reflect 
a lack, an insufficiency of knowledge, for Taylor, a 
"Conscious Need," and for Belkin and Ingwersen, an 
ASK ["Anomalous State of Knowledge"] (Ingwersen, 
1984). 

(c) In short, the users, for the most part, do not know 
exactly what they are looking for. Furthermore, they are 
often unaware of what is available, that is to say, the ac­
tual contents of the database or how to find information, 
for the representations of the content of the database are 
infrequent and relatively rudimentary. 

(d) Moreover, the cognitive structure of each indi­
vidual, taken separately, is not fixed. It evolves according 
to the responses obtained in the course of the communi­
cation. But since the user's needs become focussed as 
the investigation of the database progresses, one may 
imagine that there comes a moment when the initial rep­
resentations of the database are no longer satisfactory. 

Thus to the purely synchronic dimension of the com­
munication is added another, very important one: the 
diachronic dimension. In effect, the system should not 
only adapt itself to the user, it should also adapt itself to 
the user's change of cognitive state as time passes, by 
bringing into play, from among its different possibilities 
of processing, the one which best responds to the need 
expressed at a given moment. The user, after pOSIng a 
question, receives a response which modifies his or her 
state of knowledge. This may lead to the posing of 
another question which, in turn, produces a further 
change, and so forth. 

This manner of conceiving of the communicatory 
situation of text retrieval leads us to favour an approach 
offering the user several diverse "portraits" of the 
database (that is, diverse representations of the informa­
tion contained there). These portraits may correspond 
to the type of question (functional aspect) and especially 
to the user's state of knowledge (cognitive aspect). Fur­
thermore, we believe that the strategies of analysis for 
retrieval performed by the user in constant interaction 
with the database should be different from those 
employed in artificial intelligence systems simulating un­
derstanding or even translation, or in automatically for_­
matted systems. The user would doubtless be relieved to 
be helped in seeking information, but certainly would 
not stand for being completely replaced by the compu­
ter; the user would rather keep an active role. 

While one notes a growing attention to the cognitive 
sciences and to psychological ergonomics in the context 
of information systems, one is obliged to note that the 
majority of current systems are neither flexible nor 
adaptable. 

We shall thus examine, in the following discussion, 
whether it is possible to find, in text representation, at 
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least a partial response to this need for flexibility and 
adaptability. 

2. The Representation of Text Databases 

2.1 The complexity of the representation of text 
information 

In the memory of the computer, one finds the text 
database, itself possessed of a structure which, while 
more coherent than that of the individual in search of in­
formation, is no less complex. 
This complexity is due to several factors: 

(a) Computerized content analysis brings into play 
several concepts of texts. 

The user searches among the subjects the particular 
topics transcribed into the memory of the computer in 
the form of electronic texts (Text E). These electronic 
texts are copies of material texts (Text M) - periodical 
articles, for example - which themselves have a discur­
sive content created by the author (Text D) (Meunier 
and Lepage, 1982). 

Furthermore, a text is not only a succession of inso­
lated, quantifiable lexical units nor an unordered succes­
sion of sentences; it constitutes a complex organic entity 
whose meaning evolves from the integration of succes­
sive graphic, linguistic, and semantic units of increasing 
size. 

The strategies of text analysis may thus generate var­
ious representations of the organization of text informa­
tion. 

This hypothesis of levels of representation of text in­
formation belongs to a theoretical movement recurring 
in linguistics (Chomsky; Fodor, 1974), in cognitive psy­
chology (Anderson, 1976) in text theory (Beaugrande, 
1980, 1984; Van Dijk, 1977), and in artificial intelligence 
(Charniak, 1972; Schank, 1975; Wilks, 1972). 

(b) The database contains hundreds, even thousands 
of texts written by different authors. On the one hand, 
the informational value of each text depends, to a cer­
tain extent, on the manner in which its content can be 
differentiated from other texts present in the database. 
On the other hand, the meaning of each text is in part a 
function of its presence in the collection of other texts . In 
another corpus, it would take on a completely different 
meaning. A good representation should thus take into 
account this intertextual dimension. 

(c) The interrelation of different representations ob· 
tained with respect to the original text adds to the com­
plexity. Each representation may or may not derive 
from a previous representation. Each text submitted to a 
strategy of computerized analysis is an original text 
which is transformed into a new text, which may itself 
serve as an original text for a subsequent strategy of 
analysis. To each of these texts one may associate a rep� 
resentation - which is, in this perspective, an organiza­
tion of the information contained in the text. Since the 
representations obtained from a given original text vary 
as a function of the units of processing and strategies of 
analysis selected, one can easily imagine that the search 
strategies and the responses obtained also vary. 

Thus through a succession of analyses, one goes from 
a text database in natural language to a formatted 

. database. For example, from a group of texts one may 
extract either a list of words organized in an inverted file 
or an automatically formatted database, ready to re­
spond to the type of specific questions that one poses in 
question-answer systems; because the text information 
will have been integrally conserved, then categorized, 
aftei a reduction of the variety and complexity of its 
modes of expression (Sager, 1981). Between these two 
extremes, there obviously exists a whole range of possi­
ble representations resulting from either an increase or a 
reduction of the original text data'. 

Let us examine some of these possible representa­
tions in terms of a provisional typology that we have es­
tablished and illustrated with several examples regard­
ing the type of representation, the type of strategy used 
to produce it, and the type of information one may draw 
from ie. 

2.2 lYPology of text representations 

(1) Representations constructed from certain 
typographical properties 

The first representation applied to Text M for recording 
in the memory of a computer is that comprising the en­
semble of its typographical characters and their tran· 
scription into electronic form. This representation rests 
on strategies of character reading and recognition which 
seem uncomplicated but which actually involve a 
number of problems such as lack of uniformity and mul­
tiplicity of typefaces (boldface, italics, underlining, 
etc.). The interface system responds to questions re­
garding the correlation between a given character and 
one of those it has memorized. If, at this initial stage of 
analysis, one limits the characteristics retained, one runs 
the risk of eliminating subsequent analysis strategies. 
Thus, the absence of French diacritical marks prevents 
one from arriving at the lexical level, and the failure to 
identify acronyms and languages limits linguistic 
analysis, etc. 

This representation is thus an indispensible step for 
the extraction of vocabulary by subsequent algorithms. 

(2) Lexical representations 

Lexical representation in its most reduced form consists 
of an alphabetical list of character strings. Strategies of 
analysis carried out without human intervention have 
several advantages: rapid, ·exhaustive, economical and 
"objective", they render immense text databases im­
mediately accessible in their entirety. Supplemented by 
location numbers, this representation leads to the pro­
duction of concordances, permuted indexes or inverted 
files. It is also the avenue to several statistical, syntactic, 
and semantic strategies of analysis. 

Lexical representations nonetheless present a certain 
number of disadvantages resulting from the very 
rudimentary character of the information that they can 
provide. In effect, even if the original text is in natural 
language, the transformed text has few points in com­
mon with this natural language. All that remains is 
graphical signs without meaning and without paradig­
matic or syntactical dimensions. Relations based on the 
signs themselves (homonymy, polysemy) are absent, as 
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are relations based on their meanings (synonymy, 
equivalency classes, hierarchy, relations of semantic as­
sociation) and relations based on the reference. Ele­
ments of meaning constituting the content of the texts 
are neglected. One does not take into account the or­
ganization of the text, the context, or the network of re­
lationships among its terms. Thus, we can assertthatthis 
type of processing, far from reducing the variety of ex­
pressions in the original text, accentuates this variety, 
running counter to the objectives of analysis in an infor­
mation system and constituting what might almost be 
called "anti-documentation" (Long, 1980, p. 105). 

In fact, this type of representation is intended to assist 
the user in the rapid isolation of subsets that are very 
small in relation to the database as a whole, leaving to 
the user the task of scanning the corpus of texts in their 
entirety of passages of text retrieved. The user's mind 
thus plays its usual role in interpreting the graphical 
signs it reads in the light of its knowledge of the lan­
guage, the area in question, and the particular problem 
to be resolved. 

Hence the importance of the cognitive agent and its 
role as "stand-in" when faced with a very summary rep­
resentation. Hence also the claim by some that this type 
of representation is sufficient, since it gives reasonably 
good results in retrieval. But the user disposes of a series 
of strategies permitting the simulation of higher levels of 
analysis (syntactical and also semantic) on units of in for­
mation not characterized linguistically, and the rein­
troduction - in a very impoverished form, to be sure -
of certain of the connections among words found in the 
original text: 
- the-display of the context allows the user to evaluate 

the meaning of the word and the relevance of the pas­
sage with respect to the answer sought and to modify 
the search strategy accordingly, notably by means of 
exclusion operators which improve the focus of the 
search by eliminating non-relevant contexts.4 

- moreover, the use of adjacency operators in the 
search strategy offers the possibility of reconstituting 
a simulacrum of phrases. This is still a far cry from the 
precision of natural syntax, since such operators do 
not describe these connection� among words in the 
original text, nor do they permit the introduction of 
prepositions into the search strategy. Furthermore, 
false relations among the words persist. 

- finally, truncation allows one to exercise a semblance 
of semantic reordering around a single radical, still 
\yith a good deal of imprecision since it remains a 
reordering based on character recognition. 

The manipulation of certain operators is nonetheless 
very difficult for non-experts; decidedly too much is de­
manded of these casual users, with the result that they 
generally limit themselves to the principal operators, to 
the detriment of the optimal exploitation of natural lan­
guage texts (Ingwersen, 1984). 

(3) Representations obtained from certain statistical 
characteristics 
Some representations derive from numerical characteris­
tics of occurrences, others, from operations of automatic 

classification and multivaried analysis of co-occurrences. 
Generally applied to basic lexical representations of 
character strings, the former can reveal, in a highly con­
densed form (Meunier et aI., 1976) certain sets of 
themes but tell nothing about the interdependence of 
lexical forms taken separately and do not permit the 
identification of structures or networks of significations 
that might reveal implied semantic dimensions. 

Despite its elementary nature, the first type of rep­
resentation - rapid and inexpel).sive - is frequently 
employed in documentation as an aid to retrieval in the 
case of very large corpuses. It has begun to be made 
more adaptable and to be used for more sophisticated 
explorations; in the future, more systems will offer the 
possibility of displaying the occurrences in a subset of 
the database (several texts designated in advance by the 
user with the aid of Boolean operators) or in a sub-set of 
a single text (title, paragraph). Thus, even using simple 
representations, the cognitive agent can enjoy a certain 
amount of flexibility: 
Zoom is designed to analyse the frequency of single words, phrases 
or codes appearing in a selected set of references. Up to a 
maximum of 200 records can be analyzed. (Ingwersen, 1984, 
p. 481). 
Zoom was invented and applied to the ESA-Quest search language 
in order to improve and support the casual user's search perfor­
mance. (Ibid., p. 481). 

Finally, software such as SIRE, or its adaptation EDI­
BASE, display in graphic form the number of docu­
ments retrieved during a search, by decreasing order of 
relevance, according to the number of occurrences in 
each document of the word requested. 

The second form of representation, for its part, per­
mits the detection of certain networks of information 
that even a fastidious study of concordances would not 
have revealed (Lebel, 1985). This type ofrepresentation 
rests on the psycho-linguistic principle (Lyons, 1978; Os­
good, 1959) whereby the ensemble of a word's contexts 
contributes, in some measure, to determining the word's 
contexts contributes, in some measure, to determining 
the word's meaning - in any case, it gives information as 
to the perspective from which the concept is considered 
(Ford, 1983). 

Due to the simplicity and rapidity of processing, com­
puterized classification is frequently used in library and 
information science to index texts by automatic means 
and to reorganize the database by bringing together 
texts of similar content. Research in this area began with 
Doyle, (1962) Needham and Sparck Jones, (1964). The 
work of Salton, too, is well known, and this type of re­
search continues to proliferate. In the realm of content 
analysis, one might also cite Fisher and Langley, 1985; 
Lebovitz, 1983; and Michalski, 1980. However, there 
exists as yet relatively little work on obtaining represe,n­
tations from the entire database by means of what has 
sometimes been called a search thesaurus; AID of 
Doszkocs (1979) is a notable exception. The advantage 
of this tool lies in its adaptability. Rearrangement of 
terms takes place on demand, in the desired subset ofthe 
database. But statistical analyses of co-occurrences of 
words, within documents and in the database asa whole, 
should spread rapidly. The project ASK aims represent-
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ing not only the texts of the database, but also the ques­
tions formulated by the users: 
There is no question that this sort of representation of a state of 
knowledge (or of the information structure underlying a text) is 
simplistic and naive, if one is attempting to obtain detailed rep­
resentations for such purposes as natural language understanding, 
machine translation or retrieval from memory. On the other hand, 
it has the advantages of being fairly easily determined and reason­
ably machine-manipulable, important considerations in an IR con­
text, where one needs to represent actual informalion needs and to 
manipulate large amounts of data. (Belkin et aI., 1982, p. 68). 

The disadvantage is that these representations in no way 
specify the nature of the connections between words. 
This interpretation is left to the searcher. These methods 
of representation moreover imply a selection of certain 
lexical forms and pose considerable theoretical prob­
lems. 

(4) Representations constructed on the basis of 
linguistic characteristics 

In library and information science, statistical represen­
tations most often take a typographical representation 
as their point of departure. One may, however, add lin­
guistic characterizations to each occurrence of character 
strings, thereby expanding the previous rudimentary 
representation by means of strategies of lemmatization, 
morphological analysis, and syntactic characterization 
(noun, adjective, verb , etc.) .  

From the new representation, one can then proceed 
to a syntactic characterization which associates, with the 
preceding representation, the positions of each mor­
pheme within a phrase and of each phrase within the sen­
tence. In the current state of research, this syntactic de­
scription can be carried out more or less automatically 
depending on the language. For French, one thinks of 
the Deredec system's GDS grammar (Plante, 1983). 

In information science, the high price of syntactic 
analysis has always been a source of concern and less ex­
pensive expedients have been sought, notably in the 
commands of the search language, as we have seen 
above. Yet even if one assumes that a user of an informa­
tion system is unlikely to be interested in a syntactic rep­
resentation, it is easy to see that such a representation 
constitutes a prime example of a superior model (of a 
semiotic or even statistico-linguistic order, as we shall 
see below). 

The most advanced instance of the use of syntax 
(Harrissian) is surely the Linguistic String Frajectwhich, 
by way of several intermediate strategies and represen­
tations (parsing, grammatical regularization, informa­
tion formatting, normalization), produces an automatic 
formatting of all the information contained within the 
text (Sager, 1981). 

(5) Semiotic representations 

These representations associate, with any given previ­
ous representation, information perceptible at the level 
of the signs themselves. 
(a) Semantic representations 

Semantic representations add this type of information to 
morphemes or phrases. One thinks of classic systems of 

content analysis (cf. Stone, 1966, who added to each 
word of a text a category generated by a "thesaurus" 
termed political and even psychological). Systems of 
artificial intelligence associate, with each word and espe­
cially with each sentence, a representation of its concep­
tual structure (Beaugrande, 1980; Schank, 1977; Wilks, 
1972) and even of its logico-functional form (Fre­
dericksen, 1977; Jackendoff, 1983). 

In most work in library and information science, the 
entire text (a unit obviously much larger than a word or 
sentence, but adapted to the size of the database) has 
been represented by descriptors taken from a thesaurus 
or by classification numbers. As we know, the conver­
sion of words in natural language into descriptors can be 
performed by computer. In certain full-text databases, a 
partial human analysis is carried out to add paradigmatic 
relationships. This, for-example, is the case of NEXIS, 
which offers a certain control of synonymic forms includ­
ing: British and American spellings; acronyms of gov­
ernmental organizations; abbreviations and complete 
forms; typographical differences between compound 
words with or without hyphen. 

The regrouping of terms by means of semantic rela­
tions contained in thesauri differs from the statistical 
regroupings mentioned earlier. These latter cases, con­
structed on the basis of co-occurrences, are not founded 
on relationships of meaning. 
( . . .  ) whereas the semantical relationships are based solely on the 
meanings of the terms and hence independent of the '�facts" de­
scribed by those words, the statistical relationships between terms 
are based solely on the relative frequency with which they appear 
and hence are based on the nature of the facts described by the 
documents ((Maron and Kuhns, 1960, p. 225). 

Thus the distinction becomes clearer between tradi­
tional thesauri and search thesauri based on the co-oc­
currences of words in the texts. Their complementarity 
is also better understood. Traditional thesauri organize 
the concepts of a discipline according to their common 
characteristics; search thesauri emphasize the angles 
from which the concepts are being considered in one 
context or another (Bertrand-Gastaldy, 1984). 

(b) Textual and intertextual representations 

The overall meaning of a document depends on the in­
terrelation of its various elements at a given level and 
their integration into the units of the next higher level. 
Any strategy intended to represent the content of a text 
must attempt to bring out this unifying framework. 

Models attempting to describe this framework are 
proliferating. Some derive from the theories of artificial 
intelligence (Schank, 1975; Wilks, 1972), others, from 
theories of logic (Pet6fi, 1979), from cognitive theories 
(Kintsch, 1974), or from theories of learning (Crothers, 
1972; Frederiksen, 1977; Meyer, 1975). Still others stem 
from semiological theories (Greimas, 1976; Levi­
Strauss, 1958; Propp, 1970). They have in common the 
conception of this textual uility as a grammar, that is, a 
set of rules controlling the unification of content. Hence 
there appears a new level in the organization of meaning 
- that of the text rather than that of the individual word. 

In information science, there have been a nl,lmber of 
attempts to push beyond the limits of the sentence. If 
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traditional linguistic theories have furnished no satisfac­
tory answer (notably for computerized condensation 
and indexation), it is, according to a number of resear­
chers, because linguistic theories have been restricted to 
words within sentences or to sentences considered indi­
vidually. It is possible that new theories of text grammar 
will be more relevant for information science in its con­
cern with the message transmitted by the text. 
Informatics must be concerned with text, rather than merely sen­
tence, and must be concerned with semantics within the text. The 
refusal of theoretical linguistics to deal with this problem has been 
a great hindrance to fruitful cooperation between the two discip­
lines ( . . .  ). (Dea and Belkin, 1978, p. 75). 

One thinks, for example, of work on the theory of 
"clause relations" (Dea and Belkin, 1978) and also of the 
Functional Sentence Perspective theory (mentioned 
above), modified and extended to text, as proposed by 
Janos (1978). 

All the work in this direction attempts to bring out the 
thematic progressions contained in the text. One thus 
speaks of "thematic metatext" (Janos, 1978), of "super­
syntactic units" (Bondorenko, 1975) useful for automa­
tic condensation and extraction (Maeda, 1981). Thus 
there appear new segmentations for document analysis 
based on the relations among sentences (causality: "con­
sequently"; contrast: "however"; illustration: "for 
example"; specification: "in particular"). 

By representing the structure of the text hierarchi­
cally, some foresee the possibility of an analysis several 
levels deep (Bondorenko, 1975; Marcyszewski, 1976; 
Meyer, 1975). 

It is by examining each text in a homogeneous corpus 
that one succeeds in bringing to light certain regularities. 
Beacco and Darot (1984) have studied how, in the bib­
liographic abstracts of a database, regularities pertain­
ing to discursive and presentational operations become 
evident. Heslot (1983), for her part, has examined the 
marks of presentation in scientific discourse. Although 
certain systems of document analysis make no explicit 
reference to the thesis of intertextuality (Foucault, 
1969), it is implicit in several studies. It served to estab­
lish the categories of information for automatic format­
ting in the Linguistic String Project, and it refers to the 
theory of sub-languages (Kittredge and Lehrberger, 
1982). It is of such importance that some have made it 
the centre of their research (Courtine, 1981; Pecheux, 
1969). 

(c) Pragmatic representations 

A text, in addition to being an organically structured sig­
nificant unit, is an act of communication presenting cer­
tain statements. It is a complex discursive unit. Certain 
representations seek to increase the information of a 
text with respect to the situational context of the state­
ment: time, place, speakers, illocutionary force, frame 
of reference, conversational involvement, etc. (Searle, 
1985; Wilks, 1985). 

As far as we know, this representation does not 
seem to have received attention in the field of library 
and information science, probably on account of its 
complexity. 

This survey demonstrates the multiplicity of models 
for the representation of content and suggests the 
number and complexity of problems remaining to be sol­
ved, among them, the compatibility of different possible 
representations and their computerization. Some do 
exist and are used in experimental contexts, while others 
have not progressed beyond the theoretical level. 

3. Our Research Program 

For our part, we maintain that: 
- Several areas of research have contributed to 

broadening the scale of models for content represen­
tation. 

- Several specialists in information science have be­
come interested in the text as a unit of information. 

- It must be remembered that text representations are 
complex, multiple, and created from a number of dif­
ferent units of information. 

- The �ognitive model suggests conceiving of these rep­
resentations in terms of an iterative process whereby 
the type of representation is made to correspond to 
the cognitive state of the user, the two evolving to­
gether. 

From this point of view, an adequate consideration and 
conceptualization of full-text interactive retrieval sys­
tems should lead us to: 
- Validate, specify,rand correct, as necessary, the typol­

ogy of the repreS'ehtations; 
- Use this typology as a starting point for establishing, 

on a theoretical basis, typologies that we wish to per­
fect; 

- Match questions with corresponding typologies in 
order to determine the order of priority of the rep­
resentations we wish to offer; 

- Avoid excluding any representation at the outset on 
the basis that users do not ask for it. It is known that 
users have a tendency, t1).rough a process of self-cen­
sorship, to ask of a system only what they think it can 
give them; 

- Keep in mind, nonetheless, that certain representa­
tions may prove to be useless or unprofitable on ac­
count of the presence of a cognitive agent; 

- Maintain a balance of quality and cost, on the one 
hand by limiting complex and expensive strategies to 
the processing of small sub-groups of the database, 
after the user has made his question sufficiently 
specific, and, on the other hand by accepting sum­
mary analyses for larger corpuses explored, in the in­
itial stage, by users unfamiliar with the general struc­
ture of the database or still unable to clearly define 
their informational needs; 

- Conceive of the representations as superimposed sys­
tems, one set within the other. The user would thus 
have at his disposal a range of representations, from 
the most general to the most specific, upon which to 
draw in order to delve into the details. It would oper­
ate much like a zoom lens (Bertrand-Gastaldy and 
Davidson, 1986). 

- Seek to organize different analysis programmes into 
modules. As theoretical research progresses, the 
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sophistication of the representations should grow 
from a set of simple strategies, all relatively easy to 
perfect and applicable in other modules. 

We have seen that certain work in information science 
aims at representing the structure of a text database. We 
too wish to work in this direction, taking, however, as 
our point of departure elements of texts to which we will 
attribute supplementary characteristics: typographical 
properties (diacritical marks, differentiation of lan­
guages, positioning within the text, etc.);  linguistic prop­
erties (lemma, radical, syntactic category, syntactic role, 
synonomy in the case of initials); and even semiotic 
properties (identification of theme and rheme; the 
search for certain metastructures). The combination of 
several different types of strategies, all well-mastered, 
may give rise to representations capable of responding 
to needs not yet satisfied by full-text retrieval systems. It 
would seem, in particular, that the use of statistical 
strategies in conjunction with another type (or types) of 
strategies might furnish whatever assistance the major­
ity of users might need in the course of their searches. 
This seems to us a fruitful line of research. It is, 
moreover, the line suggested several years ago in a dif..: 
ferent context: 
( . . .  ) The intervention of lexicometry in methodologies using sur­
face processing and incorporating both syntax and hypotheses of a 
semantic order into the cOrpus, constitutes an inevitable prolonga­
tion of the search process. Exhaustive surface processing gives in­
teresting results and presents certain methodological advantages, 
but of the many possible lexicometric approaches, it is the most 
elementary. The correlation, by statistical means, of vocabulary, 
syntax and actual statements is entirely conceivable; it is obviously 
tied to progress in linguistic theory. In any case, the era of "fre­
quency reduction" is a revolutionary era for lexicometry. One must 
also hope for a more systematic connection between quantitative 
and non-quantitative approaches - the two being too separate, to 
their mutual disadvantage. (Maingueneau, 1976, p. 45). 

We are similarly encouraged along this line by the very 
authors who have worked on basic lexical units. In fact, 
Sparck Jones (1975) suggested that the performance 
measures in automatic retrieval could be applied to a 
wider range of types of descriptions than the usual ones 
(keyword or stem lists). Salton (1985) has recentlyimag­
ined that it might be possible to have recourse to a syn­
tactical analysis of texts from the point of view of systems 
of questions and answers, a path he had previously dis­
missed. And Hass Weinberg and Cunningham (1984) 
suggest a combination of statistical and positional ap­
proaches. 

As for Hirshman and her team (1975), they have ob­
tained representative regroupings of different facets of a 
sub-field, pharmacology, by applying an analyzer of co­
occurrences to words from texts already categorized by 
means of syntax and a scientific lexicon. 

Conclusion 

The evidence suggests that, in an on-line full-text 
database, it is as fruitless to exclude the conceptual 
structure of a text as to ignore the cognitive structure of 
the user! 

Although few information systems take into consid­
eration the structure of the texts, we are convinced that 

this undertaking becomes more and more urgent in the 
current context. 

With full-text databases proliferating in more varied 
situations, it is likely that the profitability of more ad­
vanced analyses will be assured by the flexibility of their 
uses. Moreover, the 05stacles imposed by the cost and 
unavailability of software are in the process of disap­
pearing and it is a safe bet that they will fall more rapidly 
as theoretical research progresses. 

Representations of texts should provide tools capable 
of responding to the needs of different users without re­
striction. 

It would certainly be helpful for the heterogeneous 
clientele of databases to be presented with several levels 
of structure inherent in the text database and in each in­
dividual text contained in the database, in addition to 
traditional documentary tools. These structures can be 
brought out by different strategies (intra-sentence, in­
tratextual, intertextual) applied to different units of 
information. It is only when one has supplied these dif­
ferent representations that one will be able to observe 
how different individuals, with different training, at dif­
ferent points in their dialogue with the database, make 
use of the available representations and how these rep­
resentations can produce a change in the user's own con­
ceptual representation. 

Notes 
1 Information retrieval. 
2 The above-mentioned factors belong to the synchronic di­

mension. The very evolution of the content of the database 
(the constant addition of new texts and the possible with­
drawal of outdated texts) adds a diachronic dimension to the 
problem of representation. 

3 Thereaderwill recognise the similarities between this typology 
and that of levels of automatic processing of natural language 
established by T.E. Doszkocs ("Natural Language Processing 
in Information Retrieval," J. ASIS, 37, 1986, No. 4, p. 194). 

4 Research on the usefulness of context display began early, as 
witness the works of O'Connor, 1973. 

5 In addition to the semiotic form, intertextual representation 
can take a statistical form (d. discrimination value, differen­
tial term-weighting and measures of similarity in the works of 
the Salton research group, among others). 

6 nanslated from the French for the purposes of this paper. 
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Meeting on Concept Analysis and Methodological 
Problems of Psychology 

The meeting was organized by the "Forschungs­
gruppe Begriffsanalyse, Fachbereich Mathematik, Tech­
nische Hochschule Darmstadt" together with the Special 
Interest Group "Concept Analysis" of the German 
Society for Classification. It waS the second of a series of 
conferences and it took place from Feb. 13-14, 1987, 
with 40 participants. The first paper by M.BCiTTNER, 
Bonn, ("Begriffe als Prozeduren") provided an intro­
duction into the newest developments in the area of 
procedural semantics with concepts being understood as 
procedures yielding a close relationship to cognition 
psychology. In his paper ("Kontexte und pragmatische 
Semantik") J.sCHAFER, Darmstadt, discussed critically 
formal conceptual analysis from an intuitionistic and 
constructivistic point of view. B.GANTER, Darmstadt, 
showed (in "Abhangigkeit mehrwertiger Merkmale") 
how implications and dependencies between attributes 
may be studied with the methods of fonual concept 
analysis. An adequate analysis of qualitative and quan­
titative data by trees was given by J.BANDELT, Ham­
burg, in his lecture ("Warm sind Baumhierarchlen zur 
Reprasentation numerischer oder qualitativer Daten 
angemessen?"). J.ZELGER,' Innsbruck, explained his 
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method of philosophical context analysis (in "Eine 
Methode ZUr Entwicklung und Beurteilung von For­
schungsprojekten") and showed its applicability to 
project work in groups. K.E.WOLFF, Darmstadt, de­
monstrated (in "Begriffsanalytische GRID-Auswertung") 
how formal concept analysis can be used in studying 
Grid-data. R.WILLE, Danustadt, clarified (in "Formale 
Begriffsanalyse von Paarvergleichen") the combination 
of mathematical and interpretational questions by 
conceptually analyzing paired comparisons. Finally, an 
extensive discussion took place on the topic of the 
meeting, with questions and requests (by B.SEILER, . 
Danustadt, S.HOPPE-GRAF, Heidelberg, A.CLAAR, 
Darmstadt, and S.STADLER, Basel) from the point of 
view of psychology. They pleaded unanimously for an 
adequate treatment of problems in the area of psycholo­
gy by mathematical methods. It was encouraging that 
approaches to common work became visible. 

In August 1987 the volume of the first meeting of 
Jan.1 986 will appear under the title "Beitrage zur 
Begriffsanalyse" (Contributions to Concept Analysis), 
edited by B.Ganter, R.Wille and K.E.Wolff, and published 
by BibJiographisches Institut, Mannbeim. 

Rudolf Wille 
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