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Summary: In an age of increasing access to and power of artificial
intelligence (Al), ethical concerns, such as fairness, transparency,
and human well-being have come to the attention of regulators,
standard setting bodies, and organizations alike. In order to build
Al-based systems that comply with new rules, organizations will
have to adopt systems of governance. This study develops, based
on existing frameworks and a multiple case study, a governance
framework specifically designed with these challenges in mind: The
St. Gallen Governance Framework for Artificial Intelligence focuses
on identifying stakeholder concerns and strategic goals, building
a management control system, assigning roles and responsibilities,
and incorporating dynamism into the system of governance.
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Managementkontrollen orientiertes governance Framework fiir
kiinstliche Intelligenz

Zusammenfassung: Im Zeitalter des zunehmenden Zugangs zu und
der Macht von kinstlicher Intelligenz (KI) riicken ethische Belange
wie Fairness, Transparenz und menschliches Wohlergehen in den
Fokus von Regulierungsbehérden, Normungsgremien und Organi-
sationen gleichermaflen. Um Kl-basierte Systeme zu entwickeln, die
den neuen Regeln entsprechen, mussen Organisationen Governance-
Systeme einfithren. Diese Studie entwickelt auf der Grundlage be-
stehender Frameworks und mehrerer Fallstudien ein Governance-
Framework, das speziell auf diese Herausforderungen ausgerichtet
ist: Das St. Galler Governance Framework fiir Kiinstliche Intelligenz
konzentriert sich auf die Identifizierung von Stakeholder-Belangen
und strategischen Zielen, den Aufbau eines Management-Kontroll-
systems, die Zuweisung von Rollen und Verantwortlichkeiten und die Einbeziehung von
Dynamik in das Governance-System.

Stichworte: Governance kiinstlicher Intelligenz, Managementkontrollsystem, Kontrollhe-
bel, Ethik kinstlicher Intelligenz
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1 Introduction

Artificial Intelligence (AI) has been hailed in recent years to be a panacea for organizations
plagued by rising costs and faltering productivity, while others claim it is a doomsday
technology that will dismantle society and replace workers with computer programs and
robots (Butcher and Beridze, 2019; Harari, 2017; Jobin et al., 2019; Quattrone, 2016).
Currently, Al is causing changes in the economy, driving organizations in a wide range of
sectors to adopt it (Davenport & Ronanki, 2018). The promises and forewarnings of Al
have not played out, although organizations are looking for new ways to use Al to their
advantage.

Despite being aware of the benefits and promises of Al, its use has not spread quickly
and evenly across the economy. Al uses three factors to mimic human intelligence: large
high-quality datasets, advanced mathematical models, and large amounts of computing
power to train the models on the datasets (Collins et al., 2021). While in the past Al might
have been shackled by lack of technical capabilities, now organizations are faced with
different challenges of using Al. While research in Information Systems and Technologies
brought understanding on the technology itself the deployment of Al in organizations
presents challenges beyond technical aspects. Organizations will have to define which of
their activities can be enhanced by Al. Organizations will have to acquire specific human
capital as well as new processes, governance structures, and operating models (Afiouni
& Afiouni-Monla, 2019; Alsheibani et al., 2020; Brynjolfsson et al., 2019; Mikalef &
Gupta, 2021; Papagiannidis et al., 2021). Ethical issues, such as fairness, transparency,
and human well-being, drive the need for governance structures (Butcher & Beridze, 2019;
Jobin et al., 2019). This study addresses the ethical challenges of Al by reviewing existing
Al governance frameworks and case studies of Swiss organizations to understand what
organizations need. This knowledge is summarized in a new governance framework. Such
a framework can benefit two audiences: (1) organizations building ill-conceived projects
without framing it into a full organizational concept and (2) organizations reluctant to
attempt to leverage on technology due to their fear of ethical misbehavior.

Researchers showed that increasing transparency in Al models mitigated trust issues and
increased adoption (Chowdhury et al., 2022). The “black box” problem, where humans
cannot verify or understand an Al-based system, can cause the fear that an Al-based
model is more biased than previous methods and create issues of fairness (Ntoutsi et al.,
2020). The third common ethical concern pertains to the changing role of humans. Harari
(2017) claims that widespread automation via Al could create a “useless class,” changing
the relationship between employer and employee as well as the structure of the labor mar-
ket. Together, the ethical concerns of transparency, fairness, and human well-being might
prove to be enough for organizations to delay adopting AL Other researchers temper this
fear, such as Davenport and Ronanki (2018), who argue that Al will be a complement to
workers rather than a replacement, as there are unique advantages to humans and Al

The tensions mentioned above all stem from the challenge to integrate human- and
machine-driven processes in an organization. The objective of this paper is to identify
whether governance mechanisms can be identified and implemented to reduce the various
gaps. To do so, the existing literature and framework are analyzed and confronted with
the reality of four case studies, leading to the proposition of a management control-orient-
ed governance framework for Al. The paper is organized with the following structure.
The following section identifies relevant literature on Al Governance, in which several
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existing Al Governance frameworks are compared. The methodology section explains
how the four case studies are selected and analyzed. The findings are presented, which,
together with the analysis of existing frameworks, inform the development of an original
management control-oriented Al governance framework. The last section is reserved for
the conclusion.

2 Development of Al Governance

The relationship between a principle and its agent is sensitive to the balance of power and
the need for trust. Governance is a formalized system of checks and balances intended
to ensure that the agent is working in the best interest of the principle (Daily et al.,
2003; Eisenhardt, 1989). These checks and balances can be formal or informal within
the organizational unit (Malmi & Brown, 2008). This system helps the principle achieve
organizational goals and maintain formal and informal boundaries by ensuring that the
agent is correctly motivated by the system of governance. Examples of governance can
be seen in national and international standards, such as the Swiss Code of Best Practices
for Corporate Governance (Bockli et al., 2014). Over time, the field of governance has
expanded, touching other fields, such as risk management (Beasley et al., 2005), innova-
tion (Sharif, 2012), and the use of information systems (Tonn & Stiefel, 2012). New
technologies can affect governance practices (Brennan et al., 2019) and Al is a disruptive
technology that will require new governance practices, additional rules, and allocation of
responsibilities (Afiouni & Afiouni-Monla, 2019; Alsheibani et al., 2020; Brynjolfsson et
al., 2019; Mikalef & Gupta, 2021; Papagiannidis et al., 2021). The literature of manage-
ment control systems (MCS) and the levers of control (LOC) provides a lens to define and
organize the system of governance within an organization (Simons, 1994).

Following the understanding of Schneider et al (2022), Al governance for organizations
is defined as “the structure of rules, practices, and processes used to ensure that the orga-
nization’s Al technology sustains and extends the organization’s strategies and objectives.”
(Schneider et al., 2022, p. 5).

Following the first development of Al and its application in various organizational con-
texts, practitioners realized the challenge of successfully designing and implementing Al
applications within organizations compared to other IT projects. Contrary to a traditional
statistical model, the output of an Al model is hardly predictable as the model aims to
learn from an evolving dataset (Collins et al., 2021). In the name, machine learning,
lies the idea that the model can learn continuously after being released. Even for the
software industry, which has been working with regular release of updates, Al could mean
a regularly evolving product. In other fields, such as medical treatment, such paradigms
are brand new: the release of treatment is meant to evolve over time, which contradicts the
current understanding of a — once discovered — continuously valid treatment (Vokinger et
al., 2021; Vokinger & Gasser, 2021). This new paradigm created by Al generates the need
for new systems of governance.

Early calls into Al governance have focused on governance outside of the organization,
for example for research on Al governance and ways to devise norms, policies, and
institutions globally (Dafoe, 2018). This call has been taken up by myriad governments
(European Commission, 2020; European Parliamentary Research Service, 2022; Person-
al Data Protection Commission, 2020) intergovernmental organizations (OECD, 2019),
standard setting bodies (Cihon et al., 2021) and private groups, such as by the World

164 Die Unternehmung, 77.Jg., 2/2023

.72.216111, am 12.01.2026, 03:36:08. Inhalt.
mit, 10r oder In KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.



https://doi.org/10.5771/0042-059X-2023-2-162

Sentinella/Schnegg/Méller | Management Control oriented Governance Framework for Al

Economic Forum (2020). The research field of Al governance looking at organizational or
corporate governance is relatively young, although organizations play an important role in
the Al ecosystem, from research and development to end use (Cihon et al., 2021). Holistic
Al governance frameworks have been looking for ways to fill the gap of publicly available
knowledge for how organizations can manage the use of Al.

The European Commission’s High-level Expert Group on Artificial Intelligence first re-
leased the AI Ethics Guidelines for Trustworthy Al in 2019 (High-Level Expert Group on
Artificial Intelligence, 2019), which informed its White Paper on Al (European Commis-
sion, 2020) and the proposal for the Artificial Intelligence Act (European Parliamentary
Research Service, 2022). The EU’s desire is to set a standard for “ethical, secure, and cut-
ting-edge Al made in Europe” (High-Level Expert Group on Artificial Intelligence, 2019,
p. 4). The European Commission sets rules around which systems have an unacceptable
risk (e.g., no social scoring systems would be allowed), which are high risk (e.g., appli-
cant tracking systems for recruiting) and require strict governance and reporting, which
systems are low risk (e.g., chatbots) and require transparency, and which systems are
minimal risk (e.g., forecasting) and do not have any mandatory governance requirements
(European Commission, 2020).

The OECD has their own guidance and recommendations based on previously released
guidelines, marking in 2019 the first intergovernmental standard (OECD, 2019). These
recommendations are partly technical recommendations (e.g., Al should be robust, secure,
and safe) and partly ethical (e.g., Al should foster inclusive growth, sustainable devel-
opment, and well-being). ISO and IEEE are involved in setting standards for Al use.
Although IEEE is more focused on ethical implications and unlikely to be adopted as a
mandatory standard, the organization’s standards will likely be adopted as a voluntary
standard or be expected in certain industries (Cihon et al., 2019). The ISO has had a
history of being adopted into national regulation and thus is likely to be mandatory once
their standards are further refined (Cihon et al., 2019).

Two recently developed tools for organizations to show they conform to these regu-
lation and standards are the Conformity Assessment Protocol for AI (capAl) and the
Responsible Al Institute (RAII) certification. capAl is a structured auditing procedure by
which an organization can assess its conformity to the EU’ Artificial Intelligence Act. The
procedure is composed of three components: the internal review protocol, which is a tool
for organizations for quality assurance and risk management; a summary datasheet to
be compliant with EU reporting requirements; and an external scorecard, which provides
internal and external stakeholders with information about the Al-based system (Floridi
et al.,, 2022). The RAII certification is another way that stakeholders can be assured
that the Al-based system complies to various regulations and standards, including those
from the EU, OECD, IEEE, and ISO (The Responsible Al Institute, 2022). Currently, the
program is being tested in the US and UK on three use cases: Al Procurement, automated
lending, and skin imaging. Like capAl, the RAII process involves answering a series of
questions, whose response indicators inform a score which will in turn inform the certifi-
cation (The Responsible Al Institute, 2022). Both approaches enable organizations and
their stakeholders to have a reasonable assumption that they conform to the applicable
standards and regulations represented by the auditing or certification process.

A governance framework should help the organization understand and design its system
of governance while giving suggestions to fill any potential gaps to pass a quality check,
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such as the capAl or RAII certification. An example is the Implementation and Self-Assess-
ment Guide for Organisations published by the Personal Data Protection Commission
of Singapore (2020). Various frameworks have popped up as the field of Al governance
has matured (Baquero et al., 2020; EY, 2019; Gasser & Almeida, 2017; Personal Data
Protection Commission, 2020; Rolls Royce, 2021; Schneider et al., 2022; Sivakumar et
al., 2020; Sokalski et al., 2019; van Giffen et al., 2020). Both academic and practitioner
frameworks are presented and analyzed in the following to understand what the state of
the art is. The choice to include both types of frameworks reflects their different aims:
practitioner frameworks are more proscriptive and offer ways to patch leaky systems,
while academicians develop theoretical and descriptive models, mostly stemming from an
Information Systems (IS) perspective.

Source Name Audience  Main Takeaways
Gasser A Layered Academia = Governance occurs at different layers (Social
and Model for AI and legal/Ethical/Technical).
Almeda,  Governance = The “black box” nature of Al creates informa-
2017 tion asymmetries between the different stake-
holders: developers, consumers, and policymak-
ers.
van Giffen St. Gallen Organiza- = Organizations need to adapt their management
et al., Management  tions model to gain value from Al-based technologies.
2020 Model for Al = Organizations need to modify their management
(SGMM-AI) and organizational models to meet the new chal-
lenges presented by Al.
Schneider Conceptual Academia = The framework fosters collaboration across
et al., Framework for functions, structuring and formalizing Al man-
2022 Data Gover- agement.
nance = Businesses should define how and who makes

decisions, develop supporting artefacts (policy,
standards, and procedures), monitoring compli-
ance.

EY, 2019 Building the Financial = Preparing for coming regulatory hurdles and

right gover- Services aligning Al use with organizational strategy will
nance model help build stakeholder trust and accountability.
for A/ML
Sokalski et Controlling Al: Organiza- = Building trust around Al is a key goal of busi-
al.,, 2019 The imperative tions ness leaders.
for transparen- = Self-regulation will soon end with new policy
¢y and explain- initiatives.
ability = Companies are not sure how to approach Al
governance.
Sivakumar OmniaAl: Organiza- = To manage Al risks, business leaders must con-
et al., Building trust  tions sider three key questions: when to enact gov-
2020 in Al ernance mechanisms, who is accountable for

them, and how to operationalize governance
and enable the organization.
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Source Name Audience  Main Takeaways
Baquero et Derisking AI ~ Organiza- = Businesses should rethink risk management in
al., 2020 by design: tions the face of new compliance and reputational
How to build risks from Al
risk manage- = Risk management should be embedded into the
ment into Al life cycle of Al
development
Personal ~ The Model Ar- Organiza- = Al should be (1) explainable, transparent, and
Data Pro- tificial Intelli-  tions fair and (2) human centric.
tection gence Gover- = The four areas the Model Framework focus-
Commis- nance Frame- es on are: internal governance structures and
sion, 2020 work measures, human involvement in Al-augmented

decision-making, operations management and
stakeholder interaction and communication.

Rolls Aletheia Organiza- = The framework focuses on Social Impact, Accu-

Royce, Framework tions racy/Trust, and Governance.

2021 = Al should be designed to act ethically and pro-
duce unbiased results faithful to the designed
purposed.

Figure 1: Summary table for existing AI Governance frameworks

2.1 Al Governance Frameworks

Gasser and Almeida (2017) created the layered model for Al governance as a framework
to understand the different layers of Al governance in organizations and society. The re-
searchers are concerned with the “black box” problem creating information asymmetries
between developers, consumers, and policymakers (Gasser & Almeida, 2017). In the mod-
el, the outermost layer is the social and legal layer, which enfolds the norms, regulations,
and legislations that apply to Al-based systems. The ethical layer is the middle layer and
could be understood as incorporating the stakeholder’s interests. The technical layer is
the layer of governance that directly affects the Al-based system, such as standards, data
governance, and algorithm accountability.

While the Gasser and Almeida model does not explicitly call out organizations as the
focus of their framework, van Giffen et al. (2020) published a framework with a focus
on helping organizations adapt their management model to gain value from Al-based
technologies. The model focuses on “(1) Management of artificial intelligence, (2) orga-
nization of business operations, (3) legal, (4) regulation and compliance, (5) life-cycle
management, (6) management of technology infrastructure, and (7) cyber security” (van
Giffen et al., 2020, p. 11). The authors argue that organizations can achieve great value
with ML and Al but have to modify their management and organizational models due to
the new challenges presented by AL

Schneider et al. (2022) did not base their model and recommendations on empirical
data, but rather on existing literature. They “emphasize the following six parts of Al
governance: fostering collaboration across functions, structuring and formalizing Al man-
agement through a framework, focusing on Al as strategic asset, defining of how and
who makes decisions, developing supporting artefacts (policy, standards, and procedures),
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[and] monitoring compliance” (Schneider et al., 2022, p. 5). As one of the most thorough
of the governance frameworks analyzed, their work is informative for this article.

Many Al governance frameworks emerged from leading consulting firms. These are
published online with the goal of helping organizations tackle the issue of using Al, often
with a nod towards ethical issues that organizations might face. The consulting firms
agree that AI governance will help organizations overcome ethical and organizational
issues that Al technology can bring. EY (2019) focuses on preparing for coming regula-
tory hurdles, especially in industries like banking and financial services, and aligning Al
use with organizational strategy. Others, like KPMG (Sokalski et al., 2019) or Deloitte
(Sivakumar et al., 2020), argue in favor of building trust with the technology rather than
focusing on regulatory challenges. The Al governance framework by McKinsey focuses
on how to manage risks to enable greater adoption within the organization (Baquero et
al., 2020). These models are freely available for organizations to use, although they are
lacking in depth compared to other frameworks.

The Model Artificial Intelligence Governance Framework created by the Personal Data
Protection Commission of Singapore stands in contrast to the consultant models regard-
ing the depth of materials available online for organizations to use, since they publish
materials on their framework, case studies, and guides on their website. The two guiding
principles of the framework are that Al should be (1) explainable, transparent, and fair
and (2) human-centric (Personal Data Protection Commission, 2020). The four areas
the Model Framework focuses on are: “internal governance structures and measures,
human involvement in Al-augmented decision-making, operations management and stake-
holder interaction and communication.” (Personal Data Protection Commission, 2020,
p. 11) The framework is one of the first comprehensive, flexible frameworks to help
organizations align themselves to the principles and regulations that are being drafted and
implemented in Europe (European Commission, 2020; European Parliamentary Research
Service, 2022) as well as voluntary standards and principles around the world (Cihon et
al., 2019; Personal Data Protection Commission, 2020). Many organizations have used
the first edition of the framework after its release in 2019, the feedback from which has
been incorporated into the second edition.

Although many frameworks are currently available for organizations to draw inspira-
tion from, early movers created their own governance frameworks and shared their best
practices. The Aletheia Framework (Rolls Royce, 2021) was developed by Rolls Royce,
an industrial technology company who faced the need for a governance framework to
ensure stakeholders of their ethical and safe use of AL They later decided to publish
it for other practitioners. The framework is aimed at practitioners, foregoing theory to
lay out a 32-step process for organizations to follow. The 32 steps are divided into the
categories of Social Impact, Accuracy/Trust, and Governance. The steps build a checklist
that ensure that the Al is designed to act ethically and produces unbiased results faithful to
the intended design.

2.2 Levers of Control as Theoretical Analysis Lens for Governance Frameworks

Corporate governance has focused on solving the collective agency and action problem
caused by non-owner managers and its literature on the efficacy of governance mechan-
isms (Becht et al., 2003; Jensen et al., 1976). Al governance and many of the frameworks
for corporate governance of Al evolved, however, organically from the field they originate

168 Die Unternehmung, 77.Jg., 2/2023

.72.216111, am 12.01.2026, 03:36:08. Inhalt.
mit, 10r oder In KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.



https://doi.org/10.5771/0042-059X-2023-2-162

Sentinella/Schnegg/Méller | Management Control oriented Governance Framework for Al

in: IT and IS literature, where the focus on the mechanisms put in place to ensure compli-
ance and stakeholder interests are safeguarded, such as in De Haes and Van Grembergen
(2004). This framework categorizes controls into the categories of structural, procedural,
and relational mechanisms. This categorization can be seen in Al governance frameworks
from the IS field such as Schneider et al (2022).

For more than 50 years, the field of strategic planning and management control has
provided managers with the appropriate control system to drive their organization (An-
thony, 1965; Lauzel & Cibert, 1962; Learned et al., 1965). To steer the organization
through its internal and external challenges, the need for a balanced set of measures
became more salient (Kaplan & Norton, 1992, 1996). Soon, the discussion evolved to
include the interactions and complementarity of these systems (Grabner & Moers, 2013;
Merchant & Otley, 2020). The need for a lens to look at the whole set of controls
present in an organization was influenced by the LOC framework, proposed by Simons
(1994), and used to understand how an organization can implement a (change of) strategy
through a variety of levers. The use of LOC-based MCSs has been expanding since
the framework was first published in 1994. Malmi and Brown (2008) and Ferreira and
Otley (2009) both use their variation of the LOC framework to be able to analyze and
understand how organizations use management controls for their strategic goals. Tessier
and Otley (2012) adapted the LOC framework to understand governance practices and
categorize them based on different characteristics, i.e., social/technical, performance/com-
pliance, interactive/diagnostic, etc.

There is a need to govern over Al better, starting from the identification of a need to
the implementation and use of Al, encompassing the various impacts it will have on the
organization. As a mature field, management control can provide an appropriate lens to
review the proposed framework and shore up their potential shortcomings.

3 Methodology

MCSs offer structured perspectives to analyze and understand how an organization us-
es governance mechanisms to implement strategic goals. The LOC framework in this
study is a lens to analyze the governance frameworks in the literature review and the
governance needs in the case studies. The analysis is structured along three key aspects
of the LOC management control framework: the scope of the management control sys-
tem, the roles and responsibilities used in the framework, and interactions in the MCS
bolster dynamism. The in-depth comparison of the various Al governance frameworks
from scientific publications and practical sources allows to derive common features and
shortfalls. Thus, in the framework analysis some propositions for effective and efficient Al
frameworks are developed using the analytical lens of the LoC.

A multiple-case study design was chosen for its robustness and to investigate the “how”
and “why” pertaining to organizational use of Al governance (Yin, 2003). Interviewing
multiple employees at each organization allowed for a triangulation of data in the analysis
(see Carter et al., 2014; Gibbert & Ruigrok, 2010). The interviews were conducted in
person or via an online conference platform. Seven interviews were recorded, while three
interviewees could not be recorded for confidentiality reasons. The interviewees were
informed about the research goals in advance and could speak German or English, which
increased the participants’ willingness to talk and the quality of information (Kurz et al.,
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2007). As algorithmic fairness loomed large in media, the interviewees were assured of
anonymity.

The case study interviews were conducted between August and October 2019 with four
large and well-established Swiss organizations in telecommunication, transportation, and
finance industries (see table 1). The four organizations chosen for the case study were all
active in testing or using Al-based systems. The interviewees were chosen from employees
involved with AL, but they were spread out among the respective organization’s hierarchy,
including the perspectives of both employee and manager.

Organization No. Employees  Revenue Industry Interviewee

TelCo 10,000 - 25,000 CHF 10 -20b ICT Head of AT 11+#
Data Scientist 114

TransCo 25,000 - 50,000 CHF 5-10b Transportation Head of IT!?

Data Scientist 2 and Da-
ta Scientist 3%°

FinCo1 5,000 - 10,000 CHF 1-5b  Financial Services Data Governance
Officer 115

Data Governance

Officer 2133
FinCo2 50,000 — 75,000 CHF 20 - 50b Financial Services Head of Al 25
Head of Al 324

Information Governance
Officer?:3»

Notes: !the interview took place online; 2the interview took place on site; 3the interview could not be
recorded for confidentiality reasons; “the interview took place in English; the interview took place in
German

Table 1: Organizations and interviewees included in the sample

The interviews were semi-structured around an interview guide, although interviewees
were allowed to talk about other topics not covered by the questions. The interview guide
was composed of open-ended questions around the organizations’ Al projects, ethical
concerns, and use of governance mechanisms. After each interview, a systematic interview
report was written in English with the help of notes or recordings. The insights gathered
during the interviews informed the development of propositions that follow.

4 Findings

In the following case studies, an empirical basis is examined to understand the issues
facing organizations and what tools they use or plan to use to address these issues. As
the organizations varied in their use and governance of Al, trends were able to be gleaned
from the interviews, avoiding a specific framework bias but rather providing content-ori-
ented insights. In the following, these trends are highlighted using the MCS lens.
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4.1 Stakeholders’ impact

The organizations care about how their employees view AI and address their concerns
over Al use. The employees hold varying attitudes towards Al, but their attitudes are
determined by several factors: work experience, skill level, and how the organization uses
Al New hires are positive towards Al, expecting to be provided with Al-support systems,
while less-skilled, veteran employees fear job loss. When the focus is on building Al-based
systems for unliked tasks, employees are more accepting.

Employees’ ethical concerns can be alleviated by increasing explainability, transparency,
and trust; FinCo2 prioritizes systems that give reasons why a decision was made. The or-
ganizations refrain from letting Al make important decisions but allow less consequential
decisions to be made algorithmically. FinCo2 and TelCo ensure fairness by reducing biases
compared to status quo and identifying which biases are acceptable, although TelCo
believes automated decision making can be more fair than human decision making, as the
biases are more easily quantified and alleviated. The levels of transparency and fairness in
their Al-based systems are two areas where the organizations are actively investing time
and resources.

Customers factor only indirectly into the ethical considerations of the system. There
are concerns about handling customer data considering the General Data Protection Regu-
lation (GDPR). Since GDPR article 22 provides the right to customers for an explanation
of why a decision was made, the organizations were reticent when building decision-mak-
ing algorithms that handled customer data. Customer data being used for Al was in
long-term plans, but organizations wanted to have regulatory clarity and more experience
building Al-based systems. TelCo sees complying with regulation as more important than
creating value or employee concerns. TransCo, FinCol, and FinCo2 believe they would
benefit from regulation of Al that defines general conditions but still gives room to inno-
vate. The influence of regulators is leading the organizations to self-regulate until concrete
regulation is available.

4.2 Scope of Al governance

The organizations had long-term and short-term goals for their use of Al tied to strategic
goals and economic pressures. In the long-term at TelCo, Al “will transform any single
aspect of what we do,” while in the short-term automation through AI helped achieve two
goals of the organization: saving time and increasing customer satisfaction. Al strategy
at FinCo2 is to automate increasingly sensitive systems because Al use is mandatory to re-
main competitive. Their short-term strategic goals were to enhance their service, improve
data quality, and strengthen the protection of the customer. For the organizations, the goal
of Al was not to reduce costs, but to solve a short-term (lack of workers) or a long-term
(competitive pressure) challenge.

Aligning Al strategy with corporate strategy covered two critical goals. First, this en-
sured that the use of Al furthers strategic goals, such as increasing competitiveness or
easing the effects of a worker shortage. Second, top managers support Al when it becomes
a tool for accomplishing strategic goals. Often, top managers lack the technical knowledge
and focus on AD’s effects on productivity and profitability.
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4.3 Existing and new roles and responsibilities for Al governance

Responsibilities around Al use (i.e., regarding ethical bias, risks, and decision making) are
delegated to individuals and committees. The organizations created new roles or adapted
existing roles. FinCo2 has a risk officer, a compliance officer, and a legal officer, so
they did not see an immediate need for additional roles and new responsibilities went to
existing roles. The other organizations found use of new roles when figuring out where to
assign responsibilities.

TelCo, TransCo, and FinCol all had a version of an oversight committee for Al ap-
plication and use. Its composition varied among the organizations; TelCo’s committee
entailed managers, data scientists, and experts. The committees did not make technical
decisions, but made strategic decisions, such as on investments, workforce planning, and
risk management. As its committee’s purview was limited, Telco has a data governance
office to review legal issues.

Technical decision making is left to technical employees in the data science or Al
department, who have a greater understanding of how the systems work. Management is
regularly informed about Al projects, but the decision-making authority remains with the
technical project teams, likely due to management having limited technical understanding.
While top managers have decision making authority in these organizations, they rely on
technical employees for guidance and delegate day-to-day decisions.

The organizations defined roles when it comes to developing and managing Al in their
organizations. Many of the organizations have taken advantage of existing resources, such
as legal and compliance employees, while others see the need for new roles, such as ethics
or oversight committees. The responsibilities associated to these roles were, however, not
always clear. Moreover, the evolution of roles and responsibilities is reactionary and unco-
ordinated. There was a contradiction between two interviews at FinCol whether fully
automated decision making was used in the organization, leading to the assumption that
there were not clear channels of communication within the organization. In the future,
the organizations would benefit from clearer delineation of duties and a more formal
organizational structure around Al use and responsibility.

4.4 Dynamic Al governance

Efficient controls are used continuously to identify and correct potential disruptions in
the organizational activities or in its environment (Simons, 1994). Sets of indicators are
periodically monitored and compared to elicit actionable insights. The organizations used
KPIs to monitor Al-based systems as well as Al use overall. KPIs at FinCo2 are used over-
all (productivity, customer response time, savings) and for each model (precision, recall).
Productivity metrics are used to measure time saved, for example with an NLP system
to extract information from unstructured data. FinCol regularly surveys employees for a
KPI to measure ethical implications of Al use. Generally, KPIs are used at two different
levels, for the individual system to measure effectiveness and technical quality and overall
to gauge the impact of Al on the organization’s ethical or organizational goals.

Auditing and testing Al-based systems are important before and after deployment. Test-
ing pre-deployment at TransCo and TelCo ensures that Al is an improvement compared
to status quo. Auditing post-deployment for issues such as unintended bias was cited as
an important goal for the organizations, but only Telco managed to employ a technical
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auditing tool to test for group fairness. Since TelCo could not find a satisfactory auditing
tool on the market or open source, they created it themselves. Overall, the tools for
conducting Al audits were not well developed or standardized amongst the organizations.
This leads to two issues: the auditing process relies on homemade software and does not
lend itself to easy comparison across multiple organizations.

The risk management strategies of the organizations revolve around the use of human
oversight and the exclusion of human-generated data. Humans are kept in the loop at
FinCo2 selectively based on the “sensitivity” of the use case: Al to help with pricing in
B2B relationships supports humans, while text processing is fully automated. TransCo
feels that their abstention from using human data allows them to avoid many ethical
issues. Rules that match the level of risk to restrictions on Al use allow organizations to
streamline less risky use cases and outline the risk levels the organization accepts.

To increase transparency at TransCo, information on Al use is available internally and
they host informational workshops about Al. Nevertheless, few employees read the tech-
nical documentation or attend the workshops. Two organizations take stock of their Al
use annually; TransCo reports on the state of affairs, while FinCo2 states in their annual
report that the organization is committed to transparency. At TransCo, data scientists
request feedback when they present project results to employees. The organizations feel
that there is value in clear communications with stakeholders, but the result is often
perfunctory. Targeted trainings, outreach, and promotion of the Al system of governance
could be effective ways of influencing stakeholders.

KPIs and other indicators were used to monitor different aspects of Al use. Auditing
detects discrepancies between the expected outcome and the real outcome of Al-based
systems and risk management matches appropriate restrictions to Al-based systems. Com-
munication, although lacking, could be a valuable tool for influencing stakeholders. These
aspects of dynamism ensure that the Al system of governance can adapt to changing
circumstances.

5 Framework Development

Building on insights from the literature review and the case studies, a theory-based, prac-
tice-oriented holistic framework for Al governance in organizations (which is referred to
as the sg-GFAI — St. Gallen-Governance Framework for Artificial Intelligence, see figure
1) has been developed. This framework incorporates four layers, which can be used as
guiding steps when designing an organization’s Al governance. The layers follow four
propositions, which are substantiated in the following sections of this chapter:

A holistic Al governance framework should

1. be oriented towards the ethical concerns of the organization’s stakeholders and incor-
porate the organizational strategy,

2. use all control levers to drive, monitor, and train ethical actions and behaviors,

clearly lay out roles and responsibilities needed in the system of governance, and

4. adapt dynamically to changing circumstances and environments.

(O8]
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Dynamism and Interaction Stakeholders and Strategy

Stakeholders Ethical concerns
= Risk tables allowing for different = Informational workshops, trainings Regulators, shareholders, = Transparency
controls for different risk levels = Oversight Committee meetings employees, managers, customers, = Fairness
* Regularly updating guidelines, = Interactive audits suppliers, ... = Human wellbeing
boundary systems * KPI Dashboards
Periodicity Goals for Use Communication
= Checks and balances throughout = Freeing up employee time from = Annual Report
the Al lifecycle mundane tasks = Code of Conduct
= Regular audits = Alleviating worker shortage = Informational Workshops
= Maintaining competitive position

Roles and Responsibilities Management Control System
Operational Owner Strategy Owner Belief Systems Boundary Systems

= Manages day-to-day operations = Ensures strategy alignment = Ethical concern as a founding = Risk table
= Spreads best practices = Approves/vetoes new Al initiatives factor = Code of Conduct

= Analytics and Al strategy = Roles and responsibilities
Center of Excellence, Executive Sponsor, = Location of decisionrmaking
Head of Al, Risk Officer Oversight Committee authorities
Al Supplier Al User Diagnostic Systems Interactive Systems
= Builds and optimizes models = Operate Al systems = Audits = Training
= Makes technical decisions = Provide feedback = Key Performance Indicators = Issue management
= Compliance monitoring = Communication
outside solution provider, (non-technicai) employees, = Coordination
internal Al department customers = Oversight Committees

Figure 2: St. Gallen Governance Framework for Al (sg-GFAI)

5.1 Stakeholder and Strategy Layer

Although organizations rely on external forces when it comes to standards and regula-
tions, identifying the concerns fitting to their development of Al can hardly be standard-
ized. Stakeholder involvement is important for successful Al strategy and implementation
(Crockett et al., 2021; Lee et al., 2019). The definition of fairness in Al use can vary
across cultures, locations, and industries, so the issue of fairness in one organization
might differ from another (Ntoutsi et al., 2020). A critical source of information is an or-
ganization’s stakeholders analysis, including shareholders, board members, management,
government regulators, employees, and members of their supply chains. By listening to
them, organizations will be able to addresses their ethical concerns in the system of
governance.

The literature review brought forward the ethical issues of fairness and transparency.
Bias in the data can cause issues from illegal discrimination to flawed organizational
decisions taken on flawed outputs. Both were the case when Amazon used an Al-based
recruiting software that, trained on biased data, was found to unfairly discriminate against
women (Dastin, 2018). The “black box” issue, where advanced Al models, such as neural
networks, are indecipherable to humans, causes a lack of trust on a part of the stakehold-
ers (van Giffen et al., 2020). Although techniques for deciphering the outputs or detecting
unwanted bias in neural networks are being developed, these need to be included in the Al
projects (De-Arteaga et al., 2022).

The St. Gallen Management Model for the Operational Use of Al mention issues that
could occur, such as job loss or bias, but do not incorporate these as an ethical base for
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their framework (van Giffen et al., 2020). The Conceptual Al governance Framework for
Business is likewise focused on providing organizations with guidance and a framework
for managing AL but do not include ethical considerations in their framework (Schneider
et al., 2022). The Layered Al Governance Model, in contrast, calls for ethical concerns to
be included in AT governance, citing issues such as justice and equality, use of force, safety,
privacy, displacement of labor, and taxation (Gasser & Almeida, 2017). The authors of
this framework do not, however, address other stakeholder interests and strategic goals.

The Model Artificial Intelligence Governance Framework builds its framework by
“translating ethical principles into practical recommendations” (Personal Data Protection
Commission, 2020, p. 6). Among their ethical principles are that Al should be explain-
able, transparent, and fair and human centric. The first are in line with the consensus of
the other frameworks. The suggestion of a human-centered ideology is echoed by Deloitte
(Sivakumar et al., 2020) and EY (2019). Stating that the framework should be built on
human centricity might have the effect of dissuading organizations, if they wish to pursue
another ethical foundation.

The Model Artificial Intelligence Governance Framework encourages stakeholder com-
munication and feedback (Personal Data Protection Commission, 2020), which is impor-
tant when trying to understand which ethical concerns and strategic goals exist among the
stakeholders. KPMG claims that their Al governance framework will help organizations
bridge the “trust gap” and build confidence between the opaque Al-based system and the
organization’s stakeholders, implying that their framework is anchored in the concerns of
stakeholders (Sokalski et al., 2019). The need for stakeholder interaction is not reflected in
all frameworks, instead it is often limited to only a few stakeholders.

Strategic goals are an important factor in how the system of governance is shaped.
For example, if the strategic goal is to address a worker shortage by automating tasks
through Al reducing the need for additional workers, then a framework that gives recom-
mendations on the premise of human-centricity is not compatible with this strategic goal.
Some frameworks do not address that Al governance also needs to enable organizations to
innovate and drive forward strategic goals.

The ethical concerns of employees and managers are discussed in both the literature
review and case studies. The three main themes are transparency, fairness, and human
well-being. The lack of transparency in Al-based systems can be mitigated by avoiding
black box Al models like neural networks and keeping humans in the loop as the final de-
cision makers. Unintended or unwanted bias can be avoided or managed through careful
data management, testing before deployment, and regular audits throughout the Al-based
system’s lifecycle. The employer can combat employee fear through policies of human-Al
collaboration and clear communication.

There are multiple ways to solicit stakeholder concerns towards Al use in the organiza-
tion. The organization should keep an eye out for coming Al regulation, such as the EU Al
Act in Europe, as well as industry or product specific regulations (European Parliamentary
Research Service, 2022). Standard setting bodies, such as the ISO or IEEE, are developing
standards that will influence best practices and become industry or national standards(Ci-
hon et al., 2019). Within the organization, the attitudes of employees and managers can
be gathered via workshops, surveys, or other direct means. In practice, organizations are
reluctant to pursue this information, as asking questions might draw unwanted attention
to their practices.
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In addition to the interests of their stakeholders, the organization should also keep in
mind its strategic goals. In the case studies, the main goals were to remain competitive and
free up employee time. Due to perceived pressure from outside the organization, Al was a
way to remain competitive. Automating away unwanted tasks was seen as a way to free
employees from specific processes. Although the organizations were reluctant to say that
they wanted to reduce current headcount, their end goal was to reduce the need to hire
additional employees, as the tight labor market had already led to employee shortages.
Both goals were present in the case studies and influenced how the organizations used
Al governance, including their approaches to communication, training, and human-Al
interaction.

Once an organization has decided on ethical and strategic goals for their use of Al the
next step will be to codify and communicate these. Communication of ethical goals should
be simple, flexible, and not just a written checklist (Crockett et al., 2021). Organizations
should add these to their existing codes of conduct, hold informational workshops, or
publish information on their use of Al governance in investor-oriented materials, such as
their Annual Report.

Organizations should understand the ethical concerns held by stakeholders, elicited
directly or indirectly, and match them to their strategic goals. Many examples of concerns
and goals have been mentioned but they will be unique to the organization or industry
and would likely change over time. In addition to using these to guide the implementation
of their system of governance, the organization should think of the avenues to communi-
cate these priorities to their stakeholders.

5.2 Management Control System Layer

One of the most widespread understandings of a management control system distinguish
four levers of control to secure appropriate governance: belief system, boundary system,
diagnostic system, and interactive system (Simons, 1994). Each system has a different
purpose and is composed of various control mechanisms, and usually a practical control
system is a mixture of all levers with different degrees of granularity and intensity in
design and use.

Derived from the stakeholder and strategy layer, the belief system provides the under-
standing of why the organization uses Al. The beliefs of the organization set the direction
of the ethical use of Al as well as the organization’s Al strategy. For example, FinCo2 was
clear in their belief that Al should augment humans instead of replacing them and that Al
should focus on automating unenjoyable tasks. If properly communicated and adhered to
within the organization, the belief system would alleviate employee fears. A belief system
has the benefit of clearly communicating a stance on Al in a positive sense to internal
stakeholders.

The boundary system shows the explicit conditions under which the organization is
implementing and operating its Al-based systems. Among these are the formalized and
non-formalized boundaries, the roles, and the responsibilities, as well as the location of
decision-making authorities. A common way to set a boundary is to rely on a “risk table”,
identifying different levels of risk and the measures to be taken at each level. For example,
the organization might identify the risk of losing personal customer data and will restrict
itself from using them in its Al-based systems. This risk table is included in the EU AI Act
(European Parliamentary Research Service, 2022) and the Singaporean Model Artificial
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Intelligence Governance Framework (Personal Data Protection Commission, 2020). The
Code of Conduct referenced in the case study identifies the practices the organization
wants to avoid. At FinCo2, the Code of Conduct identifies the actions and outcomes that
it should avoid. Boundary systems allow the organization to work within a confined set of
parameters, helping to standardize the approval processes while incorporating regulatory
requirements.

The diagnostic system is where the organization’s Al use is coordinated and monitored.
Audits are a popular tool to detect any variance and analyze its cause. The field of Al
auditing is young, although many of the frameworks referenced its importance. TelCo
stated that they built their own tool to audit their Al-based systems, as shelf-ready tools
did not fit their requirements. Performance management, especially in the form of KPIs,
was elaborated on in all case studies, where organizations found it useful to use a mix of
soft and hard KPIs for each Al-based system and the overall Al program. Although this
system is important, it was one of the least fleshed-out categories of management controls.

The interactive system is where stakeholders gather, discuss, and plan their AI use.
Training and workshops were used to build technical capabilities or share information
about the Al use. For example, TransCo hosted informational workshops to increase
transparency about their Al use. Many frameworks discussed how an oversight commit-
tee, a group of stakeholders interacting at set intervals, might look with varying respon-
sibilities. Interactive control systems help organizations reinvent the way Al is used in
the organization and the way the organization can leverage a competitive advantage out
of Al In both the literature review and the case studies, a key observation was that
organizations should favor discussion to constantly rethink how to use the technology. It
is not clear, however, who should monitor and lead such tasks and at which moments and
frequency these discussions should happen. This is discussed in the next two layers of the
framework.

5.3 Roles and Responsibilities Layer

Roles and responsibilities are discussed in most of the governance frameworks, except
for the Layered AI Governance Model (Gasser & Almeida, 2017). Some frameworks
are more explicit than others in their call for roles and responsibilities. For example,
van Giffen et al (2020) offers advice for organizations, but does not identify the roles
and responsibilities for Al governance. In the other frameworks, the responsibilities are
brought up in the context of a specific job title. In such cases, the practitioners relying on
such frameworks lack the flexibility regarding the various responsibilities and how to split
and distribute them among the various roles. The titles themselves do not matter, as long
as the responsibilities exist in the organization (Schifer et al., 2022).

Often these responsibilities already partially exist within the organization. KPMG sug-
gests that organizations should look at what capabilities they are already using (Sokalski
et al., 2019). McKinsey mentions specifically the need to provide staff with training as
does Deloitte, so that existing staff can be upskilled to work with AI (Baquero et al.,
2020; Sivakumar et al., 2020). For example, training can be provided to an existing
project management office so that they can become experts in Al and its ethical issues. To
preserve existing structures and not duplicate efforts, it is important to use these structures
and roles in an adapted function.
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The roles and responsibilities should build a system of checks and balances — for exam-
ple, an executive sponsor wants to increase the accuracy of their sales forecasts, which is
then sent to the AI Center of Excellence (CoE) to ensure that it is compliant with internal
rules around data security and bias prevention and finally the Al committee approves
it as a low-risk project with minimal controls. This allocating of responsibilities among
different roles and ideally among multiple employees and stakeholders, allows for the
roles and responsibilities to act as a system of checks and balances on the development
and use of Al. Expanding on the roles and responsibilities, this layer identifies key roles
and where responsibility may be assigned. Examples are given of how the responsibilities
could be distributed.

Several of the consultant firm frameworks bring up two roles: the AI Oversight
Committee and CoE. The Oversight Committee according to EY should “challenge the
AI/ML adoption strategy for different aspects like fairness and conduct” (EY, 2019, p.
15). Deloitte suggests an Oversight Committee with diverse membership as a forum for
decision-making around AI development and deployment (Sivakumar et al., 2020). The
recommendation for an independent, critical voice within the organization is clear from
these consulting firms’ frameworks. The CoE should be staffed by professionals who are
well versed in leading Al practices. Davenport (2021) describes the CoE as providing
workers with coordination and leadership, helping to make the Al use of the organization
coherent and efficient. EY suggests that CoEs have varying scopes, from purely advisory
to leading Al development; CoEs can bring in leading practices and spread lessons learned
through the organization (EY, 2019). Deloitte also suggests a CoE as a federated center
of subject matter expertise, spreading awareness and training throughout the organization
(Sivakumar et al., 2020). The CoE is comprised of full-time employees with a mandate to
maintain day-to-day compliance with the strategic goals and ethical mandates, while the
Oversight Committee is a diverse group of stakeholders within the organization who make
forward-looking Al decisions.

The owner(s) of operational® activities take responsibilities for the day-to-day Al imple-
mentation and use. They also spread best practices and information about AI within the
organization. This role could be covered, fully or in part, by a Chief Al Officer, but also
head of Al or program manager. A CoE could also take part in covering the responsibili-
ties of such role. Schifer et al (2022) details many of the responsibilities for this role, such
as external cooperation, managing cooperation between the organization and IT, strategy
interpretation, reporting, among others. There should be an executive role that can help
the organization adopt and create value with Al (Alkashri et al., 2020). The operational
owner(s) take the responsibilities of a risk officer who concentrates on managing Al
risks within the organization. The Conceptual Al Governance Framework for Business
brings up the AI Risk Manager who can veto Al-based systems (Schneider et al., 2022).
Schifer et al (2022) identify the role of AI Risk Officer, who manages risk identification,
reduction, and prevention, as well as audits. Hodge (2020) states that Risk Officers will

1 In the management control and strategic planning literature, a distinction is made between planning
made at a strategic or operational level. In Information Systems literature, the use of operational can
be confusing since it often refers to the operation of a system (in contrast to the system design and
implementation). In this paper, the term operational refers to the planning, decisions, and activities,
taking place in the on-going day-to-day implementation and use of Al in contrast with the strategic
activities.
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need to ensure controls are in place at the right time in the development cycle, as well as
that the severity of potential impacts are raised to leadership and safeguards are enacted to
prevent negative impact.

At a strategic level, the strategy owner will have to decide which beliefs and boundaries
will be followed by the organization and how to diffuse and enforce them. There might
already be an executive sponsor for Al, who would be a good source of aligning organiza-
tional strategy. Alternatively, this role could also be filled by an interdisciplinary Oversight
Committee who would be composed of stakeholders able to steer and oversee the use of
Al This role should be the first to be filled when initiating an Al system of governance, so
that they can assign further responsibilities and set the beliefs and boundaries within the
organization.

The AI supplier is the provider of the technical aspects of the Al-based system. The
decision to buy ready-made systems or develop a system internally is a strategic decision.
Ultimately, such decisions will be taken by the strategy owner, while the provider of the
system builds and optimizes models for each given use case. In the case studies, this was
often the stage that technical decisions were made, as it was specifically pointed out that
the strategy owner would not decide technical aspects of Al

The AI user interacts with the Al-based system. For example, in a system such as an
applicant tracking system (ATS), the user would be the candidate applying to an open
position, while also being the HR recruiter reading outputs from the ATS. In this role, the
user can be the operator or a human whose data is being processed. In either case, the user
should provide feedback to the Al supplier and other stakeholders about any technical or
ethical issues they have. By involving users in the development process, organizations can
increase trust and fairness in the Al-based systems (Lee et al., 2019; Siau & Wang, 2018).
In the case studies, the interviewees knew how the users felt about Al and could adjust
their AT use to work with their concerns and wishes.

5.4 Interaction and Dynamism Layer

Changing circumstances arise from the quick pace of development of Al-based systems
and novel Al methods, driving the need for interaction and dynamism within the organiza-
tion. Interactive controls can take the form of regular audits, committee meetings, and
trainings. They create opportunities for stakeholders to meet and discuss issues.

Periodicity is important in creating a dynamic system of governance; controls, such
as audits, are only effective when regular. KPMG (Sokalski et al., 2019) and Deloitte
(Sivakumar et al., 2020) suggest that organizations should look to incorporate governance
throughout the lifecycles of their Al-based systems, from development through deploy-
ment. The control could be triggered by another event, e.g., audits happening when a
complaint has been raised, but organizations should look to which interval or trigger for
the given control is appropriate for the model and use case.

McKinsey proposes a series of checks throughout the lifecycle of the Al-based system,
as well as audits, to acknowledge, monitor, and abate risks (e.g., Model-robustness review
or data-sourcing analysis) (Baquero et al., 2020). EY (2019) suggests performance and
ecosystem monitoring, while KPMG (Sokalski et al., 2019) and Deloiite (Sivakumar et
al., 2020) suggest that risks be continuously monitored through dashboards. Many of the
controls organizations employ will become part of the development process for Al-based
systems and manage their lifecycle.
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The organization can provide for more dynamism through the thoughtful interactive
use of its control systems. Periodicity can be introduced through regular audits of the
Al-based system or setting specific checks along the lifecycle of an Al-based system, from
idea to deployment and throughout its useful life, considering that the output generate by
AT will evolve throughout its lifecycle (Vokinger et al., 2021; Vokinger & Gasser, 2021).
Several interactive mechanisms have been suggested that should bring different stakehold-
ers together to innovate and work through issues, such as informational workshops,
oversight committees, interactive audits, and KPIs. These all serve as ways to balance
the organization between maintaining control over its activities and providing room for
innovation.

6 Conclusion

Al has been lauded as the next revolutionary technology but comes with ethical risks
(Butcher and Beridze, 2019; Harari, 2017; Jobin et al., 2019; Quattrone, 2016). This
study focuses on the issues of fairness, transparency, and human wellbeing and how they
intersect with organizational decisions. An Al governance management control system,
built with ethical concerns as its foundation, can alleviate ethical concerns by building up
the necessary processes, structures, and models.

By examining Al governance frameworks and a multiple case-study, an Al governance
framework was developed to help organizations build their own management control sys-
tem. In the framework four distinct areas are identified from the propositions: identifying
stakeholders, their needs, and the strategic goals of the organization; building a system
of management controls around stakeholder concerns and strategic goals; assigning roles
within the organization to ensure specific responsibilities are filled; and incorporating
dynamism into the management control system. This framework serves as four steps for
organizations to identify the ethical and strategic goals of their Al program and build a
system of governance around their specific needs.

This study was exploratory, building up a basis of knowledge and theories of how
an MCS would affect an organization’s use of Al. MCSs were chosen to analyze and
embody the system of governance because they focus on implementing a strategy in the
organization, while the interactions between the different systems have the potential to
increase beneficial aspects, such as innovation. Further research should confirm the effects
of MCSs in managing Al within the organization, looking at both the overall effects of
the MCS on innovation and risk, while also the working parts of the MCS. For example,
Schifer et al (2022) are working on detailing best practices for the roles of Chief Al
Officer and AI Risk Officer. Research that details the use of MCSs in case studies or
further confirmatory studies will add depth to the field.
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