KI-Transparenz per Regulierung

Einfach erklirt am Beispiel der Grundlagenmodelle
Alexander Brink und Leonhard Henke

Mit der Verabschiedung des EU Al Acts ist ein zentrales Thema in den Fokus der 6ffentlichen Diskus-
sion zu Kinstlicher Intelligenz (KI) gertickt: die Transparenz von Kl-Systemen und die Frage, an wel-
chen Stellen in diesen komplexen Strukturen Transparenz notwendig ist, um die Grundrechte der Biir-

gerinnen und Birger der EU zu wahren.

Diese Debatte wurde kiirzlich auch auf dem Digitalgipfel in Jena beleuchtet, wo Vertreter*in-
nen von Organisationen wie Algorithm Watch fir eine stirkere Regulierung von Foundation Mo-
dels pliddierten. Diese Modelle bilden zunehmend die Grundlage fiir eine Vielzahl von KI-Syste-
men. Das Wirtschaftsministerium hingegen vertrat eine gegenteilige Position und sprach sich fiir
eine Regulierung der Anwendung dieser Modelle und nicht der Modelle selbst aus. Auch wenn
nun entschieden wurde, dass die Grundlagenmodelle in Zukunft reguliert werden bzw. ,,angemes-
senen und spezifischeren Anforderungen und Verpflichtungen unterliegen® — wie es im Gesetz
heif3t —, bleiben die zugrunde liegenden ethischen Herausforderungen und die Pro- und Contra-
Argumente, die diese Positionen untermauern, von entscheidender Bedeutung fiir die Diskussion.
Denn trotz der Verabschiedung des Al Act werden die Diskussionen bei der nun folgenden tech-
nischen Ausgestaltung und Umsetzung des Gesetzes, insbesondere im Hinblick auf das zentrale

Thema der Transparenz, zweifellos weitergehen.
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1. Gegenstinde der Diskussion: KI-Systeme, Foundation Models und General
Purpose AT

KI-Systeme sind laut EU-Definition Systeme, die mit einem gewissen Grad an Autonomie agieren, Da-
ten und Eingaben verwenden, um bestimmte Ziele zu erreichen, und Ausgaben wie Inhalte oder Ent-
scheidungen erzeugen, die ihre Umgebung beeinflussen. In diesem Kontext gewinnt Generative Al an
Bedeutung, deren Hauptaufgabe die Genetierung von Inhalten ist. Hierunter sind auch diejenigen kom-
plexen Sprachmodelle einzuordnen, die als Large Language Models (LLMs) insbesondere in Form von
ChatGPT seit Ende 2022 weitreichende 6ffentliche Aufmerksambkeit erhalten haben.

Solche Modelle kénnen auch als Foundation Models (dt. Basismodelle) bezeichnet werden,
wenn sie im Hinblick auf Allgemeinheit und Vielseitigkeit der Ergebnisse optimiert wurden. Sie
werden auf Grundlage eines breiten Spektrums von Datenquellen und grofien Datenmengen trai-
niert und kénnen zur Entwicklung von KI-Systemen mit spezifischer Zweckbestimmung oder
von sogenannten General Purpose Al (GPAI)-Systeme eingesetzt werden. GPAI-Systeme kén-
nen in einem breiten Spektrum von Anwendungen eingesetzt und an diese angepasst werden, z.
B. zur Bild- und Spracherkennung, Audio- und Videogenerierung oder zur Beantwortung von
Fragen. Die Hauptmerkmale von Foundation Models und GPAI — ihr groB3er Umfang, ihre Un-
durchsichtigkeit und ihr Potenzial, unerwartete Fahigkeiten zu entwickeln, die Giber die von ihren

Entwickler*innen beabsichtigten hinausgehen — werfen eine Reihe von Fragen auf.

2. Eine Frage der Ethik

Ethik ist die Reflexionstheotie von Moral. Sie reflektiert tiber die Qualitit kollektiver Wertvorstellungen
von Menschen tber spezifische Situationen. Das Spektrum reicht von Immanuel Kants deontologi-
schem Ansatz bis zu den gesellschaftlichen Hintergrundvorstellungen eines John Rawls. Die 17 Ziele
nachhaltiger Entwicklung sind gegenwirtig der bekannteste globale Normenkatalog, auf den sich alle 193
Mitgliedsstaaten der Vereinten Nationen weltweit verstindigt haben. Ethik befasst sich aber auch mit
grundlegenden Prinzipien wie Gerechtigkeit, Gleichheit, Respekt und Fairness — gro3e Themen, die zu-
nehmend in den digitalen Raum und auf digitale Entscheidungssituationen vetlagert werden. Die ethi-
schen Herausforderungen im Zusammenhang mit KI-Systemen sind vielfiltig und eines der dringends-
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ten Fragestellungen im Rahmen der Digitalverantwortung (,,corporate digital responsibility*). Im Zent-

rum der Debatte stehen die KI-Transparenz durch Regulierung, insbesondere im Zusammenhang mit
Foundation Models.

3. Ethische Herausforderungen von Foundation Models

Ethik ist eine Reflexionstheotie, deren Stirke in ithrem stindigen Abwigungs- und Kompromissprozess

liegt. In der Offentlichkeit gibt es hingegen hiufig fokussierte Standpunkte, die einen einzelnen Aspekt

besonders stark hervorheben und dabei — leider — gréBere Zusammenhinge, Nebenwirkungen, Lang-

frist- oder Reboundeffekte etc. auBler Acht lassen. Wir wollen im Folgenden die einschligigsten ethischen

Herausforderungen darstellen.

1.

Transparenz und Verantwortung: Die Komplexitit von Foundation Models kann zu man-
gelnder Transparenz fithren. Wenn die Funktionsweise des Modells nicht ausreichend ver-
standen wird, besteht das Risiko, dass Entscheidungen nicht nachvollziehbar sind, insbeson-
dere in erst darauf aufbauenden KI-Systemen. Dies wirft Fragen hinsichtlich der Rechen-
schaftspflicht (ex post) und ethischer Verantwortung (ex ante) auf, besonders in sensiblen
Bereichen wie Bildung, Beschiftigung, kritischer Infrastruktur, 6ffentlicher Dienst, Strafver-
folgung, Grenzkontrolle und Justizwesen.

Vorurteile und Diskriminierung: Wenn Foundation Models auf grolen und moglicherweise
ungleich verteilten Datensitzen trainiert werden, kénnen sie etlernte Vorurteile und Diskri-
minierung im KI-System reproduzieren, in dem sie eingesetzt werden. Diese Herausforde-
rung spitzt sich zu, wenn den Ergebnissen durch die Fihigkeiten des Systems wissenschaftli-
che Glaubwiirdigkeit verlichen wird.

Datenschutz und geistiges Eigentum: Der Einsatz von umfangreichen, oft persénlichen Da-
ten und urheberrechtlich geschiitztem Material in Foundation Models birgt Risiken fiir Da-
tenschutz, Sicherheit und den Schutz geistigen Eigentums. Die breite Anwendung dieser Mo-
delle in verschiedensten Branchen und Bereichen intensiviert diese Problematik.

Missbrauch und Manipulation: Foundation Models kénnten, beabsichtigt oder unbeabsichtigt,
potenziell fiir unethische Zwecke missbraucht werden. Dies reicht von der Verbreitung von
Fehlinformationen bis hin zur Erstellung gefilschter Inhalte. Darauf aufbauende KI-Systeme

kénnte fiir Manipulationen genutzt werden, die die Integritit von Informationen gefihrden.
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5. Umweltauswirkungen: Das Training von gro3en Foundation Models erfordert erhebliche Re-
chenressourcen, was zu einem hohen Energieverbrauch fiihrt. Dies kann Umweltauswirkun-
gen haben und stellt Fragen zur Nachhaltigkeit und Verantwortung in Bezug auf den Res-
sourcenverbrauch von KI-Entwicklungen. Damit wird das Nachhaltigkeitsziel 13 ,,Mal3nah-
men zum Klimaschutz®, der Leitstern unter den Nachhaltigkeitszielen, potenziell negativ be-
einflusst.

6. Wettbewerbsverzerrung: Ethische Bedenken kénnen auch im Wettbewerbskontext auftreten.
Unternehmen, die Zugang zu fortschrittlichen Foundation Models haben oder auf darauf
basierende Anwendungen, kénnen ein erhebliches Effizienzpotenzial heben und Wettbe-
werbsvorteile erlangen. Kleinere Unternehmen oder Organisationen kénnten Schwierigkeiten

haben, mit den technologischen Entwicklungen Schritt zu halten.

4. Der Foundation Model Transparency Index

Der ,,Foundation Model Transparency Index* des Stanford Institute for Human-Centered Artificial In-
telligence (HAI) der Universitit Stanford bezieht sich auf die Transparenz von Foundation Models, also
der ersten Herausforderung. Forscher*innen haben die Transparenz von Modellen untersucht, die von
zehn fithrenden Unternehmen und Organisationen als Grundlage fiir verschiedene KI-Systeme verwen-
det werden. Der Foundation Model Transparency Index legt 100 Indikatoren fest, die die Transparenz
fir Basismodelle umfassend kodifizieren. Transparenz in diesem Zusammenhang bezieht sich darauf,
wie gut die Funktionsweise dieser Modelle verstanden und nachvollzogen werden kann, insbesondere in
Bezug auf Entscheidungen, die sie treffen. Die Ergebnisse sind erstaunlich: es gibt — so die Forscher*in-
nen — gegenwirtig ein betrichtiches Transparenzdefizit. Die hochste erreichte Werte ist 54/100, der
Dutrchschnitt liegt bei 37/100. Damit sind auch weitere Aspekte betroffen wie die Gefahr der Zunahme
von Diskriminierungen oder der mangelnde Datenschutz.

Es ist wichtig, diese Herausforderungen zu adressieren, um sicherzustellen, dass KI-Techno-
logien auf ethisch verantwortungsbewusste Weise entwickelt, implementiert und genutzt werden.
Die Diskussion tiber ethische Richtlinien und Standards in der KI-Forschung und -Anwendung
ist daher von entscheidender Bedeutung. Kiirzlich wurde ein offener Brief von fithrenden KI-
Forscher*innen verdffentlicht, der einige der zuvor skizzierten CONTRA-Argumente aufgreift
(vgl. Zeit 2023). Die Forscher*innen setzen sich fiir harte Regulierungen zur Sicherstellung der
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KI-Transparenz und lehnen eine eher weiche freiwillige Selbstverpflichtung ab.

Damit widersprachen sie der Bundesregierung schon vor der Einigung von Rat und Parla-
ment zum Al Act und forderten diese auf, ihre Position zum Al Act zu revidieren. Bundesregie-
rungsvertreter*innen hingegen betonten kurzlich, dass Regulierung am wirksamsten auf der An-
wendungsebene statt auf der Modellebene erfolgen sollte. Foundation Models sollten — so die

Autor*innen des offenen Briefes — in den AI-Act integriert werden.

5. Die TOP Pro-Atgumente fiir mehr KI-Transparenz durch Regulierung

1. Verbrauchervertrauen stirken: Eine transparente KI-Entwicklung ermdglicht es Verbrau-
cher*innen und Nutzer*innen, das Verhalten von KI-Systemen besser zu verstehen. Dies
trdgt zur Stirkung des Vertrauens in KI-Anwendungen bei. Vertrauen ist wesentlich fir die
Akzeptanz einer neuen Technik durch Verbraucher*innen.

2. Ethik und Verantwortlichkeit férdern: Transparenz in KI-Modellen hilft dabei, ethische Stan-
dards und Verantwortlichkeiten zu gewihrleisten. Entwickler*innen kénnen nachvollzichbar
darlegen, wie Entscheidungen getroffen werden (ex post), was wichtig ist, um mdogliche Vor-
urteile oder diskriminierende Elemente in den Modellen zu identifizieren und zu korrigieren.
Aullerdem kénnen sie ethische Verantwortung tibernehmen (ex ante). Eine umfassende Do-
kumentation der Funktionsweise und der trainierten Modelle kann die Transparenz verbes-
sern. Tools und Visualisierungen kénnen entwickelt werden, um Benutzer*innen Einblicke
in den Entscheidungsprozess des Modells zu geben.

3. Forschung und Entwicklung vorantreiben: Transparenz f6érdert den Austausch von Informa-
tionen und Erkenntnissen in der KI-Forschung. Entwickler*innen kénnen von den Erfah-
rungen anderer lernen, was zu schnelleren Fortschritten und einer besseren Entwicklung von
KI-Technologien fihren kann. Damit wird 6konomischer Fortschritt gestirkt.

4. Schutz vor Missbrauch: Transparente KI-Systeme kénnen dazu beitragen, Missbrauch und
unethische Anwendungen zu verhindern. Wenn Entwickler*innen offener iiber ihre Modelle
kommunizieren, wird es schwieriger, KI-Technologien fiir schidliche Zwecke zu nutzen.

5. Menschen mitnehmen: Digitale Teilhabe gilt als ein wesentliches Prinzip. Je mehr Menschen
die Funktionsweise Kiinstlicher Intelligenz verstehen, umso eher gelingt die digitale Trans-

formation.
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6. Die TOP Contra-Argumente gegen mehr KI-Transpatenz durch Regulierung

1. Schutz von Geschiftsgeheimnissen wird gefidhrdet: Einige Unternehmen argumentieren, dass
die Offenlegung von KI-Modellen ihre Geschiftsgeheimnisse preisgeben konnte. Dies
kénnte dazu fithren, dass Wettbewerber von den Entwicklungen profitieren, ohne den glei-
chen Aufwand betrieben zu haben. Vertraulichkeit und Verschwiegenheit stehen gegen
Transparenz.

2. Die Komplexitit der Modelle zu grof3: Einige KI-Systeme sind dullerst komplex und schwer
verstindlich. Eine vollstindige Transparenz kénnte fiir die meisten Nutzer*innen wenig sinn-
voll sein und méglicherweise mehr Verwirrung stiften als Aufklirung. Es kommt zu einem
winformation overload®, der genau das Gegenteil bewirkt: die Nicht-Akzeptanz neuer Tech-
nologien.

3. Es entstechen Wettbewerbsnachteile: Unternehmen kénnten zégern, ihre Modelle transparent
zu machen, aus Angst, dass dies zu Wettbewerbsnachteilen fithren kénnte. Wenn andere Un-
ternehmen leicht auf ihre Modelle zugreifen kénnen, kénnte dies ihre Marktposition beein-
trachtigen. Der Marktmechanismus wird ausgehebelt.

4. Es entstehen gravierende Sicherheitsrisiken: Eine zu umfassende Transparenz kénnte Sicher-
heitsrisiken schaffen, indem potenzielle Angreifer leichteren Zugang zu den Funktionsweisen
der Modelle erhalten. Dies kénnte zu Missbrauch und Manipulation fithren.

Es ist wichtig, einen ausgewogenen Ansatz zu finden, der sowohl die Interessen der Entwickler*innen

als auch die Bediirfnisse der Gesellschaft beriicksichtigt. Nach dem der Al Act nun verabschiedet ist,

beginnt die eigentliche Arbeit, ihn technisch auszugestalten und auch in der Praxis erfolgreich umzuset-
zen. Hier liegt noch betrichtlicher Diskussionsbedarf — die gesellschaftliche Debatte hat gerade erst be-

gonnen.

7. Der AT Act der Europdischen Union

Nach einem dreitégigen Verhandlungsmarathon von Europaparlament, Ministerrat und Europaischer
Kommission (Ttilog) ist Europa der erste Kontinent, der einen Standard zu transparenter und verant-
wortungsvoller Gestaltung von KI-Nutzung setzt. Die EU-Kommission hatte das Gesetz im April 2021

vorgeschlagen.
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Kernpunkte sind neben einer tberarbeiteten Definition von KI die Adressierung extraterti-
torialer Aspekte und die Nichtberiicksichtigung bestimmter Bereiche wie der nationalen Sicher-
heit sowie die teilweise Nichtberticksichtigung von Open-Source-Modellen. Risikobasiert unter-
scheidet das Gesetz zwischen KI mit minimalem, hohem und inakzeptablem Risiko sowie spezi-
fischem Transparenzrisiko. Inakzeptabel ist der Einsatz von KI z. B. zum Aufbau von Sozialkre-
ditsystemen. Hochriskante KI ist solche, die in sensiblen Bereichen wie medizinischen Geriten
und im Zusammenhang mit kritischen Infrastrukturen eingesetzt wird. Fiir hochriskante KI-Sys-
teme gelten zentrale Anforderungen wie umfassende Dokumentationspflichten, menschliche
Aufsicht oder Anforderungen an die Cybersicherheit, um die Wahrung der Grundrechte zu ge-
wihrleisten. Foundation Models und General Purpose Al-Systeme miissen klare Transparenz-

standards erfillen, einschliellich der Offenlegung von Energieverbrauch und Trainingsdaten.

Mit dem Al Act hat die EU einen entscheidenden Schritt zur Gestaltung verantwortungsvoller
und transparenter KI-Systeme getan. Er setzt Mal3stibe fiir die Balance zwischen Grundrechtsschutz
und Innovationsférderung und sendet damit ein starkes Signal, dass die EU nach wie vor international
eine wichtige Rolle im Umgang mit innovativer Technologie spielt. Er zeigt aber auch Liicken auf: Die
Bestimmungen fiir Foundation Models miissen verschirft werden, die Haftungsfrage bleibt weitge-
hend offen und eine parallele Investitions- zur Regulierungsoftensive wird schmerzlich vermisst. Die
EU muss nun pragmatische Regelungen anbieten, die mit der rasanten technologischen Entwicklung
Schritt halten, um effektiv zu bleiben. Trotz der bestehenden Herausforderungen schafft der AT Act
eine solide Grundlage, auf der Europa aufbauen kann, um ein fihrender Standort fiir KI-Innovationen
zu werden und KI im 6ffentlichen Interesse zu steuern. Durch die Kldrung der offenen Fragen kénnte
Europa nicht nur seine Wettbewerbsfihigkeit erhalten, sondern auch mit ,,KI made in Europe® eine
fithrende Position in KI-Entwicklung und -Anwendung einnehmen und durch héchste Qualitits- und
Sicherheitsstandards international Investoren anziehen. Angesichts des zunechmenden globalen Inte-
resses an der Regulierung der K1, das durch die Bletchley-Erklirung und dhnliche Initiativen signalisiert
witd, bietet sich der EU hier eine einzigartige Gelegenheit.

Alle Akteure — von Wirtschaft, Gber Politik bis hin Zivilgesellschaft — sind nun aufgerufen,
sich intensiv mit den kommenden Chancen und Risiken von Kiinstlicher Intelligenz, basierend
auf den Leitplanken des Al Acts auseinanderzusetzen, um bei seinem vollstindigen Inkrafttreten

geriistet zu sein. Neben Rechts- und Complianceberatungen durften ethische Sensibilisierungs-
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mafBnahmen in Bezug auf KI zunehmend an Bedeutung gewinnen werden. Es geht darum Unter-
nehmen bei der Integration ethischer Prinzipien in ihre KI-Anwendungen zu unterstiitzen. Dies
konnte die Entwicklung von Ethikrichtlinien und -standards ebenso einschlieBen wie die Identi-

fizierung und Bewiltigung von Risiken im Zusammenhang mit KI.
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