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Facebook spielt Stellenanzeigen in diskriminierender Weise an
die Nutzer*innen seiner Plattformen aus. Untersuchungen von
AlgorithmWatch zeigen, dass sich Facebook an groben Gen-
derstereotypen zu orientieren scheint, um die Zielgruppe von
Anzeigen zu bestimmen — auch wenn die Auftraggeber*innen
die Ausschreibungen genderneutral gestalten. Die Untersuchun-
gen von AlgorithmWatch machen deutlich, dass das klassische
Antidiskriminierungsrecht, insbesondere das AGG in seiner
aktuellen Form, den Herausforderungen einer sogenannten ,,Al-
gorithmendiskriminierung® nicht gewachsen ist. Insbesondere
die mangelnden Sanktionsmoglichkeiten von Diskriminierungen
ohne identifizierbares Opfer,' werden mit dem zunehmenden
Einsatz algorithmischer Systeme mehr und mehr zum Problem.

Das Experiment von AlgorithmWatch

AlgorithmWatch hat unter anderem auf Facebook Werbeanzeigen
fur unterschiedliche Jobs geschaltet.? Das zweistufige Experiment
fuhrte die NGO in mehreren europdischen Landern durch, unter
anderem in Deutschland. Im ersten Schritt hat AlgorithmWatch
fur Stellenausschreibungen unter anderem als LKW-Fahrer*in
und Erzieher*in geworben. Die Ausschreibungen waren stets im
Maskulinum formuliert (,, LKW-Fahrer®, ,,Erzieher“) und enthielten
je ein Symbolbild, das zur beworbenen Tatigkeit passte. Die Werbe-
anzeige auf Facebook war mit tatsachlichen Ausschreibungen auf
Indeed verlinkt, einer Suchmaschine fiir Stellenangebote. Uber die
Eingrenzung der angestrebten geographischen Reichweite hinaus
hat AlgorithmWatch kein Targeting durchgefiihrt, also nicht weiter
eingegrenzt, wer die Anzeige auf Facebook sehen soll. Danach hat
AlgorithmWatch beobachtet, an welche Nutzer*innen Facebook
die Anzeigen ausgespielt hat. Das Ergebnis offenbart einen krassen
Genderbias. So wurde in Deutschland die Anzeige fur eine Stelle als
»LKW-Fahrer an 4.864 Mannern (92,65 Prozent) ausgespielt, aber
nur an 386 Frauen (7,35 Prozent). Die parallel geschaltete Anzeige
fir einen Job als ,,Erzieher” wurde dagegen nur 258 Miannern (3,84
Prozent), aber 6.456 Frauen (96,16 Prozent) angezeigt.’

Nach welchen Kriterien spielt Facebook die Anzeigen aus?
Facebook verspricht Werbeanzeigen an die Nutzer*innen auszu-
spielen, fiir die sie am relevantesten sind.* Wenn — wie hier — die
werbende Stelle die Zielgruppe der Anzeige nicht ndher bestimmt,
nimmt also der Facebook-Algorithmus eigenes Targeting vor.
Wie Facebook fiir das Targeting ermittelt, welche Anzeige fiir
welche Personen ,relevant® ist, verrit Facebook nicht.

Um herauszubekommen, wie der beobachtete Genderbias zu-
stande kam, hat AlgorithmWatch in Frankreich ein zweites Expe-
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riment gestartet, diesmal aber Bild und Anzeigentext variiert.” Den
Ausgangspunkt bildete die im Maskulinum formulierte Anzeige
(,chauffeur®), die mit dem Foto eines LKW bebildert war. Nur
15 Prozent der Personen, an die diese Anzeige ausgespielt wurde,
waren Frauen. Dagegen erreichte die gleiche Anzeige, die ebenfalls
im Maskulinum formuliert, aber mit Kosmetikartikeln bebildert
war, zu 88 Prozent Frauen. Eine Anzeige wiederum, die im Femini-
num formuliert fiir eine Stelle als ,, LKW-Fahrerin® (,,chauffeuse®)
warb und mit einem LKW bebildert war, wurde nur zu 19 Pro-
zent an Frauen ausgespielt. Auch eine genderneutral formulierte
Anzeige (,,LKW-Fahrer*in“, ,,chauffeur*se“) mit dem Bild eines
LKW erreichte nur zu 22 Prozent Frauen. Aus den Ergebnissen der
Studie schliefSt AlgorithmWatch, dass der Facebook-Algorithmus
hauptsichlich anhand der Bilder entscheidet, wer welche Anzeige
zu sehen bekommt — und dabei Genderstereotype bedient.®

Dass der offenbarte Genderbias aus gesellschaftlicher Perspektive
problematisch ist, liegt auf der Hand. Wenn Stellenausschreibungen
fur LKW-Fahrer*innen ausschlieflich auf Facebook geschaltet wiir-
den, hitten Frauen kaum eine Chance, sich auf die Stelle bewerben
zu konnen. Oder — wie im ersten Experiment — hdtten Manner
kaum eine Chance von der Stelle als ,,Erzieher*in“ zu erfahren.
Indem der Facebook-Algorithmus Anzeigen anhand stereotyper
Geschlechterbilder ausspielt, werden Personen nach Geschlecht von
bestimmten Jobs und Lebensbereichen ferngehalten. Auf diese Weise
werden gesellschaftliche Ungleichheiten perpetuiert und strukturelle
Diskriminierungen in die Zukunft verlangert.

Antidiskriminierungsrechtliche Grenzen zuldssiger Zielgruppen-
orientierung

Aus rechtlicher Perspektive zeigt das Experiment einmal mehr,
dass das Phinomen sogenannter Algorithmendiskriminierung
schwer greifbar ist. Insbesondere wird deutlich, dass das AGG
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unzureichend ausgestattet ist, um das grundgesetzlich und uni-
onsrechtlich vorgegebene Ziel zu erreichen, die (tatsachliche)
Gleichbehandlung von Personen aller Geschlechter umzusetzen.
Zwar ist nachvollziehbar, dass Facebook ebenso wie Werbende
ein Interesse daran haben, dass Anzeigen nur bzw. tiberwiegend
ganz bestimmte Personengruppen ansprechen. In vielen Fallen ist
es auch legitim, Stellenanzeigen gezielt an bestimmte Personenkreise
auszuspielen. Das ist beispielsweise der Fall, wenn ein Job eine
Qualifikation voraussetzt. Wenn die Ausschreibung einer Stelle als
Chirurg*in nur an Personen gerichtet ist, die Medizin studiert haben,
wird niemand etwas dagegen haben. Die Zielgruppenorientierung
nach sachlichen Kriterien wie der ,,Qualifikation® ist in der Regel
unproblematisch. Problematisch ist dagegen die Kategorisierung
von Menschen anhand (gleichheits-)rechtlich geschiitzter Merk-
male wie dem (zugeschriebenen) Geschlecht. Das ist im Grundsatz
grundrechtlich verankert in Art. 3 Abs. 2, Abs. 3 GG und Art. 21
Abs. 1 GrCh. Diese Diskriminierungsverbote werden durch EU-
Richtlinien und einfache nationale Gesetze insbesondere fiir Private
ausdifferenziert, in Deutschland mafsgeblich durch das AGG.

Der gesamte Ausschreibungsprozess muss neutral sein
Fiir den Zugang zu Erwerbstatigkeit erklart bereits § 2 Abs. 1
Nr. 1 AGG die Benachteiligung von Personen u.a. aufgrund des
Geschlechts fur unzulidssig. Der Grundsatz wird konkretisiert
durch § 11 AGG, der das Neutralitdtsgebot ausdriicklich auf die
Ausschreibung eines Arbeitsplatzes erstreckt. Danach muss eine
Stellenanzeige nicht nur geschlechtsneutral formuliert sein.” Der
gesamte Ausschreibungsprozess, also auch die Art, Weise und
Reichweite der Bekanntgabe, muss dariiber hinaus so erfolgen,
dass sie Personen jeden Geschlechts gleichermafien erreicht. Wird
beispielsweise eine genderneutral formulierte Anzeige einer Stelle
als ,,Kellner*in (m/w/d)* ausschlieflich auf der Damentoilette
ausgehangen, haben Minner kaum die Moglichkeit davon zu
erfahren, sich zu bewerben und Zugang zu dem Job zu erhalten.
Das wire eine unzulissige Benachteiligung i.S.d. § 11 AGG.
Was heifst das nun fir die Ausspielung der Stellenanzeigen auf
Facebook? Die von AlgorithmWatch genderneutral formulierte An-
zeige fur eine Stelle als ,, LKW-Fahrer*in“ wurde nur zu 22 Prozent
an Frauen ausgespielt. Die im Maskulinum formulierte Anzeige
fur einen Job als ,,Erzieher erreichte dagegen nur zu 3,84 Prozent
Minner. Werden solchen Anzeigen ausschliefilich auf Facebook
geschaltet, haben Frauen nur eine sehr geringe Moglichkeit, sich
auf die Stelle als LKW-Fahrer*in bewerben zu konnen. Umgekehrt
haben Minner nur eine minimale Chance, auf die Erzieher-Stelle
aufmerksam zu werden und ,,Zugang zu der Erwerbstatigkeit“
zu erhalten. Ein VerstofS gegen § 11 AGG liegt insoweit also vor.

Neutralitatspflicht gilt auch fiir Dritte

Dafiir ist unerheblich, dass das ausschreibende Unternehmen,
hier AlgorithmWatch, den angestrebten Personenkreis gar nicht
selbst eingegrenzt hat. Das Targeting erfolgte automatisiert
durch Facebook bzw. Facebooks Algorithmus. Das Gebot des
§ 11 AGG, einen Arbeitsplatz nicht unter Verstof§ gegen das
Benachteiligungsverbot ausschreiben, richtet sich aber nicht
nur an die Arbeitgebenden, sondern an jede Stelle, die am Aus-
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schreibungsprozess beteiligt ist. Das folgt schon aus dem passiv
formulierten Wortlaut des § 11 AGG (“Ein Arbeitsplatz darf
nicht unter VerstofS gegen § 7 Abs. 1 ausgeschrieben werden.“)
und ist auch von der Rechtsprechung anerkannt.?

Unmittelbares wie mittelbares Gendertargeting ist rechtferti-
gungsbediirftig
Gegen eine Verletzung des Neutralititsgebots liefe sich im Ubri-
gen auch nicht einwenden, dass die Anzeige — wie von Facebook
versprochen — den Nutzer*innen nach deren Interesse ausgespielt
wurde. Wie AlgorithmWatch herausgefunden hat, entscheidet
Facebook hauptsichlich anhand der Bebilderung, wer welche
Anzeige zu sehen bekommt. Dass der Facebook-Algorithmus
Anzeigen mit LKW-Bildern hauptsiachlich an Manner und mit
Kosmetikartikeln bebilderte Anzeigen fast ausschliefSlich an
Frauen ausspielt, kann unterschiedliche Griinde haben.
Denkbar ist zum einen, dass Facebook unmittelbares Gendertar-
geting betreibt und gezielt an das Geschlecht der Nutzer*innen
ankniipft; also LKW-Bilder an Personen ausspielt, die in ihrem
Profil das entsprechende Kistchen ,,Mann“ angekreuzt haben
und Fotos von Kosmetikartikeln an ,,Frauen®. Bei einer solchen
unmittelbaren Ankniipfung an das Geschlecht lige eine unmit-
telbare Benachteiligung vor, § 3 Abs. 1 AGG. Unmittelbares
Gendertargeting auf dem Arbeitsmarkt ist allenfalls gerechtfertigt,
wenn das Geschlecht nach § 8 Abs. 1 AGG ,,wegen der Art der
auszuiibenden Titigkeit oder der Bedingungen ihrer Ausiibung
eine wesentliche und entscheidende berufliche Anforderung dar-
stellt. Das ist bei LKW-Fahrer*innen ebenso wenig der Fall wie
bei Erzieher*innen. Noch weniger wird durch das hier offenbarte
Gendertargeting ein bestehender Nachteil i.5.d. § 5 AGG ausgegli-
chen, sodass auch diese Rechtfertigungsmoglichkeit ausscheidet.
Denkbar ist aber auch, dass Facebook mittelbares Gendertar-
geting betreibt und sich — vermeintlich geschlechtsneutral — an den
Interessen der Nutzer*innen orientiert. Die Anzeige mit dem LKW-
Bild konnte beispielsweise solchen Personen angezeigt werden, die
auf Facebook selbst Bilder von Autos teilen, in KfZ-Gruppen aktiv
sind oder angegeben haben, dass ihnen das Magazin ,, Trucker
gefillt. Der faktische Genderbias wire dann darauf zuriickzufithren,
dass die Facebook-Fangemeinde des Trucker-Magazins tiberwiegend
aus Minnern besteht. Frauen wiirden bei der Ausschreibug der
Stelle dann nicht unmittelbar aufgrund ihres Geschlechts, sondern
mittelbar benachteiligt. An der rechtlichen Bewertung dnderte sich
damit allerdings zunichst nichts. Denn nach § 3 Abs. 2 AGG sind
auch dem Anschein nach neutrale Maf$nahmen unzulassig, die Per-
sonen wegen des Geschlechts faktisch gegentiber anderen Personen
benachteiligen konnen. Zwar ist der Tatbestand des § 3 Abs. 2
AGG ausgeschlossen, wenn die mittelbare Benachteiligung ,,durch
ein rechtmafiges Ziel sachlich gerechtfertigt ist und die Mittel [...]
zur Erreichung dieses Ziels angemessen und erforderlich® sind. Das

7  Antidiskriminierungsstelle des Bundes, Frau — Mann — Divers: Die
,Dritte Option“ und das Allgemeine Gleichbehandlungsgesetz,
abrufbar unter: <https://www.antidiskriminierungsstelle.de/DE/
ThemenUndForschung/Geschlecht/Dritte_Option/Dritte_Option_
node.html> (Zugriff: 19.2.2021).

8 BAG, Urteil vom 5.2.2004, 8 AZR 112/03, Rn. 40.
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missten aber die werbende Stelle bzw. Facebook beweisen — und
dafiir den Algorithmus offenlegen und nachvollziehbar machen, ob
hier eine unmittelbare oder mittelbare Ankniipfung an das Geschlecht
vorliegt. Bis dahin ist anzunehmen, dass hier nur die allgemeinen
Rechtfertigungsmaoglichkeiten nach § 5 und § 8 AGG greifen.

Das grof3e Problem der Rechtsdurchsetzung

Doch auch wenn damit ein klarer Verstofs gegen § 11 AGG durch
Facebook vorliegt, ist es praktisch ausgeschlossen, dass ein deut-
sches Gericht diesen feststellt. Denn Facebook ist hier nicht der
(stellenausschreibende) ,,Arbeitgeber® i.S.d. AGG. Ein direktes
Vorgehen gegen Facebook ist nach dem AGG daher nicht moglich.

Insbesondere geht das Bundesarbeitsgericht aber davon aus,
dass ein Verstof$ gegen § 11 AGG keine unmittelbare Rechtsfolge
hat.” Verstofe gegen das Verbot diskriminierenden Stellenaus-
schreibungen konnen danach nur als Indiz geltend gemacht
werden, um einen Verstof$ gegen das Benachteiligungsverbot
des § 7 Abs. 1 AGG zu beweisen. Eine diskriminierende Stel-
lenausschreibung kann danach nur die Vermutung begrinden
(22 AGG), dass die spitere Besetzung der Stelle gegen das Be-
nachteiligungsverbot (§ 7 Abs. 1 AGG) verstiefSe.

Gerichte, die sich an der Rechtsprechung des BAG orientieren,
wiirden den Verstof§ gegen § 11 AGG bei der Ausschreibung
der Stelle als LKW-Fahrer*in also tiberhaupt nur dann thema-
tisieren, wenn bspw. eine Frau, die sich erfolglos auf die Stelle
beworben hat, gegen die Ablehnung ihrer Bewerbung vorgeht
und von dem einstellenden Unternehmen Entschiadigung oder
Schadensersatz, § 15 AGG, verlangt. Das Gendertargeting auf
Facebook, konnte die Frau als Indiz dafiir anfithren, dass sie bei
der Einstellungsentscheidung wegen ihres Geschlechts benach-
teiligt wurde. Das alles konnte sie freilich nur tun, wenn sie auf
anderem Wege als tiber Facebook von der Stellenausschreibung
erfahrt oder sie eine der wenigen Frauen ist, die die Anzeige zu
sehen bekam. Aufserdem musste die klagende Frau von dem
Genderbias in der Ausspielung wissen — was kaum vorstellbar
ist. Faktisch wird ein Verstof$ gegen § 11 AGG durch Facebook
also auch auf diesem Weg kaum gerichtlich festgestellt werden.

Theoretisch besteht zwar noch die Moglichkeit, dass der
Betriebsrat des ausschreibenden Unternehmens einen Ver-
stofS gegen § 11 AGG vor Gericht bringt. Betriebsrite konnen
nach § 17 Abs. 2 S. 1 AGG, § 23 Abs. 3 S. 1 BetrVG den*die
Arbeitgeber*in bei ,,groben Verstoflen® gegen § 11 AGG auf
Unterlassen in Anspruch nehmen. Dafiir miisste ein Betriebsrat
aber tiberhaupt existieren. Voraussetzung ist zudem auch hier,
dass der Betriebsrat von dem Gendertargeting durch Facebook
erfahrt — was auch hier kaum vorstellbar ist.

Nicht nur unbefriedigend, auch rechtlich bedenklich

Nach den Maf$stiben der Rechtsprechung konnte das diskri-
minierende Gendertargeting durch Facebook vor Gericht also
allenfalls im Rahmen individueller Entschidigungs- oder Scha-
densersatzklagen abgelehnter Bewerber*innen gegen den*die
Arbeitgeber*in geltend gemacht werden — und auch das nur the-
oretisch. Faktisch wird weder ein*e unterlegene*r Bewerber*in
noch ein Betriebsrat von dem Genderbias erfahren. Wenn sich
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kein identifizierbares Opfer findet, das den Gang vor Gericht
auf sich nehmen will oder es keinen Betriebsrat gibt bzw. dieser
nicht titig wird, fehlt ein Rechtsschutz sogar nicht nur faktisch,
sondern auch in der Theorie. Im Ergebnis bedeutet dies, dass
die diskriminierende Ausspielung der Stellenwerbung durch
Facebook zwar gegen das AGG verstofSen konnte, dieser VerstofS
aber kaum justiziabel ist.

Das ist nicht nur extrem unbefriedigend, sondern auch aus uni-
onsrechtlicher Sicht héchst problematisch. Denn wie der EuGH
festgestellt hat, verpflichtet das EU-Recht (Art. 15 RL 2000/43/
EG, Art. 17 RL 2000/78/EG und Art. 25 RL 2006/54/EG) die
Mitgliedstaaten, VerstofSe gegen Diskriminierungsverbote durch
»wirksame, verhaltnismifige und abschreckende“ Mafinahmen
unabhingig davon zu sanktionieren, ob einzelne Personen durch
den Verstof§ beschwert sind und individuellen Rechtsschutz als
konkrete Opfer einer Diskriminierung in Anspruch nehmen
konnen.'® Wie die Autor*innen der Evaluation des AGG schon
2016 betonen, fordert der EuGH in dieser Entscheidung zwar
nicht ausdricklich ein Verbandsklagerecht fir Antidiskrimi-
nierungsverbinde. ,,Fiir eine ,wirksame, verhiltnismafSige und
abschreckende® Sanktionierung auch der ,opferlosen‘ Diskri-
minierung, die das Unionsrecht allerdings sehr wohl vorsieht,
liegt indessen die Schaffung eines solchen Verbandsklagerechts
im AGG besonders nahe.“!!

Typisch fiir Algorithmendiskriminierung

Das gilt heute mehr denn je. Denn mit dem zunehmenden Einsatz
algorithmischer Systeme in unterschiedlichsten Lebensberei-
chen nehmen auch die Fille sogenannter ,,opferlosen® Diskri-
minierungen zu. In der Vergangenheit haben gemeinniitzige
Organisationen, Journalist*innen und Wissenschaftler*innen
etliche Diskriminierungen und Diskriminierungsrisiken im Zu-
sammenhang mit Algorithmen aufgedeckt.!? Teils waren (noch)
keine konkreten Personen beschwert, sodass diese auch keinen
individuellen Rechtsschutz hatten in Anspruch nehmen konnen.
Doch auch wenn im Zusammenhang mit dem Einsatz algo-
rithmischer Systeme konkrete Personen diskriminiert werden,
erfahren diese oftmals nicht von den Benachteiligungen oder
konnen sie jedenfalls nicht darlegen bzw. beweisen.

9  BAG, Urteil vom 11.8.2016, 8 AZR 4/15, Rn. 62.

10 EuGH, Rs. C-54/07, Feryn, SI. 2008, 1-05187, Rn. 40.

11 Berghahn, Sabine/Klapp, Micha/Tischbirek, Alexander, Evaluation des
AGG, erstellt im Auftrag der Antidiskriminierungsstelle des Bundes,
2016, S. 27.

12 Vgl. etwa Niklas, Jedrzej/ Sztandar-Sztanderska, Karolina/Szymielewicz,
Katarzyna, Profiling the Unemployed in Poland: Social and Political
Implications of Algorithmic Decision Making, Warschau 2015;
Angwin, Julia/Larson, Jeff/Mattu, Surya/Kirchner, Lauren, Machine
Bias, v. 23.5.2016, abrufbar unter: < https://www.propublica.org/
article/machine-bias-risk-assessments-in-criminal-sentencing>
(Zugriff 19.2.2021); Chen, Le/Ma, Ruijun/Hannak, Aniké/Wilson,
Christo, Investigating the Impact of Gender on Rank in Resume Search
Engines, Proceedings of the 2018 CHI Conference on Human Factors in
Computing Systems. Association for Computing Machinery, Paper 651,
im Internet erhaltlich: <https://doi.org/10.1145/3173574.3174225>
(Zugriff: 19.2.2021).
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