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Identifikation und Bewertung von datenbasierten Anwendungsfällen für die Montage

Evaluation von Data Analytics 
Anwendungsfällen

T. Stahl, F. Wurst, M. F. Huber

Die Identifizierung und Bewertung von Anwendungsfällen im 
Bereich der Datenanalyse erfordert sowohl datenwissenschaft-
liche als auch fachliche Expertise, was Unternehmen oft vor 
Schwierigkeiten stellt. Aufgrund der Komplexität und des 
 ungewissen wirtschaftlichen Nutzens möglicher datenanalyti-
scher Anwendungsfälle gibt es Herausforderungen, die die 
Realisierung von Data Analytics Projekten erschweren. In 
 diesem Beitrag wird eine Methode zur Identifizierung und Be-
wertung von Anwendungsfällen der Datenanalyse vorgestellt. 

Identification and evaluation  
of data-based use cases for assembly – 
Evaluation of Data Analytics Use Cases

Identifying and realistically evaluating use cases in the field  
of data analytics requires expertise in both data science and 
 domain knowledge, which often confronts companies with 
 difficulties. Due to the complexity and the uncertain economic 
benefit of possible data analytic use cases, there are often 
challenges that make it difficult to realize data analytics pro-
jects. This publication presents a method for identifying and 
evaluating use cases of data analytics.

1 Überblick

Im Hochtechnologiestandort Deutschland behauptet sich der 
sekundäre Sektor beziehungsweise das produzierende Gewerbe 
mit einem Anteil von 30 % der Bruttowertschöpfung als eine trei-
bende Kraft der Wirtschaft [1]. Mit einem Umsatz von 429 Mil-
liarden Euro (2020) weist die Automobilindustrie einen Anteil 
von 23 % des Gesamtumsatzes deutscher Industriebranchen auf 
und hebt sich somit als Kernindustrie hervor [2]. Im Zuge der di-
gitalen Transformation steigt die Generierung und Verfügbarkeit 
von Daten in der Produktion substanziell an, wobei die anfallen-
den Daten bisher nur zu 30 % genutzt werden [3]. Als eine 
Schlüsseltechnologie eröffnet Data Analytics durch Analysen vor-
handener Daten großes Potenzial für Prozess- und Systemopti-
mierungen [4, 5]. Aufgrund der steigenden Bedeutung des Mon-
tagebereichs, der „in seiner Funktion als einer der wichtigsten 
wertschöpfenden Prozesse wesentlich den Erfolg […] eines 
 Unternehmens beeinflusst“, ist eine Optimierung der zugrunde-
liegenden Prozesse mittels Data Analytics ausschlaggebend, um 
unentdeckte Effizienzpotenziale trotz steigender Komplexität 
auszuschöpfen [6–8]. Die Identifikation und realistische Bewer-
tung von Anwendungsfällen im Bereich Data Analytics erfordern 
 neben Expertise im Bereich Data Science ausgeprägtes Domänen-
wissen [vgl. 9]. Um einen nachhaltigen Wettbewerbsvorteil zu 
 erzielen, müssen die Anwendungsfälle wirtschaftlich sowie strate-
gisch hinsichtlich der übergeordneten Unternehmensziele bewer-
tet werden [vgl. 10]. Durch die Komplexität und den unklaren 
wirtschaftlichen Nutzen möglicher datenanalytischer Anwen-
dungsfälle bestehen oftmals erhebliche Herausforderungen, die 

 eine Realisierung von Data Analytics Projekten in Unternehmen 
erschweren [11, 12]. 

In diesem Beitrag werden Unternehmen dabei unterstützt, 
 Anwendungsfälle von Data Analytics innerhalb eines Montage -
bereichs zu erkennen sowie die identifizierten datenanalytischen 
Anwendungsfälle ganzheitlich zu bewerten, um abschließend eine 
Handlungsempfehlung für erfolgversprechende Projekte abzulei-
ten. Hierzu wurde das sechsstufige Design Science Research 
 Process Model (DSRPM) von Pfeffers et al. verfolgt [13].

2 Grundlagen
2.1 Fahrzeugmontage

Die Relevanz des Montagebereichs im Fahrzeugbau begründet 
sich in einem Gesamtfertigungszeitanteil von 30 bis 50 % und 
 einer Verursachung von bis zu 70 % der Herstellkosten [14]. Die 
zunehmende Varianten- und Baureihenanzahl sowie ein stets 
steigender Kostendruck stellen für die Fahrzeugmontage eine 
 besondere Herausforderung dar [6]. Eine höhere Variantenvielfalt 
steigert die Komplexität, beispielsweise bei Montage verschiede-
ner Fahrzeugtypen und kundenindividueller Ausstattungen auf ei-
ner Montagelinie. [15]. Aufgrund der hohen Anforderungen an 
die Flexibilität der Prozesse und schwer automatisierbaren Bewe-
gungsabläufen befindet sich der durchschnittliche Automatisie-
rungsgrad der Endmontage im einstelligen Prozentbereich [7, 16, 
17]. Die Kostensituation der Fahrzeugendmontage unterscheidet 
sich von den hoch automatisierten Gewerken des Automobilbaus 
dahingehend, dass die Personalkosten aus manuellen Tätigkeiten 
üblicherweise den größten Anteil abbilden, die Investitionskosten 
einer Montagelinie nach wenigen Jahren übersteigen und den 
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Bei diesem Beitrag handelt es sich um einen wissenschaftlich 
begutachteten und freigegebenen Fachaufsatz („reviewed paper“).
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fehleranfälligsten Produktionsbereich darstellen [14, 17]. Die 
Optimierungspotenziale werden in der Praxis in die gegenläufi-
gen Zielgrößen Qualität, Zeit, Kosten und Mitarbeiter zusam-
mengefasst [6, 18]. 

2.1.1 Data Analytics

Durch die zunehmende Vernetzung in Zeiten der digitalen 
Transformation stehen große Mengen an Produktionsdaten zur 
Entscheidungsfindung zur Verfügung. Ziel von Data Analytics ist 
die Optimierung von Prozessen mit Daten [19–21]. Der typische 
Ablauf von Data Analytics wird in deskriptive, diagnostische, 
 prädiktive und präskriptive Analysen aufgeteilt, die aufeinander 
aufbauen [5]. Deskriptive Ansätze schließen auf Basis vorliegen-
der Daten auf historische Systemzustände und beschreiben diese 
in einer anschaulichen Form [5, 22]. Diagnostische Ansätze zei-
gen die Wirkzusammenhänge aus historischen Daten auf, um ein 
erkanntes Verhalten zu erklären. Während deskriptive und diag-
nostische Ansätze ausschließlich vergangenheits- oder gegen-
wartsorientiert sind, fokussieren sich prädiktive sowie präskripti-
ve Ansätze auf Problemstellungen der Zukunft [23]. Prädiktive 
Analysen bilden auf Basis historischer Daten Prognosen um 
 zukünftige Ereignisse mithilfe von statistischen Methoden oder 
maschinellem Lernen, vorherzusagen [5, 9, 22]. Die präskriptive 
Analytik stellt die ausgeprägteste Form der Entscheidungsunter-
stützung in einem Unternehmen dar. Ziel ist die fundierte Ablei-

tung konkreter Maßnahmen, um ein definiertes Geschäftsziel zu 
erreichen [5]. Die präskriptive Analytik nutzt Methoden der 
 diagnostischen oder prädiktiven Analyse als Grundbestandteile 
und kombiniert diese mit Optimierungs- oder Simulationsmetho-
den [24]. 

3 Methode
3.1 Anforderungen und bestehende Methoden

Bei der Entwicklung der Methode ergeben sich allgemeine An-
forderungen, Anforderungen an die Durchführung der Bewertung 
[25] und kontextspezifische Anforderungen.
• Allgemeine Anforderungen: Adäquater Aufwand [26, 27], 

 Benutzerfreundlichkeit [28, 29], intuitive Visualisierung [30].
• Bewertungsanforderungen: Quantitative Wirtschaftlichkeits-

analyse [28, 31], qualitative strategische Bewertung [26, 28, 
31, 32], systematische Selektion [28], Unsicherheitstoleranz 
[32], situative Anpassung [26, 25].

• Kontextspezifische Anforderungen: Montagerelevante Ziel -
größen [6, 28, 33, 34], Hilfestellung zur Identifikation poten-
zieller Anwendungsfälle [11, 35], Berücksichtigung der Daten-
verfügbarkeit und -qualität [36], Unterstützung zur 
Identifikation des Nutzenpotenzials [31, 37], Berücksichtigung 
des Synergiepotenzials [38].

In der Literatur verfügbare Evaluationsmethoden [11, 25, 28, 37] 
wurden hinsichtlich der Erfüllung der aufgelisteten Anforderun-

Bild 1. Gesamtübersicht MEADA mit relevanten Werkzeugen. Grafik: Fraunhofer IPA
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gen untersucht. Es existieren Methoden mit unterschiedlichen 
Schwerpunkten, die die Anforderungen teilweise erfüllen. Der 
Anforderungsvergleich legt jedoch nahe, dass es keine Methode 
für die Evaluation möglicher Anwendungsfälle von Data Analytics 
in der Montage gibt, die alle Anforderungen ausreichend themati-
siert. Die zu entwickelnde Methode konkurriert nicht mit existie-
renden Prozessmodellen, wie CRISP-DM [39], sondern wird als 

projektübergreifende Erweiterung der Geschäftsverständnis-
 Phase betrachtet.

3.2 Aufbau der Methode

Das übergeordnete Ziel „Methode zur Evaluation von Anwen-
dungsfällen von Data Analytics“ (MEADA) ist die Ableitung 

Tabelle. Anwendungsbereiche für die vier Reifegradstufen. 

Überwachen von

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

qualitätsorientierten 
 Kennzahlen (17, 18)

effizienzorientierten  
Kennzahlen (17,18)

Prozessparametern (18, 23)

Kalibrierungsparametern (19)

Prozessschritten (20, 21, 22)

Überwachung der Daten -
übertragung (21)

Montagefehlern (21, 22)

Betriebsmittelzuständen  
(23, 27)

Betriebsmittelverfügbarkeit  
(17, 24, 25, 27)

Energieverbrauch (26, 27)

Materialbereitstellung (28)

Fördertechnik des Produkts 
(29)

Arbeitssicherheit (30)

Überwachung der Arbeits -
ergonomie (31)

Umgebungsbedingungen (32)

Produktvarianten (33)

Erkennen von

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

Abweichungen und Einflüssen 
auf Montagekennzahlen (34, 
39)

Abweichungen oder Einflüssen 
relevanter Prozessparameter 
(34, 35, 36, 37, 39, 41, 42)

Abweichungen oder Einflüssen 
 relevanter Kalibrierungspara-
meter (38)

Abweichungen oder Trends 
der Prozessschritte (40, 41)

Schwachstellen im 
 Prozessablauf (41)

Abweichungen und Einflüssen  
der Montagefehler (41)

Abweichungen und Ursachen 
der Betriebsmittelzustände (42)

Abweichungen und Trends  
der Betriebsmittelverfügbar-
keit (39, 42, 43)

Einflüssen und Ursachen bei 
Auffälligkeiten der Betriebs-
mittelverfügbarkeit (42, 43)

Abweichungen und Ursachen  
des Energieverbrauchs (44)

Charakteristika verschiedener 
 Betriebsmittel (39, 41)

Abweichungen und Ursachen  
der Materialbereitstellung (45)

Abweichungen und Ursachen 
bei Auffälligkeiten der Förder-
technik des Produkts (46)

Abweichungen und Ursachen  
der Arbeitssicherheit (47)

Abweichungen und Ursachen  
der Arbeitsergonomie (48)

Abweichungen und Ursachen  
bei Auffälligkeiten der Umge-
bungsbedingungen (49)

Charakteristika verschiedener 
 Produktvarianten (34, 36)

Vorhersagen von

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

Produktqualität (50)

Prozessgüte eines Betriebs -
mittels/eines Prozessschrittes 
(50, 51, 52)

Prozesszeiten (51, 53)

Prozessparametern von 
 Betriebsmitteln (50, 51, 53)

Kalibrierungsparametern  
oder -zeitpunkten von 
 Betriebsmitteln (52)

Leistungsverbesserung spezifi-
scher Maßnahmen (51, 53)

Prozessschritten (53)

Fehlerauftritten im Prozess  
(50, 55)

Betriebsmittelzuständen  
(55, 56)

Betriebsmittelverfügbarkeiten 
(55, 56)

Betriebsmittelenergie bedarfen 
(57)

Engpässen der Material -
bereitstellung (58, 59)

Auffälligkeiten der Förder -
technik des Produkts (59)

Gefährdungen für Montage-
mitarbeiter (60, 61)

unergonomischen Aktivitäten 
von Montagemitarbeitern (61)

Umgebungsbedingungen (62)

Vorgeben von

50

51

52

53

54

55

56

57

58

59

60

61

62

Prozessparametern zur 
 Optimierung der Prozess -
qualität

Parametern/Maßnahmen  
zur Optimierung von Prozess-
zeiten

Kalibrierungsparametern  
oder -zeitpunkten von 
 Betriebsmitteln

Maßnahmen für die Optimie-
rung von Prozessschritten

Vermeidungsmaßnahmen  
für Prozessfehler

Instandhaltungsmaßnahmen

Maßnahmen zur Erhöhung  
von Betriebsmittelverfügbar-
keiten

Maßnahmen zur Optimierung 
des Betriebsmittelenergie -
verbrauchs

Maßnahmen zur Optimierung  
der Materialbereitstellung

Maßnahmen zur Optimierung  
der Fördertechnik

Maßnahmen zur Optimierung  
der Arbeitssicherheit

Maßnahmen zur Optimierung  
der Arbeitsergonomie

Maßnahmen zur Reduzierung  
der Einflüsse von Umgebungs -
bedingungen
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 datenanalytischer Anwendungsfälle hinsichtlich strategischer und 
wirtschaftlicher Kriterien. Die grundlegende Struktur der Metho-
de leitet sich vom Trichtermodell ab[11]: Im Verlauf der Metho-
de werden potenzielle Anwendungsfälle aufgrund diverser Selek-
tionskriterien ausgeschlossen, um eine Aufwandsreduzierung zu 
erzielen. Als methodische Begleitung werden qualitative Bewer-
tungsmethoden herangezogen. Mit fortschreitender Konkretisie-
rung der Anwendungsfälle müssen quantitative Methoden hinzu-
gezogen werden, um eine fundierte Entscheidung zu erlauben 
[40]. Die einzelnen Schritte und Werkzeuge von MEADA werden 
in Bild 1 vorgestellt. Während die Bewertung der Datenverfüg-
barkeit und des Datenreifegrads sowie die Identifikation der 
 Anwendungsfälle einmalig anfallen, werden Teilaspekte der stra-
tegischen Bewertung, die wirtschaftliche Bewertung und die Risi-
koanalyse für jeden identifizierten Anwendungsfall durchgeführt.

Schritt 1 – Datenverfügbarkeit und Datenreifegrad: Im ersten 
Schritt werden Daten innerhalb des Betrachtungsrahmens identi-
fiziert und Datenkategorien zugeordnet. Im Anschluss werden die 
Datenquellen anhand eines Fragebogens hinsichtlich definierter 
Reifegradstufen kategorisiert [36]. Zur Einordnung der Daten-
quellen in die Reifegradstufen wird zwischen den Reifegradkate-
gorien Datenerfassung, -bereitstellung, -formate, -darstellung, 
-kodierung, -umfang sowie -konsistenz differenziert [36]. Der 
Fragebogen ermöglicht die Einordnung bestehender Daten in die 
vier Analysestufen der Datenanalyse:
• Reifegradstufe 1: Deskriptive Reife 
• Reifegradstufe 2: Diagnostische Reife 
• Reifegradstufe 3: Prädiktive Reife 
• Reifegradstufe 4: Präskriptive Reife

Schritt 2 – Identifikation der Anwendungsfälle: Im zweiten 
Schritt werden mit dem zugehörigen Fachbereich des Betrach-
tungsrahmens relevante Anwendungsfälle von Data Analytics 
identifiziert. Zur Hilfestellung der Identifikation wurde ein Kata-
log mit 62 potenziellen Anwendungsfällen entwickelt (Tabelle). 

Reifegradstufe 1 - Beschreibt die Überwachung, Verfolgung 
und Visualisierung produkt- und montagerelevanter Informatio-
nen in Bezug auf Kenngrößen, Ereignisse und Entitäten [41]. Die 
Informationen werden zur Entscheidungsunterstützung genutzt, 
um Auffälligkeiten der Montageprozesse manuell zu identifizie-
ren und geeignete Maßnahmen reaktiv zu ergreifen.

Reifegradstufe 2 – Beschreibt die Analyse vorliegender Daten 
für das Erkennen kritischer Charakteristika, Trends und Abwei-
chungen sowie die Identifikation relevanter Einflüsse oder Ursa-
chen in Bezug auf Kenngrößen, Ereignisse und Entitäten [41]. 
Die identifizierten Ursachen, Abweichungen, Trends oder Cha-
rakteristika werden zur Entscheidungsunterstützung genutzt, um 
geeignete Maßnahmen reaktiv abzuleiten.

Reifegradstufe 3 – Beschreibt die Generierung von Modellen 
aus historischen Daten für Vorhersagen über Kenngrößen, Ereig-
nisse und Entitäten [41]. Die Vorhersagen werden als Grundlage 
für die Entscheidungsunterstützung genutzt, um frühzeitig Auf-
fälligkeiten oder Planabweichungen der Montageprozesse abzu-
leiten und somit proaktiv Maßnahmen einzuleiten.

Reifegradstufe 4 - Beschreibt die Generierung von Modellen 
aus historischen Daten für die Ermittlung von Vorgaben für 
Kenngrößen, Ereignisse und Entitäten [41]. Die Vorgaben sind 
proaktive Entscheidungsempfehlungen für Maßnahmen oder 

Bild 2. Katalog für strategische Bewertungskriterien. Grafik: in Anlehnung an Liebrecht [28]
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 Entscheidungsautomatisierungen zur Optimierung der Montage-
prozesse.

Schritt 3 – Strategische Bewertung: Im dritten Schritt erfolgt 
eine qualitative Bewertung des Implementierungsaufwands sowie 
des erwarteten Optimierungspotenzials der Anwendungsfälle. 
Nach der Auswahl relevanter Kriterien aus einem strategischen 
Kriterienkatalog (das Autorenteam empfiehlt je fünf Optimie-
rungs- und Implementierungskriterien aus Bild 2) werden diese 
durch einen paarweisen Vergleich gewichtet [42]. Implementie-
rungsaufwand und Optimierungspotential werden vom Fach -
bereich subjektiv auf einer 10er Skala eingeordnet. Die identifi-
zierten Anwendungsfälle werden anhand gewichteter Kriterien 
 bewertet und in einem Selektionsportfolio in Anlehnung an 
 Pfeiffer visualisiert [43]. Basierend auf der strategischen Bewer-
tung erfolgt eine Vorauswahl geeigneter Anwendungsfälle 
(Bild 3). Der Aufwand der Methode kann durch Selektion der 
Anwendungsfälle reduziert werden. Aus der Praxis empfiehlt es 
sich bis zu drei Anwendungsfälle weiterzuverfolgen.

Schritt 4 – Wirtschaftliche Bewertung: Nach Selektion der 
strategisch positiv bewerteten Anwendungsfälle werden die quan-
titativ bewertbaren Kostenfaktoren anhand eines wirtschaftlichen 
Kriterienkatalogs abgeschätzt. Die Kostenfaktoren beschreiben 
 alle Aufwände (dispositive Aufwände, Investitionskosten, 
 Betriebskosten) [28, 34, 37], die entstehen um den jeweiligen 
Anwendungsfall im Unternehmen umzusetzen (Datenerfassung, 
Datenintegration, Datenhaltung, Datenanalyse, Planung & 
 Betrieb) [44–46]. Daraufhin werden die Nutzenfaktoren identi-
fiziert und abgeschätzt. Die Nutzenfaktoren beschreiben alle fi-
nanziellen Faktoren, die sich durch die Umsetzung des jeweiligen 
Anwendungsfalls positiv auf die Montage auswirken. Hierbei 
kommt das Drei-Punkte-Schätzverfahren zum Einsatz [32], um 
die vorhandene Unsicherheit zu berücksichtigen. Abschließend 
wird die  Kapitalwertmethode [47] angewendet, um eine monetä-
re Beurteilung zu ermöglichen (Bild 4).

Schritt 5 – Risikoanalyse: Durch Berücksichtigung des Worst- 
und Best-Case pro Anwendungsfall wird die wirtschaftliche 
 Bewertung durch eine Risikoanalyse erweitert. Auf Basis des 
Drei-Punkte-Schätzverfahrens aus dem vierten Schritt wird eine 
Alternativrechnung durchgeführt [48]. Durch die Alternativrech-
nung werden somit mögliche positive und negative Entwicklun-
gen der wirtschaftlichen Bewertung aufgezeigt.

Schritt 6 – Handlungsempfehlung: Die strategische und wirt-
schaftliche Bewertung sowie die Risikoanalyse werden in  einem 
zweidimensionalen Ergebnisportfolio kombiniert [25], um eine 
Handlungsempfehlung für die erfolgversprechendsten 
 Anwendungsfälle auszusprechen (Bild 5). Der Kapitalwert 
 gepaart mit der Risikoanalyse ist primäres Kriterium zur Ablei-
tung der Handlungsempfehlung. Um Anwendungsfälle mit Über-
schneidungen beim Kapitalwert zu vergleichen, wird der strategi-
sche Nutzwert ergänzt. Der strategische Nutzwert ist der Mittel-
wert aus Optimierungspotential und Implementierungsaufwand 
in Schritt 3 und ergänzt die monetäre Bewertung um die subjek-
tive Wahrnehmung der Fachbereiche.

4 Zusammenfassung

Als eine Schlüsseltechnologie der Industrie 4.0 ermöglicht 
 Data Analytics durch zielgerichtete Analysen vorhandener Daten 
großes Potenzial für Prozess- und Systemoptimierungen im 
Montagebereich. Aufgrund der steigenden Komplexität des Mon-
tagebereichs ist eine Optimierung der zugrundeliegenden Prozes-
se mittels Data Analytics ausschlaggebend, um unentdeckte Effi-
zienzpotenziale auszuschöpfen. Durch die Komplexität und den 

Bild 3. Selektionsportfolio für die identifizierten Anwendungsfälle (AF1 bis 
4). Grafik: Fraunhofer IPA

Bild 4. Verlauf des Kapitalwerts eines exemplarischen Anwendungsfalls für drei Szenarien. Grafik: Fraunhofer IPA

https://doi.org/10.37544/1436-4980-2023-03-41 - am 13.01.2026, 09:05:56. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.37544/1436-4980-2023-03-41
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb


112

T I T E L T H E M A  –  F A C H A U F S A T Z  

WT WERKSTATTSTECHNIK BD. 113 (2023) NR. 3

unklaren wirtschaftlichen Nutzen möglicher datenanalytischer 
Anwendungsfälle bestehen oftmals erhebliche Herausforderungen, 
die eine Realisierung von Data Analytics Projekten in Unterneh-
men erschweren. Aus diesem Grund wurde eine Methode zur 
Identifikation und Bewertung potenzieller Anwendungsfälle von 
Data Analytics im operativen Betrieb der Montage entwickelt.

Obwohl MEADA in erster Linie für die Erfassung von Big 
 Data-Anwendungsfällen in der Montage entwickelt wurde, hat 
sich die Anwendbarkeit in anderen Bereichen bewährt. Die 
 Methode wurde bereits in sieben Unternehmen, davon sechs im 
Rahmen der AI-Explorer, zur Identifikation von KI-Anwendungs-
fällen angewendet (KI-Fortschrittszentrum „Lernende Systeme 
und Kognitive Robotik“, Ministerium für Wirtschaft, Arbeit und 
Tourismus Baden-Württemberg). Aus dem Kundenfeedback 
konnten wir entnehmen, dass die Anforderungen bis auf den adä-
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