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digitalen Governance
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Neue datengetriebene Steuerungsinstrumente prägen die gegen-
wärtige Ko-Evolution von Informationstechnik und Gesellschaft. Ihre 
Nutzung seitens der großen Spieler mündet in eine neue weltweite 
Ordnung, die längst nicht mehr nur das Internet reguliert, sondern „dis-
ruptive“ Auswirkungen auf das Alltagsleben hat. Diese Ordnung steuert 
und regelt das Verhalten der Menschen. Sie überlagert die staatlichen 
Rechtsordnungen. Zwingende Software-Architekturen („Code“ is law“) 
stehen neben der Schaffung personalisierter Umgebungen, die unser 
Verhalten beeinflussen und uns „stupsen“ („nudging“). Hinzu kommt 
die Profilbildung für die Zuweisung von Positionen und Lebenschancen 
aufgrund von Entscheidungen, die mit der Auswertung einer Vielzahl 
von Daten vorstrukturiert sind. Was diese von mächtigen Unternehmen 
dominierte Praxis bewirkt und wie staatliche Rechtsordnungen darauf 
reagieren können, ist eine politische Frage, vor der nicht ausgewichen 
werden darf. Gestaltungsmöglichkeiten sind gegeben, aber durch fal-
sche Hoffnungen und durch Fatalismus blockiert.
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förmlich. Beobachtungen der heutigen 
Realität sowie Ankündigungen der Tech-
nikverkäufer mischen sich dabei mit Vor-
stellungen aus der Science Fiction; Dich-
tung und Wahrheit liegen eng beieinander, 
so wie es schon seit etwa 1970 in vielen 
Äußerungen zur so genannten Informati-
onsgesellschaft der Fall war.2 Optimisten 
wie Pessimisten springen von einem Feld 
zum anderen: Arbeitswelt, Folgen der 
„Verdatung“, mediale Überflutung, künst-
liche Intelligenz, technikgestütztes Verwal-
tungshandeln, neue öffentliche Aufgaben. 
Dabei folgen beide, Optimisten wie Pes-
simisten, einem Technikdeterminismus. 
Sie nehmen die gegenwärtige Entwicklung 
als gegeben und unabänderlich hin.3 Wer 
alternative Entwicklungspfade einzelner 
Technikkomponenten auch nur andeutet, 
gilt als Technikfeind. Die ökonomischen 
Determinanten als entscheidende Trieb-

1  Beispiele: Helbing et al. 2016; Hill 2016; Feld et al. 
2016.

2  Dazu Ampuja/Koivisto 2014; Berthoud et al. 2000; 
Garnham/Fuchs 2014.

3   Eindringlich dazu Morozov 2015a.
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Was sich hinter „Digitalisierung“ 
verbirgt

Über Leitartikel und Impressionen zur so 
genannten Digitalisierung1 ist es im Jahre 
2016 schwer, keine Satire zu schreiben. 
Verheißungen und Schreckensbilder zur 
Durchdringung der Gesellschaft mit infor-
mationstechnischen Artefakten jagen sich 
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kraft der Technikentwicklung4 bleiben im 
Dunkeln. Allenfalls fordern die Optimis-
ten, die ohnehin stattfindende Entwick-
lung zu bejahen und ihr keine Steine in 
den Weg zu legen; „Wir brauchen einen 
Fortschritt 4.0“, heißt es dazu im „Infor-
matik-Spektrum“.5 

Noch mehr als früher stecken die Vor-
stellungen in einem dichten Ideologiene-
bel, welcher vordergründig der Legitimati-
on der Technikverbreitung dient, dahinter 
aber der Akzeptanz einer von Finanzinte-
ressen dominierten Gesellschaftsordnung, 
die mit Technikhoffnungen sich in die 

Zukunft zu retten sucht. In diesem Nebel 
finden sich zutreffende Einsichten rei-
ßerisch verstärkt, in zeitbedingte Ängste 
und Hoffnungen eingebettet. Der Nebel 
erzeugt in jährlichem Takt immer neue 
Benennungen wie „Digitalisierung“, „big 
data“, „smart society“, „Industrie 4.0“.

In der öffentlichen Diskussion werden 
fast immer nur die neuesten Moden the-
matisiert. Das Internet und seine Meta-
morphosen in der Kommerzialisierung, in 
den Social Media, im Internet der Dinge 
ziehen die Blicke auf sich. Das zäumt das 
Pferd von hinten auf, denn die Grund-
lagen für die Informatisierung der Welt 
liegen nicht allein in der Kommunikati-
onstechnik, sondern primär in der Verar-
beitung „digitaler“ Daten. Wie alles zu-
sammenhängt, wird selten schlüssig dar-
gelegt. Die Fortschreibung der seltenen, 
für Laien verständlichen Überblicksdar-
stellungen der Informatik6 wäre aufgrund 
der seit etwa 2005 besonders rapiden Ent-
wicklung dringend nötig, aber sie unter-
bleibt. Selbst die Wissenschaft macht sich 
oft genug nur zum Echo irgendwelcher 

Hypes.7 Daher müssen wir zunächst klä-
ren, was sich hinter dem Etikett „Digitali-
sierung“ verbirgt.

Die Bezeichnung „Digitalisierung“ 
lenkt vom Wesentlichen ab. Gewiss sticht 
ins Auge, dass „digital dust slowly covers 
over the shape of things“.8 Reale und 
imaginäre Objekte mit allen ihren Attri-
buten und Relationen werden in Daten 
verdoppelt. Das führt zur Abbildung der 
ganzen erfahrbaren Welt in Nullen und 
Einsen, zu einer „computational rendition 
of reality“.9 „Digitalisierung“ bezeichnet 
zunächst nur diese Form der Abbildung. 

Sie erfasst belebte und unbelebte Objekte, 
Verhaltensäußerungen sowie Kommuni-
kationsbeziehungen und dies immer fein-
körniger. 

Entscheidend aber ist nicht diese Ab-
bildung selbst. Sie schafft die Grundlage 
für Berechenbarkeit nach Algorithmen 
und damit für statistische Auswertungen 
und für Vergleiche. Die mit der Compu-
terentwicklung seit über einem halben 
Jahrhundert maschinisierte Grundfunkti-
on der Berechenbarkeit hat sich mit zwei 
weiteren wesentlichen Entwicklungen ver-
bunden.10 Zunächst mit der Interaktion 
von Mensch und Computer, die durch die 
graphischen Benutzungsoberflächen er-
heblich erleichtert wurde.11 Alsdann kam 
mit der Herausbildung des Internet12 die 
technische Vernetzung hinzu, auf deren 
Grundlage weltweite Kommunikation 
explodierte, zwischen Menschen und mit 
und zwischen Maschinen. So ergibt sich 
ein Zusammenhang zwischen
  Abbildbarkeit
  Berechenbarkeit
  Interaktivität 

  Konnektivität/Vernetzung

Dieser Zusammenhang erleichtert nicht 
nur weltweite Telekommunikation und 
„ubiquitäre“ Verfügbarkeit von Daten 
und gespeichertem Wissen. Betrachtet 
man ihn – wie es für Sozialwissenschaft-
ler naheliegend war und der verbreiteten 
Abneigung entgegen kam, sich mit tech-
nischen Grundlagen der Informations-
technik und der Informatisierung zu be-
schäftigen – nur vom Internet und seinen 
unmittelbaren Verwendungsformen her, 
so erschließt sich die Breite der aus Infor-
matikanwendungen resultierenden Nut-
zungsformen nur schlecht. Zusammen 
genommen kommen sie einer „algorithmi-
schen Revolution“13 gleich. 

In der politischen und rechtli-
chen Aufarbeitung werden zwei 
Teilthemen vermischt

Fragt man nun, was diese algorithmische 
Revolution in ihrer Durchdringung der 
Welt mit Anwendungen der Informations-
technik für Staat und Verwaltung bedeu-
tet, so muss man zwei Themen deutlich 
voneinander trennen: 
  Reaktion auf die Gestaltung der Ko-

Evolution von Technik und Gesell-
schaft durch innovierende oder die 
Folgen abfedernde neue öffentliche 
Aufgaben

  Nutzung der technischen Möglichkei-
ten für die Tätigkeit von Staat und Ver-
waltung 

Zum einen führt die Durchdringung der 
Gesellschaft mit Informationstechnik-
Anwendungen auch zu neuen öffentlichen 
Aufgaben und neuem rechtlichen Rege-
lungsbedarf. Das wird gefordert, um un-
erwünschte Folgen zu kompensieren, soll-
te aber darüber hinaus auch (wenigstens 
Mit-)Gestaltung der heute überwiegend 

»Optimisten wie Pessimisten springen von 
einem Feld zum anderen und folgen einem 
Technikdeterminismus. Sie nehmen die 
gegenwärtige Entwicklung als gegeben und 
unabänderlich hin.«

4   Vgl. zu Erklärungshypothesen der Technikgenese 
Ropohl 2009, S. 296ff.

5   Bei Feld et al. 2016.

6 Etwa Rechenberg 2000.

7   Dazu eindringlich Islam 2015.

8   Kallinikos 2009, S. 197.

9 Kallinikos 2009.

10 Kurz dazu Nake 2016.

11 Vgl. Pflüger 2008.

12 Dazu Hellige 2008.

13 Nake 2016.

https://doi.org/10.5771/0947-9856-2016-5-227 - Generiert durch IP 216.73.216.36, am 21.01.2026, 15:41:06. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.5771/0947-9856-2016-5-227


Lenk, Die neuen Instrumente der weltweiten digitalen Governance

vom Silicon Valley aus angestoßenen Ent-
wicklung bedeuten.

Zum anderen aber befinden wir uns 
auf dem engeren Feld der Verwaltungs-
informatik, das seit zwei Jahrzehnten mit 
„E-Government“ bezeichnet wird. Da 
geht es um die Nutzung der Informations-
technik für die Erfüllung der Staatsaufga-
ben, insbesondere durch die Verwaltung. 
Diese Informatisierung der Verwaltung 
ist schon älteren Datums,14 trat jedoch 
erst mit der Verbreitung des Internet ins 
Rampenlicht der politischen Aufmerksam-
keit. Die Chancen, die hier schon bald ge-
sehen wurden,15 sind noch lange nicht in 

eine veränderte Verwaltungsarchitektur 
umgesetzt, obwohl deren Konturen sich 
inzwischen deutlich abzeichnen, auch in 
einem föderalen Staatswesen.16 Und schon 
verändert sich auch dieses Feld, denn in-
zwischen können auch neue Gestaltungs-
formen für öffentliches Handeln genutzt 
werden.17

Um die Darstellung nicht ausufern zu 
lassen, wird dieser zweite Bereich, den 
man als „altes und neues E-Government“ 
kennzeichnen könnte, hier nicht weiter 
behandelt. Gewarnt sei nur davor, immer 
nur die neuesten Ausprägungen der Tech-
nik zu betrachten. Andere Themen wer-
den nicht obsolet wegen der vielverspre-
chenden Vernetzung so genannter Cyber 
physical systems, also mit Sensoren und 
Aktoren ausgestatteter materieller Objek-
te, im Internet der Dinge. So gründet eine 
vernetzte Verwaltung18 nach wie vor pri-
mär auf der Vernetzung von (Teilen von) 
Geschäftsprozessen, auf einer gemeinsam 
genutzten Daten-Allmende und auf policy 
networks. 

Im Folgenden werden auf der Grund-
lage einer dringend notwendigen analy-
tischen Präzisierung menschlichen und 
maschinellen Tätigwerdens einige Grund-
annahmen behandelt, die den beiden 
Teilthemen gemeinsam sind und die heute 
für selbstverständlich („taken for gran-
ted“) gehalten werden. Diese Grundan-
nahmen sind der Hintergrund für die fol-
gende Darstellung neuer datengetriebener 
Formen gesellschaftlicher Steuerung, also 
des Tätigwerdens, um in der Gesellschaft 
etwas zu bewirken.19 Diese neuen tools 
of governance werden vorwiegend von 
privaten Akteuren eingesetzt. Sie können 
aber auch den Werkzeugkasten staatlicher 

Steuerung komplettieren. Danach soll 
gefragt werden, ob und wie die Ko-Evo-
lution von Informationstechnik und Ge-
sellschaft sozial- und verfassungsverträg-
lich gestaltet werden kann. Gibt es noch 
Chancen, den Lauf der Dinge politisch zu 
steuern, ihn rechtskonform zu gestalten? 

Ein Modell des menschlichen und 
maschinellen Tätigwerdens als 
Grundlage für das Verständnis

Um die Technikdurchdringung des All-
tags zu verstehen, muss man sich zuerst 
von der Vorstellung verabschieden, „das 
Internet“ stelle eine Welt für sich dar.20 

Wie datenbasiertes Handeln bzw. Tätig-
werden von Menschen und von Maschi-
nen wirkt, wie diese zusammen tätig sind 
und wie ihre Rollen in den soziotechni-
schen Handlungssystemen verteilt sind, 
kann erfasst werden in einem Modell, in 
welchem rationales menschliches Handeln 
und die (teil-)automatische maschinelle 
Tätigkeit gleichermaßen darstellbar sind. 
Das bedeutet nicht, dass das menschliche 
Denken als Datenverarbeitung modelliert 
werden muss oder dass dem Computer 
menschliche Eigenschaften zugesprochen 
werden. Vielmehr kann man in einem 
Grundmodell „observe – think – act“ 
darstellen, wie menschliche Handlungen 
beschaffen sind und dann fragen, wie 
„smarte“ Maschinen tätig werden und 
was sich mit ihrem Einbau in soziotech-
nisch verschränkte Handlungsvollzüge bis 
hin zu Vollautomation ändert. 

Diese Modelldarstellung sieht um ih-
rer Einfachheit willen ab von wichtigen 
Aspekten wie zum Beispiel der Rolle von 
Organisation und Management im Han-
deln. Sie kann anknüpfen an Hermann 
Hellers grundlegende Definition des Staats 
als organisierter Entscheidungs- und Wir-
kungseinheit.21 Zu komplettieren ist sie 
zu einer Sicht des Staats (und anderer 
Handlungsträger) als organisierter Be-
obachtungs-, Wissenserarbeitungs-, Ent-
scheidungs- und Wirkungseinheit.22 Dann 
ergibt sich die Abfolge
  Beobachten bzw. Information aufneh-

men 
  Wissen erarbeiten 
  Entscheiden  
  Ausführungshandlung, mit der etwas 

bewirkt werden soll 

Jede dieser vier Etappen kann technisch 
unterstützt oder ganz automatisiert wer-
den. Das Eindringen der Technik in die-
se Handlungssequenz kann ganz unter-
schiedliche Formen annehmen, wobei 
menschliche und maschinelle Tätigkeits-

14 Zum Überblick vgl. Reinermann 1989; Lenk 2011.

15 So im Memorandum 2000; vgl. auch Lenk/
Traunmüller 1999.

16 Geklärt wurde dies in einem Forschungsprojekt, 
vgl. Köhl et al. 2014.

17 Zunehmend wird dies als „Smart Government“ 
bezeichnet, in Deutschland auch als „Verwaltung 
4.0“. Zur Kritik vgl. Schuppan/Köhl 2016, mit wei-
teren Nachweisen.

»In einem Grundmodell ‚observe – 
think – act‘ kann man darstellen, wie 
menschliche Handlungen beschaffen sind 
und dann fragen, wie smarte Maschinen 
tätig werden und was sich mit ihrem 
Einbau in soziotechnisch verschränkte 
Handlungsvollzüge ändert.«

229VM 5/2016

18 Zur Begriffsklärung vgl. Köhl et al. 2014, S.23ff.

19 Hildebrandt 2015 spricht von data-driven agency.

20 Diese Selbstverständlichkeit wird bei Floridi 
2014 mit der Begriffsprägung „onlife“ als neue 
Erkenntnis ausgegeben.

21 Heller 1934, S. 2xx.

22 Vgl. Lenk 2015.

https://doi.org/10.5771/0947-9856-2016-5-227 - Generiert durch IP 216.73.216.36, am 21.01.2026, 15:41:06. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.5771/0947-9856-2016-5-227


anteile in einer vorgegebenen oder auch 

in einer sich spontan ergebenden Prozess-

struktur verteilt sein können. Die Fragen 

sollen weiter unten im Hinblick auf „au-

tonomes“ Tätigwerden von Maschinen 

aufgegriffen werden. Vorerst sei nur die 

Frage gestellt, ab welcher Intensität man 

technisches Tätigwerden (agency) als 

„smart“ bezeichnen soll23 und ob man 

den Handlungsbegriff (action) künftig al-

lein für menschliches Handeln reservieren 

oder von einer Handlungsträgerschaft der 

Technik24 sprechen soll. Beispiele für tech-

nische Unterstützung in den vier Stadien 

von Handlungskette sind:

  Beobachtung durch allgegenwärtige 

„Datenstaubsauger“ und durch eine 

rasch anwachsende Vielzahl von Senso-

ren im Internet der Dinge

  Wissenserarbeitung durch Datenana-

lyse, die sog. predictive analytics, aber 

auch durch maschinelles Lernen, also 

die automatische Evaluation vorherge-

hender Tätigkeit der Maschine

  Kontextsensitive maschinelle Entschei-

dung im Sinne von Wahlakten auf-

grund von vorgegebenen Standards, 

der Aufnahme von Umgebungsdaten 

und des maschinellen „Lernens“, bis 

hin zur Veränderung dieser Standards  

  Aktortechnik: große und kleine Robo-

ter und Drohnen führen aus, was ihnen 

vorgegeben wird oder was sie selbst 

entschieden haben

Tätigkeitssequenzen, in denen menschli-

ches und technisches Handeln verzahnt 

sind, dienen unter anderem der Steue-

rung und Regulierung von technischen 

Geräten, aber auch von menschlichem 

Handeln und von gesellschaftlichen Ver-

hältnissen. Bezogen auf Letzteres verwen-

den wir „Regulierung“ gleichbedeutend 

mit Governance und Steuerung. Dabei 

soll auch unbeabsichtigte Regulierung, 

Governance bzw. Steuerung, die als Folge 

der Durchsetzung von Geschäftsinteressen 

faktisch stattfindet, einbezogen werden.25 

Dieses breitere Verständnis ist erforder-

lich, um faktische Wirkungen zu erfassen, 

unabhängig davon, welche Absichten die 

auf die Gesellschaft regulierend einwir-

kenden Akteure hegen. 

Einige kurzschlüssige Annahmen 
prägen die algorithmische 
Revolution

Beträchtliche Verwirrung resultiert nicht 
nur daraus, dass obiges Modell noch nicht 
Gemeingut ist und dass es auch sonst 
kaum analytisch gehaltvolle Darstellun-
gen der gesellschaftlichen Verwendungs-
weisen der Informationstechnik gibt. 
Neue Formen der Gestaltung des Zusam-
menwirkens von Mensch und Technik 
werden auch deswegen selten analytisch 
klar erfasst, weil einige Grundannahmen 
für selbstverständlich gehalten werden. 

„The character of an era hangs upon what 
needs no defense“.26 Wir greifen hier nur 
zwei der fraglosen Überzeugungen heraus: 
  Data mining wird umstandslos gleich-

gesetzt mit reality mining 
  Evidenzbasierte Governance by Num-

bers ist erstrebenswert: Statistik reicht 
als Wissensgrundlage für das Regie-
ren; sie wird immer feinkörniger und 
ergreift auch Verhaltensäußerungen 
der Menschen, so dass man diese nicht 
mehr zu fragen braucht

Weiter unten, nach der Behandlung der 
einzelnen Steuerungsinstrumente wird ein 
dritter Kurzschluss angesprochen: kon-
textsensitive Wahlakte von „autonomen“ 
Maschinen aufgrund von maschinellem 
Lernen werden als „Handeln“ akzeptiert, 
mit rechtlichen Folgen.

Realitätskonstruktion in der neu-
en Wissensgenerierung

Eine Realitätskonstruktion, in der die 
Welt kurzerhand mit der erfahrbaren 

Lenk, Die neuen Instrumente der weltweiten digitalen Governance

23 Vgl. Hildebrandt 2015, S. 21ff.

24 So einzelne Beiträge in Berger/Getzinger 2009.

25 Anders viele juristische Behandlungen der sog. 
Technoregulation, vgl. etwa Leenes 2011.

26 Lawrence Lessig, zitiert bei Hildebrandt 2011, S. 5.

27 Riedl 2015.

Realität gleichgesetzt wird, stellt die ent-
scheidende Verkürzung dar, auf deren 
Grundlage viele Operationen auf den 
großen Datenmengen („Big Data“) statt-
finden. Data Mining wird umstandslos 
als Reality Mining verstanden. Wie sich 
unsere Erfahrung zur Welt verhält, diese 
und andere Grundfragen der Möglichkeit 
menschlicher Erkenntnis werden beisei-
tegeschoben, weil ein berauschendes Ge-
bräu von Daten aus operativ nützlichen 
Verwaltungsregistern, aus der Abbildung 
des Surf- und Kommunikationsverhal-
tens, aus Social Media, aus dem Verhalten 
„smarter“ Dinge oder sonst woher, gro-

ßen Nutzen verspricht, neue Geschäftsmo-
delle und Innovation. Kaum wahrgenom-
men wird, dass Daten nicht naturgegeben 
sind, sondern Modelle von irgendetwas 
für irgendwen27, selbst wenn zum Beispiel 
Verhaltensäußerungen der Internetnutzer 
abgegriffen werden. Schon viele Daten, 
nicht erst ihre Auswertungen sind damit 
abhängig von erwarteten bzw. erwünsch-
ten Formen ihrer Nutzung. 

Das Datenabbild wird zur neuen Rea-
lität. Das wirkt allgemein (und zwar nicht 
erst mit der Nutzung der Daten durch Al-
gorithmen) auf die soziale Konstruktion 
von Wirklichkeit. Und dann sehen sich 
die Menschen zunehmend als die Summe 
ihrer Daten: „Ich bin mein digitales Pro-

»Eine Realitätskonstruktion, in der die Welt 
kurzerhand mit der erfahrbaren Realität 
gleichgesetzt wird, stellt die entscheidende 
Verkürzung dar, auf deren Grundlage viele 
Operationen auf den großen Datenmengen 
stattfinden. Data Mining wird umstandslos 
als Reality Mining verstanden.«
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fil“.28 Als wahr wird angesehen, was aus 
den Rohdaten (die immer schon im Hin-
blick auf Erkenntnisinteressen konstruiert 
sind) folgt. Daher wird es für möglich ge-
halten, alles vorherzusehen, ohne die Ur-
sachen verstehen zu müssen.29 Deduktive 
Rationalität wird damit aufgegeben; The-
orien werden als nutzlos deklariert. Man 
sieht sich gar auf dem Weg zu einer sozia-
len Physik.30

Andere Sichten bestehen daneben fort. 
Aber die verkürzte Sicht auf die Wirklich-
keit wird zunehmend akzeptiert. Damit 
bildet sich ein neues Wahrheitsregime (ré-
gime de vérité) heraus.31 Wenn sich Wahr-
heit nicht objektiv bestimmen lässt, dann 
ist wahr, was in der Gesellschaft als wahr 
akzeptiert und legitimiert wird. Damit ist 
die Grundlage dafür geschaffen, dass die 
algorithmische Steuerung der Gesellschaft, 
ihrer Organisationen und der Menschen 
als selbstverständlich angesehen wird. In 
wessen Interesse ist das? In die Schaffung 
von wahrem Wissen gehen immer Macht-
verhältnisse ein, und dieses Wissen wirkt 
durch organisiertes Handeln auf die Ge-
sellschaft zurück.

„Governance by numbers“: fein-
körnige Statistik als Grundlage 
von Governance

Die Algorithmisierung mündet ein in 
eine schon ältere Tendenz, Statistik zur 
Grundlage des Regierens mit Zahlen zu 
machen.32 Alles wird als Ding betrach-
tet, auch Menschen, aus deren äußerem 
Verhalten Rückschlüsse gezogen werden 
können. Neu ist aber zweierlei. Die neue 
Statistik unterscheidet sich von der amt-
lichen Statistik im bisherigen Sinne zum 
einen dadurch, dass ihren Auswertungen 
nicht immer Hypothesen zugrunde liegen 
müssen. Zum anderen dadurch, dass sie 
viel detaillierter ist. Sie erfasst Verhaltens-
daten, die ohne Wissen der Subjekte er-
hoben wurden und – im Sinne von „Der 
Körper lügt nicht“ – als zuverlässiger er-
achtet werden als bewusste Wahrnehmun-
gen und Aussagen der Menschen.33  

Diese neue Version der Evidenzba-
sierung von Politik wie auch anderer ge-
sellschaftlicher Teilsysteme (Gesundheit, 
Bildung) operiert alles weg, was nicht Re-
alität wurde, also alle Möglichkeiten, die 
in der Vergangenheit angelegt waren, aber 

nicht zum Tragen kamen. Im „Mann ohne 
Eigenschaften“ spricht Robert Musil vom 
Möglichkeitssinn: wenn es Wirklichkeits-
sinn gibt, muss es auch Möglichkeitssinn 
geben. Er bezeichnet ihn als „die Fähig-
keit, alles was ebenso gut sein könnte, zu 
denken und das, was ist, nicht wichtiger 
zu nehmen, als das, was sein könnte“.34 

Der numerische Realismus sieht nur 
noch den Schatten der Dinge, nicht diese 
selbst. Mit den Modellen werden Bereiche 
vergleichbar gemacht, die physisch in der 
Realität eigenständig sind und als Real-
objekte nicht verglichen werden können. 

Strom- und Wasserleitung sind physisch 
getrennt, aber ihre Datenschatten lassen 
sich verknüpfen, so dass Äpfel mit Birnen 
verglichen werden können, so dass be-
rechnet werden kann, was ihnen gemein-
sam ist. Teile der erfahrbaren Realität 
werden damit wegoperiert. 

Der neue Steuerungsmix

Diese Verkürzungen schaffen die Grund-
lage für den Einsatz neuer Governance-
mechanismen, um die Welt zu beeinflus-
sen. Um die tools of governance, die jetzt 
von privaten Spielern wie von Staaten 
eingesetzt werden können, genauer zu 
bezeichnen, kann an die politik- und ver-
waltungswissenschaftliche Diskussion von 
Steuerungsinstrumenten angeknüpft wer-
den.35 

In dieser Sicht können drei Gruppen 
von Gestaltungsinstrumenten unterschie-
den werden. Sie sind allesamt nicht neu; 
im Kontext der Algorithmisierung werden 
sie aber intensiver genutzt. Neben den seit 

langem bekannten Steuerungsinstrumen-
ten stick, carrot and sermon, also Zwang, 
Anreizen und Indoktrination, geht es 
jetzt vor allem um Kontextsteuerung: um 
die Gestaltung der Umgebung, in der die 
Menschen sich zurechtfinden müssen. 
Diese drei Gruppen sind:
  Zwingende Verhaltenssteuerung durch 

technische Architekturen statt durch 
imperatives Recht.

  Verhaltensbeeinflussung durch Perso-
nalisierung der informationellen Umge-
bung von Menschen und Organisatio-
nen 

  Maschinelle oder maschinell vorge-

prägte Entscheidungen über Zuwei-
sung von Positionen und von Ressour-
cen nach durch Algorithmen erzeugtem 
Profil

Regulation by technology: 
Verhaltenssteuerung durch tech-
nische Architekturen statt durch 
imperatives Recht
Neben die Steuerung der Gesellschaft 
durch imperatives staatliches Recht und 
durch finanzielle Anreize tritt immer mehr 
eine Kontextsteuerung durch technisch 

»Die neue Statistik erfasst Verhaltensdaten, 
die ohne Wissen der Subjekte erhoben 
wurden und – im Sinne von ‚Der Körper 
lügt nicht‘ – als zuverlässiger erachtet 
werden als bewusste Wahrnehmungen und 
Aussagen der Menschen.«

28 Meckel 2012, S. 36.

29 In diesem Sinne Pentland 2014.

30 Vgl. Pentland 2014 und zur Kritik Islam 2015.

31 Zu diesem von Michel Foucault ausgearbeiteten 
Konstrukt vgl. Avgerou/Mc Grath 2007 sowie 
Rouvroy 2011a und Rouvroy/Stiegler 2015.

32 Im Überblick Supiot 2015.

33 Rouvroy 2011.

34 Musil 1978, S. 16.

35 Zu den tools of government, Hood 1983; vgl. auch 
Hood 2006 sowie Raab/de Hert 2008.
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versteifte organisatorische Architekturen, 
die dem Verhalten keine Wahl mehr las-
sen. Hier geht es nicht mehr um rechtliche 
Ge- und Verbote, sondern um technische 
Vorrichtungen, die wie ein Drehkreuz kei-
ne Wahl im Verhalten lassen. Dann scha-
det es nicht, dass staatliche Sanktions-
macht als legitimer unmittelbarer Zwang 
fehlt. Gleichwohl nutzen nichtstaatliche 
Akteure gern noch die Staaten zur Absi-
cherung, wo es ihren Geschäftsinteressen 
dient, so wird Digital Rights Management 
über staatliches Urheberrecht abgesichert.

Damit können implizit Normen ge-
setzt werden: Code is law.36 Sie brauchen 
den Akteuren nicht bewusst zu sein. Die 
zwingende Architektur kann aber auch 
die Durchsetzung von schon bestehen-
den Rechtsnormen erleichtern, weil keine 
Freiheit zur Nichtbefolgung mehr besteht. 
Man kann also auch umgekehrt sagen: 
Digital Rights Management dient zur 
Durchsetzung von Urheberrechten37, die 
dann lückenlos werden können. 

Architektur als Governance-Instrument 
macht den Einsatz von Machtmitteln 
überflüssig. Denn sie lässt keine Wahl im 
Verhalten, auch dort, wo sie bestehende 
Rechtsnormen durchsetzen soll. Normati-
ve Erwartungen wandeln sich zu rigiden 
kognitiven Erwartungen von faktischen 
Zuständen.38 Kein Hintertürchen bleibt 
mehr offen; auf brauchbare Illegalität 
muss verzichtet werden. Und eine Weiter-
entwicklung der Normen aufgrund dis-
kursiver Rechtsfortbildung ist nicht mehr 
möglich.39

Darin muss man einen zivilisatorischen 
Rückschritt sehen. Das imperative Recht 
des Rechtsstaats wirkt anders als eine 
technisch versteifte Architektur, die einen 
Käfig um unser Verhalten baut. Recht ge-
stattet dem Individuum kluges Handeln.40 
Es transformiert gesellschaftliches Müs-
sen, das für die gesellschaftliche Ordnung 
lebenswichtig ist, in ein Sollen, womit 
persönliche Autonomie und gesellschaftli-
che Organisation verträglich werden. Die 
Sollensordnung des Rechts bedeutet „eine 
ebenso grundsätzliche wie vorläufige Ab-
schwächung des für die Gesellschaft an 
sich existenznotwendigen Müssens ihrer 
Glieder...; eine Abschwächung..., die auch 
das Moment der Macht begrenzt durch 
das der Anerkennung“.41

Personalisierung der Umgebung

Neben zwingende Gestaltungen, mit de-
nen man Brückenzoll erheben kann, tritt 
zweitens die Personalisierung unserer Um-
gebung. Das Handlungsfeld der Menschen 
wird mit technischen Artefakten struktu-
riert und begrenzt, die schlauer sein wol-
len als die geleiteten Menschen. In der 
„sanften Despotie einer smarten Umge-
bung“ (Mireille Hildebrandt) sind selbst-
organisierende Techniken am Werk, denen 

ihr Funktionsradius von ihren Entwick-
lern und ihren Herren vorgegeben wird. 
Letztere tendieren dazu, sich hinter den 
freigesetzten Maschinen zu verstecken, so 
dass der Anschein eines autonomic com-
puting entsteht.42 So erfolgt die laufende 
Rekonfigurierung der physischen und in-
formationellen Umgebung der Menschen 
auf eine Weise, die nicht in allen Einzel-
heiten mehr vorhersehbar ist. Diese Regu-
lierung bleibt größtenteils unsichtbar. Die 
Personalisierung beruht auf Entscheidun-
gen von Automaten, nach Vorgaben von 
deren Entwicklern bzw. Herren. Gesteuer-
te Selbstorganisation lässt Verantwortung 
verschwimmen. 

Die Maschinen „lernen“, was ich will, 
und sagen mir dann, was ich wollen soll. 
Google treibt das zur Perfektion. Eine 

Umgebung wird gestaltet, in der man 
nichts mehr findet, was einem Widerstand 
entgegensetzt. „Die Welt ist alles, was 
der ‚intelligenten Umgebung‘ einfällt“.43 
An meine Vergangenheit versucht man 
mich damit zu fesseln. Das hat Parallelen 
in evidenzbasiertem Policymaking. Aber 
man merkt gar nicht mehr, dass Policy 
gemacht wird. Und was als Evidenz zuge-
lassen wird,44 ist verengt auf Daten, die im 
überwiegenden Verständnis als „objektiv“ 
erscheinen. Die Akteure können sich als 

unpolitisch darstellen, sich gar über Poli-
tik lustig machen.

In diesen Zusammenhang gehören 
auch das „persuasive computing“ und 
das zielgenauere „nudging“45 auf der 
Grundlage von Daten über die Gruppe, zu 
der man die Adressaten zählt („big nud-
ging“46). Sie schaffen dem entscheidungs-
fähigen Individuum eine Umgebung, in 
der ihm nahegelegt wird, das zu tun, was 
die Anstifter für richtig halten. Beispiele 
dafür finden sich in Default-Regeln, die 
mit der Bequemlichkeit der Menschen 
rechnen. Grenzen, wann dies zulässig sein 
soll, werden hin und wieder gezogen.47 
Unwahrscheinlich ist aber, dass alle ir-
gendwelche Default-Regeln aufstellenden 
Verführer, aus Geschäftsinteresse oder 
sonst wie, sich an solche Vorgaben halten. 
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»Das imperative Recht des Rechtsstaats 
wirkt anders als eine technisch versteifte 
Architektur, die einen Käfig um unser 
Verhalten baut, indem es gesellschaftliches 
Müssen in Sollen transformiert, 
womit persönliche Autonomie und 
gesellschaftliche Organisation verträglich 
werden.«

36 Lessig 2006.

37 Vgl. Leenes 2011.

38 So Teubner 2003, S. 24f.

39 Vgl. Rouvroy 2011.

40 Auf diesen Aspekt der moralischen Entwicklung 
von Menschen weist vor allem Brownsword 2008 
hin.

41 In der Formulierung von Drath 1963, S. 41.
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42 Dazu mehrere Beiträge in Hildebrandt/Rouvroy 
2011.

43 Pflüger 2008, S. 380.

44 Dazu Böschen 2013.

45 Dazu Seckelmann 2015, S. 253ff.; vertiefend 
Seckel mann/Lamping 2016.

46 Nach Helbing 2015.

47 Exemplarisch Schedler/Labinot 2015; vgl. auch 
Helbing 2015.
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Entscheidung nach Profil

Zur Steuerung durch zwingende virtuelle 
Architektur und durch gezielte Gestal-
tung der Umgebung kommt drittens noch 
die Profilbildung. Immer häufiger werden 
Entscheidungen getroffen, bei denen nicht 
die Besonderheiten des Individuums als 
Grundlage herangezogen werden, son-
dern seine Zugehörigkeit zu Gruppen, die 
man pauschal kennzeichnet. Das kann 
erwünscht sein. Für Verwaltungsentschei-
dungen ergeben sich neue Möglichkeiten 
der Vereinfachung der Massenverwaltung, 
die damit ein individuelles Aussehen be-
kommt. Aber auch andere Dienstleister 
und Kontrolleure treffen Entscheidungen 
über Statuszuweisung, über Leistungs-

gewährung, über Prämiengestaltung bei 
Versicherungen etc. Auch wenn es sinnvoll 
sein mag, von Besonderheiten des Ein-
zelfalls abzusehen, führt das zu intrans-
parenten Entscheidungsprämissen. Die 
Profilbildung kann beruhen auf der sich 
jeder staatlichen Regelung entziehenden 
Sammlung und Vorverarbeitung von allen 
möglichen Daten. 

Für die Profilbildung spielt die Men-
ge und Vielfalt der nutzbaren Daten eine 
Rolle. An sich hat die Statistik schon im-
mer Daten gesammelt und dabei die Men-
schen als bloße Objekte behandelt. Aber 
statistisches Denken wird jetzt verfeinert, 
wobei der „Datenstaubsauger“ mehrere 
Sorten von Daten einsaugt: Nutzungsda-
ten bei der Internetnavigation; aus den 
Social Media abgezogene Daten; körperli-
che Daten des quantified self; Daten aus 
dem Internet der Dinge. Wer sich gegen 
Interpretation seiner körperlichen, psychi-
schen Daten wehren will, dem glaubt man 
nicht, weil wieder einmal (nach frühen 

Theorien des geborenen Verbrechers und 
nach dem Lügendetektor) die Vorstellung 
verbreitet wird, der Körper lüge nicht.48 

Bei den unmittelbar auf Profilbildung 
beruhenden Entscheidungen muss man 
zwei Konstellationen unterscheiden.
a. Die gegenwärtige wichtigste Kons-

tellation ist wohl der „maschinelle 
Anfangsverdacht“ als Prämisse für 
Entscheidungen, die von Menschen ge-
troffen werden. Hierher gehört predic-
tive policing. Kann man mit Wissens-
management verhindern, dass die ent-
scheidenden Menschen Fehler machen, 
weil sie die Prämissen ihrer Entschei-
dung nicht durchschauen? Es dürfte 
heute schon sehr schwer sein, eine vom 

maschinellen Vorschlag abweichende 
Entscheidung zu treffen; diese Situati-
on kennen wir bereits von der Nutzung 
von Expertensystemen her, welche Ent-
scheidungen vorschlagen.

b. Einen Schritt weiter geht es mit einem 
vollautomatischen Handlungszyklus 
des observe – think – act, also mit der 
Robotik und mit Drohnen. Sie tref-
fen selbsttätig Entscheidungen in dem 
Rahmen, der ihnen vorgegeben wur-
de. Die ausführende Handlung richtet 
sich nach den vom Sensor empfange-
nen Umweltdaten, die nach dem der 
Maschine eingepflanzten Algorithmus 
verarbeitet werden: Istwerte werden 
mit von Standards vorgegebenen Soll-
werten verglichen, und nach dem Ver-
gleichsergebnis startet der Effektor 
die Aktion. Deren mögliche „Kollate-
ralschäden“ werden von den Anwen-
dern dieser Technik billigend in Kauf 
genommen. Dabei lernen die Maschi-
nen, so dass sich ihre Reaktionen im 
Lauf der Zeit verändern können. 

Die Nutzung der neuen Steue-
rungs instrumente durch private 
Akteure schafft eine weltweite 
Overlay-Rechtsordnung
Um die gegenwärtig mit Digitalisierung 
bezeichneten gesellschaftlichen Verän-
derungen zu verstehen, sollte man den 
Denkrahmen staatlich gesetzten Rechts 
und nationaler Politik relativieren. Das 
geschieht am besten mit der Hypothese, 
dass sich mit der Nutzung der datenge-
triebenen Steuerungsinstrumente durch 
private Spieler eine weltweit geltende 
neue Rechtsordnung herausbildet. Sie hat 
Träumen vom Internet als einem rechts-
freien Raum schnell ein Ende bereitet und 
strukturiert mittels technischer Artefakte 
menschliches Verhalten, so wie man an 
einer Brücke Brückenzoll kassieren kann. 
Für den Zugang zu Gütern und Dienst-
leistungen baut diese Rechtsordnung Hür-
den auf. Sie weist Positionen und Rechte 
zu. Das Verhältnis zu staatlichen Rechts-
ordnungen ist ebenso klärungsbedürftig 
wie die Macht der Staaten, diese neue 
Overlay-Rechtsordnung im Rahmen neu-
artiger Politikregimes mit zu gestalten. 
Die Menschen sind beiden Ordnungen 
unterworfen. So richtet sich schon heute 
der Zugang zu Krediten oder Versiche-
rungsverträgen nach Profilen, deren Er-
stellung nicht transparent ist. Damit be-
wegt sich die staatliche Rechtsordnung im 
Rahmen dessen, was die Weltrechtsord-
nung vorgibt; sie muss hinnehmen, dass 
beispielsweise Verhaltensäußerungen von 
Facebook-Nutzern frei verfügbar sind. 

Wenn man „Recht“ weniger von sei-
ner Entstehung als vielmehr von seinen 
Wirkungen her versteht,49 dann haben 
wir es bei der Nutzung der genannten drei 
Steuerungsinstrumente durch globale Ak-
teure mit der Herausbildung einer neuen 
Rechtsordnung zu tun. Sie verhält sich 
zum staatlich gesetzten positiven Recht 
ähnlich wie das Recht des Codex Iuris 
Canonici. Ihre Regulation by Technology 

»In der sanften Despotie einer smarten 
Umgebung sind selbstorganisierende 
Techniken am Werk, denen ihr 
Funktionsradius von ihren Entwicklern und 
ihren Herren vorgegeben wird.«

48 Rouvroy 2011a.

49 In diesem weiten Rechtsbegriff lassen sich 
Normen mit rechtlichem Charakter schwer 
von anderen sozialen Normen abgrenzen. Er 
ist aber nützlich, um die akuter werdenden 
Probleme heraus zu arbeiten, die sich mit der 
Unterwerfung von Menschen unter mehre-
re Ordnungen, staatliche wie nichtstaatli-
che, stellen. Es geht nicht mehr nur um die 
Herausforderung staatlicher Rechtsordnungen 

Lenk, Die neuen Instrumente der weltweiten digitalen Governance

233VM 5/2016

https://doi.org/10.5771/0947-9856-2016-5-227 - Generiert durch IP 216.73.216.36, am 21.01.2026, 15:41:06. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.5771/0947-9856-2016-5-227


234 VM 5/2016

Lenk, Die neuen Instrumente der weltweiten digitalen Governance

wirkt teils zwingend, teils „soft“ beein-
flussend, auch wenn keine Normen ex-
plizit formuliert sind. Entscheidend ist ihr 
verhaltenssteuernder Einfluss. Implizite 
Normen sind in technische Artefakte und 
die von ihnen geprägten Verfahren fest 
oder by default eingeprägt. 

Die entstehende Overlay-Rechtsord-
nung ist hochpolitisch, viel einschneiden-
der als eine nur auf Regulierung des Inter-
net beschränkte „Zivil“-Verfassung.50 Po-
litisch ist sie allerdings nicht in dem Sinne, 
dass die sie gestaltenden Akteure Anhän-
ger finden müssen, um ihre politischen 
Ziele zu verfolgen. Denn die Politik wird 
jetzt von wenigen gemacht, die es nicht 
nötig haben, um Gefolgschaft zu werben. 
Sie können ihre Ziele mit technischen 
Vorkehrungen durchsetzen, die entweder 
Anpassung erzwingen oder für die Men-
schen so attraktiv ausgestaltet sind, dass 
sie Nachteile und Verhaltensanpassungen 
in Kauf nehmen. Beides sind Formen von 
struktureller Gewalt, mit der die Lebens-
welt kolonialisiert wird. 

Gestaltet wird diese Rechtsordnung 
von Akteuren, die technische Innova-
tionen in Umlauf bringen, ohne nach 
deren nachhaltigem Nutzen für andere 
als sich selbst und ihre Kunden zu fra-
gen. Kurzfristig mögen die neuen Gerä-
te und „Apps“ auf Begeisterung stoßen, 
und vielfach haben sie auch bleibenden 
Nutzen. Ihre Kombination prägt die Ge-
sellschaft. Große private Akteure sind 
am Werk, die sich zu faktischen Gesetz-
gebern aufspielen können und das auch 
tun. Dies vor allem, wenn sie wie Google 
glauben, die Menschheit auf den rechten 
Weg zu führen, jenseits der Staaten. Sie 
beanspruchen – besser als das Volk oder 
seine Vertretungen sowie staatliche Büro-
kratien – zu wissen, was der Gesellschaft 
frommt. Rücksicht auf Grundrechte oder 
sonstiges Recht nehmen sie nur, wenn 
ihr Geschäftsinteresse gebietet, auf deren 
Einforderung durch die staatliche Exe-
kutive oder Judikative einzugehen. Die 
Überzeugung, es sei alles zum Besten für 
die Menschheit, verschafft den „neuen Ja-
kobinern“51 die Legitimation für hemdsär-
meliges Durchregieren. Geschäftemachen 
und Menschheitsbeglückung haben in der 
kalifornischen Ideologie zueinander ge-
funden. Und die „Netzgemeinde“ applau-
diert, gefangen in ihrer Vorstellungswelt 

vom bösen Leviathan. Zu diesen großen 
Akteuren ist in einer Reihe von Veröffent-
lichungen52 und auch in vielen Zeitungs-
berichten genug gesagt, so dass hier nichts 
hinzugefügt werden soll. 

Autonome Technik?

An dieser Stelle muss etwas eingehender 
auf die schon angesprochene Bedeutung 
des „selbstorganisierten“ Tätigwerdens 
technischer Artefakte eingegangen wer-
den. Nachdem die Möglichkeit unkal-

kulierbaren Verhaltens von technischen 
Artefakten durch Science Fiction in unser 
Denken eingesickert war, sinken derzeit 
die Hemmschwellen, angeblich „auto-
nome“ Technik auf die Gesellschaft los-
zulassen. Nicht nur, dass diese Technik 
trainiert werden und sich selbst trainieren 
kann, um ihr Verhalten nach den Umstän-
den auszurichten. Wenn dies ohne Zögern 
als maschinelles „Lernen“ angesprochen 
wird, dann liegen allerlei Phantasien über 
die Übernahme des Denkens durch Ma-
schinen nicht mehr fern. Auch wenn die 
so genannte Künstliche Intelligenz hier 
bemüht wird, geht es immer nur um au-

tomatische maschinelle Reaktion auf Ab-
weichungen auf der Regelstrecke (Vorbild 
ist der Thermostat). Aber wie weit reicht 
das? Können „lernfähige“ Maschinen Ab-
sichten bilden? Sinnvoll ist es, Abstufun-
gen von „smartness“ einzuführen.53 Dies 
sollte jedoch nicht geschehen, ohne das je-
weilige Zusammenwirken von Menschen 
und Maschinen zu thematisieren. Ihr Zu-
sammenwirken kann in eine Stufenfolge 
gebracht werden, bis hin zur Vollautoma-
tion.54 Auch bei sehr schlauen Maschinen 
gibt es immer noch Menschen als Auto-

mationshirten und als Automationsflick-
schuster.55

Präzisieren lässt sich diese Vorstellung 
mit unserem Schema „Observe – think 
– act“. Das Neue, das in vielen alarmisti-
schen Darstellungen der so genannten Di-
gitalisierung Hoffnungen oder Schrecken 
erzeugt, liegt in der stärkeren Übernah-
me der Wissenserarbeitung und der Ent-
scheidungstätigkeit durch die Maschine 
selbst.56 Anders als einfache Industriero-
boter können die „schlauen“ Geräte auch 
ihr Handlungsprogramm auf der Basis 
vielfältiger Beobachtungen und Wissenser-

»Die Politik wird jetzt von wenigen gemacht, 
die es nicht nötig haben, um Gefolgschaft 
zu werben. Sie können ihre Ziele mit 
technischen Vorkehrungen durchsetzen, 
die für die Menschen so attraktiv 
ausgestaltet sind, dass sie Nachteile und 
Verhaltensanpassungen in Kauf nehmen.«

durch lokales Gewohnheitsrecht, sondern um 
den Kampf zweier Machtgruppen um Köpfe und 
Herzen. Die neue weltweite Overlay-Ordnung 
beruht im Übrigen nicht nur auf Zwang, son-
dern auch auf Anerkennung; das hat mit dem 
neuen Wahrheitsregime zu tun, mit dem, was 
die Menschen als taken for granted nehmen. 
– Dass dieses Overlay-Recht sich nicht in de-
mokratischen Verfahren herausbildet, sollte 
nicht im Rechtsbegriff festgemacht, sondern als 
Machtfrage diskutiert werden.

50 Teubner 2003.

51 Wewer 2014, S. 261ff.

52 Vgl. etwa Reinermann 2014; Rolf/Sagawe 2015.

53 So Hildebrandt 2015, S. 21ff.

54 Nachweise aus früheren Debatten über den Grad 
der Automation finden sich bei Köhl et al. 2014, S. 
175ff.

55 Nach Ausdrücken von Anders 1956.

56 Insofern muss, wie Raab und de Hert 2008 zu 
Recht betonen, die auf Detektoren und Effektoren 
fixierte Steuerungstaxonomie von Hood 1983 um 
weitere Überlegungen ergänzt werden.
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57 So Rammert 2004; zur „Handlungsträgerschaft“ 
von Technik vgl. auch die Beiträge in Berger/Get-
zinger 2009.

58 Hill 2015, S. 277 führt hier als Analogie die Un-
ter scheidung zwischen Grund- und Betriebs ver-
hältnis an.

59 Zur Abgrenzung vgl. Fuchs-Kittowski 2004.

60 Vgl. einführend Schmidt 2012.

61 In diesem Sinne Rees 2003, bes. S.47ff., 99ff.

62 Dazu treffend Coy 2014.

63 LuXemburg 2015.

64 Große Teile der Wissenschaft laufen den 
Ankündigungen kritiklos hinterher. Hier muss 
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arbeitung durch Entscheidungen ändern. 
Wenn man den Handlungsbegriff auf 
nicht-intentionales Tätigwerden erweitert, 
kann man hier eine Stufenfolge bilden.57 
Eine weitere Stufe nach der maschinellen 
Fähigkeit, das eigene Programm zu än-
dern, liegt darin, dass Maschinen selbst-
tätig in Lernprozessen die expliziten oder 
impliziten Normen erzeugen, die als Stan-
dards für ihr Verhalten wirken. Das wäre 
ein maschinelles Lernen zweiten Grades, 
indem die Maschine sich nicht nur auf 
Daten aus ihrer Umgebung einstellt, son-
dern die ihr vorgegebenen Standards, also 
die Ziele ihres Handelns, an ihre Erfah-
rungen anpasst. Hier fragt es sich, ob man 

die Bildung von Absichten, die Intentiona-
lität für menschliches Handeln reservieren 
soll. In einem vorgegebenen Rahmen58 
könnte durchaus von maschineller Ab-
sichtsbildung gesprochen werden. Den-
noch bleibt das maschinelle Tätigwerden 
immer noch ein technisches Funktions-
system, dessen Tätigwerden nicht mit 
menschlichem Handeln verwechselt wer-
den sollte.59

Das Risiko, das mit der Nutzung ma-
schineller Selbstorganisation im Dienste 
menschlicher Interessen – der Nutzerin-
nen oder der nach Gewinn strebenden 
Hersteller – eingegangen wird, muss deut-
lich benannt werden, ohne in die Übertrei-
bungen der Science Fiction zu verfallen. 
Freigesetzte Technik folgt anderen Regeln 
als ein festes Programm. Welche Instabi-
litäten nachmoderner Technik die Gesell-
schaft in welchem Rahmen hinnehmen 
kann, ohne sich aufs Spiel zu setzen, ist 
noch völlig unausgelotet.60 So erscheint 
angesichts des selbstorganisierenden Cha-

rakters von Biotechniken (der Syntheti-
schen Biologie) eine Prävention von bio-
logischen Großunfällen kaum mehr mög-
lich.61

An der vorurteilsfreien Bestimmung 
der Risiken fehlt es. Das führt zu völlig 
absurden Debatten über Rechte oder über 
Verantwortlichkeit von Robotern, anstel-
le ihrer Urheber bzw. Herren.62 Hier zeigt 
sich eine Verschmutzung des Denkens, die 
einer Kapitulation der demokratischen 
Politik gleichkommt. Selbst eine im Übri-
gen sehr aufschlussreiche Dokumentation 
der Rosa-Luxemburg-Stiftung ist mit ihrer 
Personifizierung von Robotern hierge-

gen nicht gefeit.63 Technische „Aktanten“ 
müssen genau so auf gesellschaftliche 
Regeln und auf organisationale Ziele hin 
ausgerichtet werden wie das für die Men-
schen gilt. Soweit ihre Führer allerdings 
Disruption anstreben, etwa durch losge-
lassene Roboterschwärme, sorgen sie sich 
darum ebenso wenig, wie Warlords ihre 
kriegerischen Haufen zügeln. Verhaltens-
regeln für schlaue Maschinen sind also 
aufzustellen und sie müssen gestalterisch 

durchgesetzt werden. Das heißt aber noch 
lange nicht, dass Robotern Rechtspersön-
lichkeit zugesprochen werden muss. Für 
rechtswidriges Tätigwerden smarter Gerä-
te haften die Entwickler oder die Nutzer, 
nicht jedoch ein mit menschlichen Zügen 
ausgestatteter Roboter.

Mögliche Reaktionen im öffentli-
chen Interesse auf den gegenwär-
tigen Gang der Dinge.

Die mit den neuen Steuerungsinstrumen-
ten geschaffenen Architekturen nimmt das 
staatliche Recht gegenwärtig hin. Mit der 
Regelung im Nachhinein, die unser lega-
listisches politisches System kennzeichnet, 
kommt es nicht mehr nach. Denn die für 
Gesetzgebung notwendige Erarbeitung 
des einschlägigen Wissens in der gegen-
wärtig üblichen Weise64 kann mit der Be-
schleunigung der Innovationen nicht mehr 
Schritt halten. Wenn immer nur auf die 
jeweils letzten Ankündigungen aus dem 
Silicon Valley reagiert wird, dann sind wir 
unfähig, uns vor Augen zu führen, wie die 
Annehmlichkeiten der algorithmischen 
Revolution, auf die wir mittlerweile an-
gewiesen sind, außerhalb der werbeab-
hängigen Geschäftsmodelle des Silicon 
Valley funktionieren könnten.65 Das im 
herrschenden Wahrheitsregime des Neo-
liberalismus angelegte Verbot, alternative 
Wege der Techniknutzung auch nur zu 
denken, führt in unkritische Hinnahme 
des Gegebenen66 und in einen Fatalismus. 
Wenn nun die Nachteile und Grenzen der 
herrschenden wirtschaftspolitischen Vor-
stellungen67 in der Bevölkerung zuneh-
mend erkannt werden, ist es an der Zeit, 
Strategien zu entwickeln, wie der Weg zu 
einer konvivialen Gestaltung der Digitali-
sierung aussehen könnte.68 Einen solchen 
Weg skizziert Bernard Stiegler mit der 

»Das Neue, das in vielen alarmistischen 
Darstellungen der so genannten 
Digitalisierung Hoffnungen oder Schrecken 
erzeugt, liegt in der stärkeren Übernahme 
der Wissenserarbeitung und der 
Entscheidungstätigkeit durch die Maschine 
selbst.«

jedoch hervorgehoben werden, dass die Daten-
schutz beauftragten des Bundes und der Länder 
einen beträchtlichen Schatz an Wissen erarbei-
tet haben und laufend weiter erarbeiten. Dieser 
könnte von der Politik weitaus stärker genutzt 
werden.

65 Dazu Morozov 2015.

66 Auch hierzu Morozov 2015a, der die Verzahnung 
von Kapitalismus und Technikentwicklung klar 
benennt.

67 Vgl. nur (im Zeitraffer) Schulmeister 2016.

68 Für einen Teilbereich habe ich dies unter 
Anknüpfung an die Arbeiten von Wilhelm 
Steinmüller versucht: Lenk 2015a.
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Forderung, aus der Not der Disruption 
eine Tugend zu machen, diese – in kleinen 
Schritten – umzulenken in Richtung einer 
wissensintensiven neuen Gesellschaft.69  

Das bedeutet verantwortbare Innova-
tionen70, die dafür sorgen müssen, dass 
die Evolution der Gesellschaft sich nach 
der Verfassung und nach rechtlichen und 
politischen Werten richtet. Das ist grund-
sätzlich möglich, weil auch massenhaft 
genutzte Technikanwendungen gestaltbar 
sind. Erreicht werden muss, dass sie im öf-

fentlichen Interesse gestaltet werden. Und 
die mentalen Hindernisse für diese Gestal-
tung müssen überwunden werden.

Wertsensible Gestaltbarkeit von 
Technikanwendungen und sozio-
technischen Systemen

Die Gestaltbarkeit der Artefakte, mit de-
nen unsere Gesellschaft durchsetzt ist, 
und ihrer Anwendungssituationen wird 
unterschätzt. Prinzipiell ist sie gegeben, 
aber sie wird in Abrede gestellt. Wie 
schon in der Aufbruchsstimmung nach 
dem Zweiten Weltkrieg herrscht heute 
wieder Technikdeterminismus, obwohl 
längst wissenschaftlich nachgewiesen ist, 
dass die Technikentwicklung weniger von 
Eigenschaften der jeweiligen Technik als 
vielmehr von bewussten und unbewuss-
ten Leitbildern sowie vor allem von den 
Interessen ihrer Entwickler und Finan-
zierer bestimmt wird.71 Die Machtspiele 
bei der Gestaltung werden ausgeblendet. 
Kritische Analysen der dahinter liegenden 
„kalifornischen Ideologie“, in der Hippie-
kultur, Weltverbesserungsträume, Technik-

gläubigkeit und Geschäftemacherei eine 
bunte Mischung eingehen, wie sie Gött-
rik Wewer mustergültig vorgelegt hat,72 
werden kaum zur Kenntnis genommen, 
geschweige denn, dass Folgerungen aus 
ihnen gezogen werden. 

Technikgestaltung heißt heute nicht 
mehr nur, Technik zum Laufen zu brin-
gen und dabei darauf zu achten, dass die 
Auftraggeber zufrieden gestellt werden. 
Vielmehr geht es darum, soziotechnische 
Systeme ganzheitlich zu gestalten nach 

erwünschten Vorstellungen und Werten.73 
Man darf nicht nur das technische Sub-
system gestalten und dann abwarten, ob 
die Praxis es annimmt, oder mit irgend-
welchen Tricks Akzeptanz dafür erzeugen. 
Vielmehr muss von vornherein von der 
gesamten soziotechnischen Handlungssi-
tuation ausgegangen werden. Jedoch wird 
die technikzentrierte Gestaltungspraxis 
durch wirtschaftliche Kräfte und Interes-
sen perpetuiert und zwar schon deshalb, 
weil Mehrfachverkauf von Lösungen 
ohne Rücksicht auf das jeweilige Umfeld 
angestrebt wird. 

Die erwünschten Vorstellungen und 
Werte können in das Gesamtsystem und 

»Die Suche nach Lösungen in altbewährten 
Bahnen des Datenschutzes reicht 
nicht aus. Um die Vorverlagerung des 
Schutzes von Menschenwürde und 
Persönlichkeitsrecht in ein ‚informationelles 
Selbstbestimmungsrecht‘ machen die 
neuen Governance-Werkzeuge schlicht 
einen Bypass.«

69 Stiegler 2016.

70 Dazu van den Hoven 2015.

71 Dies zeigen Untersuchungen der social const-
ruction of technology, die in eine Gesamtsicht 
eingehen können, wie sie Ropohl 2009, S. 296ff. 
bietet. Sie sind allerdings nicht unproblematisch 
in ihrer Einseitigkeit, worauf Ropohl ebd., S. 293ff. 
hinweist. 

72 Wewer 2014, S.199ff.

236 VM 5/2016

Lenk, Die neuen Instrumente der weltweiten digitalen Governance

seine technischen Bestandteile „hinein-
designt“ werden. Das value sensitive de-
sign74 weist den Weg, um die Vielzahl mo-
ralischer und gesellschaftlicher Werte und 
die Bedürfnisse aller Betroffenen mög-
lichst umfassend zu berücksichtigen. Dies 
ist gegenwärtig unter der Bezeichnung 
„Responsible Innovation“ Gegenstand ei-
nes europäischen Forschungsverbunds.75 
Verfassungsmäßige Werte, aber auch Da-
tenschutz, Sicherheit und Resilience kön-
nen bei verantwortbarer Gestaltung von 
vornherein berücksichtigt werden. Die 
Technikbewertung (technology assess-
ment) hat mit einer Systematisierung von 
Werten Vorarbeit geleistet, die sich in der 
VDI-Richtlinie 378076 niederschlägt.

Gestaltungschancen durch verant-
wortungsbewusste Innovationen

Mögen auch die großen Spieler sich auf 
solche Überlegungen nicht einlassen, so 
zeigen diese doch einen Weg, auf dem 
staatliche Rechtsordnungen die Ko-Evo-
lution von Gesellschaft und Informations-
technik mitgestalten und dabei ihre ver-
fassungsmäßigen Werte durchsetzen kön-
nen. Dabei sind rechtliche Überlegungen 
nötig, um die Regelungsziele zu klären. 
Jedoch muss deren Durchsetzung sich von 
der geradezu reflexhaften Schaffung neu-
er rechtlicher Regeln lösen und alterna-
tive Steuerungsmittel in Betracht ziehen. 
Die Suche nach Lösungen in altbewährten 
politischen und rechtlichen Bahnen, wie 
sie den Datenschutz und auch die Mant-
ra des so genannten Open Government 
(Transparenz, Partizipation, Kollabora-
tion) einschließlich der „Open Innovati-
on“ kennzeichnen, mag in Teilbereichen 
weiterhin sinnvoll sein; sie reicht aber 
nicht aus. Die gewöhnlich77 empfohlenen 
rechtlichen und politischen Gestaltungs-
mittel treffen auf territoriale Grenzen und 
auf Machtlagen, was sie prekär erscheinen 
lässt. Insbesondere der Datenschutz greift 
für die Gestaltung der technikdurchdrun-

73 Vgl. dazu auch Lenk 2015a

74 Vgl. van den Hoven 2008; Köhl et al. 2014, S. 162f.

75 Vgl. Bogner et al. 2014; van den Hoven 2015.

76 Verein Deutscher Ingenieure, Richtlinie 3780: 
Technikbewertung – Begriffe und Grundlage, in 
der Fassung von September 2000.

77 Auch von Helbing et al. 2016.
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genen Gesellschaft zu kurz, wenn er nicht 
in eine Designorientierung mündet, in eine 
privacy by design78. Denn um die Vorver-
lagerung des Schutzes von Menschenwür-
de und Persönlichkeitsrecht in ein „in-
formationelles Selbstbestimmungsrecht“ 
machen die neuen Governance-Werkzeuge 
schlicht einen Bypass. 

Gestaltung nach politisch und rechtlich 
konsensfähigen Grundsätzen kann vor al-
lem an drei Stellen ansetzen: Entnetzung, 
Resilienz und Durchblick.

Entnetzung

Viele Teilsysteme könnten heute so ent-
koppelt werden, dass kein Datenstaub 
bei Großkonzernen oder Geheimdiensten 

entsteht. Kann die sehr sinnvolle Über-
wachung mit Sensoren ausgestatteter ma-
terieller kommunaler Infrastrukturen, der 
utilities, nicht über abgekoppelte Netze 
erfolgen? Und es wäre doch möglich, dass 
Fitness-Armbänder, wenn man schon ihre 
Datenhuberei für gleichbedeutend mit In-
formationsgewinnung über Gesundheit 
hält, völlig autark arbeiten und nur ihre 
Trägerin informieren, die dann die Daten 
ihrem Arzt weitergeben kann. Desgleichen 
könnte die Förderung von Energiespar-
samkeit auch erreicht werden durch loka-
le, nicht vernetzte Messgeräte; die Steue-
rung der Energieproduktion durch smart 
grids ist bei Kleinverbrauchern ohnehin 
nicht sehr wirkungsvoll.

Resilienz

Ein wichtiges Feld für konviviales De-
sign der Technik, mit der wir leben, ist 
die Eingrenzung der Verwundbarkeit der 

Gesellschaft. Zugunsten wirtschaftsför-
dernder Innovationen wurde dieses schon 
vor Jahrzehnten beackerte Feld79 stark 
in den Hintergrund gedrängt. Aber auch 
auf der Grundlage unsicherer Netze und 
Infrastrukturen kann Sicherheit herge-
stellt werden. Das Nachdenken über Kri-
tische Infrastrukturen führt in die richtige 
Richtung. Es sollte sich aber nicht ein-
seitig auf die technische Seite des Prob-
lems beschränken und Menschen nur als 
wegzuoperierende Störenfriede sehen. 
Der Ansatz des Resilience Engineering 
geht davon aus, dass der „dynamische 
Non-Event“80 Sicherheit durch neuartige 
Mensch-Maschine-Interaktionsformen 
erreicht werden kann.81 Ein soziotech-
nischer Ansatz, der Stufen des Zusam-
menwirkens von Mensch und Technik 

unterscheidet, führt weiter als die blinde 
Ausrichtung am Ideal der Vollautomati-
on, das gegenwärtige Konzepte selbstfah-
render Autos oder anderer schlauer Dinge 
kennzeichnet. Die schwer zu realisierende 
Voraussetzung dafür ist, dass Menschen 
die Kontrolle über die technischen Teil-
systeme nicht entzogen wird, in die ihr 
Handeln eingebettet ist.82 Und lernende 
technische Systeme sind kontrollierbar zu 
gestalten, so dass Lernprozess und Lerner-
gebnis für die menschlichen Nutzer eines 
Roboters und für die von ihm Betroffenen 
transparent sind, so dass „Lernen“ gege-
benenfalls auch unterbunden oder rück-
gängig gemacht werden kann.83 Staatliche 
geförderte Sicherheitsforschung müsste 
hier die nötigen Grundlagen schaffen. 

Durchblick

Auch die Transparenz und die Nachvoll-
ziehbarkeit der maschinellen Wissenser-

arbeitung und der darauf gestützten Ent-
scheidungen können durch entsprechende 
Technikgestaltung gesichert werden, wenn 
der politische Wille dazu besteht. Der 
Wahrnehmungssteuerung durch Algorith-
men muss begegnet werden, sowohl im 
Interesse der Entscheidenden als auch in 
dem der von den Entscheidungen Betrof-
fenen. Die so entstehenden Entscheidungs-
prämissen müssen in ihrer Tragweite 
durchschaubar sein. Um hier Verantwort-
lichkeit und Abwehrrechte der Betrof-
fenen zu sichern, sind Gestaltungsmaß-
nahmen erforderlich, nicht nur rechtliche 
Regelungen. Was hier möglich ist, ist ge-
genwärtig noch nicht genügend klar, man-
gels gedanklicher Durchdringung der sich 
in der Overlay-Rechtsordnung ausdrü-
ckenden Machtverhältnisse einschließlich 
des régime de vérité, das uns Vertrauen 
auf undurchschaute Vorgaben abnötigt.84

Zusammenfassend geht es für alle drei 
genannten Ansätze, Resilienz, Entnetzung 
und Durchblick, letztlich um Gestaltung. 
Weil diese wertbezogen ist, sind rechtliche 
und ethische Erwägungen unabdingbar. 
Diese müssen Gestaltung anleiten, wie es 
mit dem applied turn85 in der Ethik ange-
strebt wird.

Das kann erreicht werden mit neuen 
Infrastrukturen in öffentlicher Regie, mit 
öffentlicher Finanzierung von verantwort-
baren Innovationen und auch mit finanzi-
ellen Anreizen, um europäischen Firmen 
nachhaltige und verantwortbare Entwick-
lungen zu ermöglichen. Im Rahmen der 
Innovationsförderung könnte dies durch-
gesetzt werden, jedenfalls in Teilbereichen. 

Was behindert die politische 
Gestaltung der „algorithmischen 
Revolution“?

Aber warum geschieht in dieser Hinsicht 
noch nichts? Das Machtgefälle zwischen 
weltweit agierenden Großunternehmen 

»Die durchweg unkritische Hinnahme der 
laufenden Technisierung der Welt hat viel 
damit zu tun, dass die Menschen sie im 
Hinblick auf ihr eigenes Leben bewerten. Sie 
müssen dabei Sorge tragen für ihr Selbst, 
für die Konsistenz und das Gelingen ihres 
Lebens.«

78 Zu ihnen Bennett/Raab 2006, bes. S. 177ff.

79 Vgl. nur Rossnagel et al. 1989.

80 Weick 2003, S. 43.

81 Vgl. Hollnagel et al. 2006.

82 Dazu Grote 2009.

83 Grote 2009, S. 148.

84 Zu kurz gegriffen, aber grundsätzlich der richtige 
Ansatz: Hill 2015.
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und Staaten drückt sich in Denkzwän-
gen aus, es prägt das nun herrschende 
Wahrheitsregime. Politiker stehen in Ver-
suchung, sich einer das Schlaraffenland 
versprechenden (oder auch nur die Angst 
vor einer ungewissen Zukunft beschwich-
tigenden) Technik auszuliefern. Deren 
Produzenten versprechen die Lösung aller 
möglichen Probleme. Das führt zum Ab-
danken des Gestaltungswillens, was schon 
1976 von Abbe Mowshowitz vorausge-
sagt wurde.86 

Gestaltung auf staatlicher Ebene setzt 
voraus, dass die neue Weltrechtsordnung 
benannt und die Macht der sie gestalten-
den Akteure, einschließlich des von ihnen 
gestützten régime de vérité durchschaut 
wird. Was im nationalen Rahmen möglich 
ist, kann ausgelotet werden, wenn man öf-
fentliches Handeln in öffentlichen Rechts-

formen wieder in sein Recht einsetzt und 
wenn sich staatliche Förderungspolitik an 
wertbezogenen Kriterien ausrichtet. Hier 
kann nur angedeutet werden, dass auf 
der Grundlage eines gedanklichen Schich-
tenbaus der „virtuellen“ Wirklichkeit, in 
dem sich die weltweite Algorithmisierung 
bewegt, Freiräume geschaffen werden 
können, sichere Inseln in einem letztlich 
unsicheren Ozean. Das setzt voraus, dass 
politisch und rechtlich Ziele gesetzt und 
expliziert werden, damit nicht Ziele und 
Kriterien von der verfügbaren Technik 
souffliert oder einseitig im Interesse der 
Auftraggeber vorgegeben werden. 

Wenn diese Gestaltung blockiert er-
scheint, so hat dies mit dem Fatalismus 
der nationalen Politik zu tun. Eine ratio-
nale, an Verfassungswerten ausgerichtete 
Gestaltung der Ko-Evolution von Ge-

sellschaft und Informationstechnik muss 
diesen Fatalismus überwinden. Das wird 
sehr schwer fallen, nicht nur wegen der 
teilweise sehr subtilen Argumentation der 
Nutznießer der gegenwärtigen Entwick-
lung. Ihr Bestreben, Akzeptanz dieser 
Entwicklung zu erreichen, ihre Nachtei-
le zu entschärfen und weniger profitable 
Alternativen auszublenden, hat es leicht. 
Denn die durchweg unkritische Hinnah-
me der laufenden Technisierung der Welt 
hat viel damit zu tun, dass die Menschen 
sie im Hinblick auf ihr eigenes Leben be-
werten. Sie müssen dabei Sorge tragen für 
ihr Selbst, für die Konsistenz und das Ge-
lingen ihres Lebens. 

Gegen die damit gegebene Trägheit 
und Pfadabhängigkeit wollen die vorste-
henden Ausführungen einen Beitrag dazu 
leisten, dass konviviale Alternativen zum 

herrschenden Lauf der Dinge gedacht und 
organisiert werden können. Die Analyse 
der Mittel, mit denen neue mächtige Ak-
teure die Gesellschaft zu formen trach-
ten, in Konkurrenz zu der nachlassenden 
Macht der Staaten, ist eine entscheidende 
Voraussetzung für die Zukunft öffentli-
chen Handelns, für demokratische Poli-
tik. Wenn auch die gegenwärtig in Europa 
herrschende Endzeitstimmung das Gegen-
teil suggeriert: die Zukunft ist offen. Wir 
sollten sie nicht durch falsches Denken 
vernageln.

85 van den Hoven 2008.

86 Mowshowitz 1976.
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