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Zusammenfassung

Fiir die Wahrung der Grundrechte der Betroffenen im Rahmen der Verar-
beitung ihrer Daten ist es an einigen Stellen der Datenschutz-Grundverord-
nung (DSGVO) gefordert, die Risiken der Datenverarbeitung abzuwiégen.
Eine Reihe von Datenverarbeitungen erfordern zudem eine Datenschutz-
Folgenabschitzung. Eine Konsultation der potentiell Betroffenen selbst ist
nach DSGVO nicht obligatorisch, erscheint jedoch duflerst sinnvoll.

Im Projekt ,KIDD - KI im Dienste der Diversitit*! erproben wir einen
Ansatz zur partizipativen Ausgestaltung und Einfiihrung von KI-Anwen-
dungen und algorithmischen Entscheidungssystemen in Betrieben, bei dem
die Beriicksichtigung der Diskriminierungsfreiheit im Fokus steht. Die
frithzeitige Einbindung unterschiedlicher Perspektiven ermdglicht es, Wer-
te wie Datenschutz und Diskriminierungsfreiheit im Sinne eines Value-Sen-
sitive-Designs von Anfang an zusammenzudenken und so zu einer daten-
schutzfreundlichen Gestaltung zu gelangen. Auf diese Weise wird auch die
DSGVO-Anforderung eines Datenschutz-by-Design Ansatzes adressiert.
Der Beitrag diskutiert das entwickelte partizipative Verfahren und die
praktischen Herausforderungen vor dem Hintergrund der Anforderungen
an Datenschutz-Folgenabschidtzungen und des Ansatzes des Value-Sensiti-
ve-Designs.

1. Einleitung
Digitalisierungsprozesse haben einen stetig wachsenden Einfluss auf viel-

faltige Lebensbereiche. Im KIDD-Projekt, aus dem dieses Paper entstanden
ist, fokussieren wir auf die Arbeitswelt. Insbesondere die Einfithrung von

1 Das KIDD-Projekt wurde geférdert vom Bundesministerium fiir Arbeit und Soziales.
Mehr Infos zum Projekt: kidd-prozess.de (letzter Aufruf 20.04.2023).
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algorithmischen Entscheidungssystemen (AES), die personenbezogene Da-
ten automatisiert erfassen, analysieren und auf Basis der Ergebnisse eine
Entscheidung(-sempfehlung) ableiten, birgt fiir Unternehmen Chancen
und Risiken. Um strukturelle Benachteiligungen Einzelner und Einschrin-
kungen von Grundrechten in der Anwendung von AES zu minimieren,
miissen mogliche Auswirkungen solcher Anwendungen schon wihrend des
Design-Prozesses reflektiert, Risiken abgewogen und angemessene techni-
sche Losungen entworfen werden. Um sicherzustellen, dass die Werte, auf
denen unsere Grundrechte beruhen, bei der Entwicklung von Softwaresys-
temen beriicksichtigt werden, zeichnet sich Value-Sensitive-Design (VSD)
als ein theoretisch fundierter Ansatz aus, der darauf abzielt, gesellschaftli-
che Werte wihrend des gesamten Gestaltungsprozesses zu beriicksichtigen
(Friedman u. a. 2013).

Schon lange vor dem Inkrafttreten der Datenschutz-Grundverordnung
wurde Datenschutz und das Grundrecht auf Privatsphére in verschiedenen
Ansitzen von Impact-Assessments, oder zu deutsch: Folgenabschatzungen,
diskutiert und erprobt (z. B. Wright und de Hert 2012), und eine daten-
schutzfreundliche Entwicklung durch Privacy-by-Design gefordert. Seit
2018 sind aber sowohl Datenschutz-by-Design also auch eine Datenschutz-
Folgenabschitzung (DSFA) in bestimmten Féllen rechtlich geboten.

Im Projekt ,KIDD - KI im Dienste der Diversitit?> (KIDD) wird ein
standardisierter Prozess entwickelt, mithilfe dessen Unternehmen befdhigt
werden sollen, ,gerechte, transparente und verstandliche” IT- und KI-Syste-
me zu entwickeln oder einzukaufen und einzufiithren. Im Folgenden stellen
wir diesen Prozess als einen Ansatz vor, um durch die Beteiligung von Mit-
arbeitenden und Betroffenen ihre Perspektive bei Entwicklungs- und Ein-
fithrungsprozessen in Unternehmen einzubinden und somit insbesondere
Grundrechtsrisiken zu vermindern und im Prozess der Technikgestaltung
zu berticksichtigen (,by-Design®) und damit eine datenschutzkonforme
Entwicklung zu unterstiitzen. Abschlieffend geben wir Einblick in die da-
mit verbundenen Herausforderungen der Umsetzung. Der Prozess bildet
folglich einen Ansatzpunkt, Datenschutz-by-Design und DSFA gemeinsam
zu denken, und so den Schutz der Grundrechte bei der Entwicklung und
Einfithrung von Software ernst zu nehmen.

2 Der Fokus liegt auf den Konzepten der franzésischen und britischen Datenschutz-Auf-
sichtsbehorden Commission Nationale de I'Informatique et des Libertés (CNIL) und
Information Commissioner’s Office (ICO), des deutschen Bundesverband Informati-
onswirtschaft, Telekommunikation und neue Medien (Bitkom), und des wissenschaft-
lichen Konsortiums Forum Privatheit.
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2. Datenschutz-Folgenabschdtzungen ohne Betroffene?

Eine wichtige Methode des Datenschutzes fiir die Abwégung der Risiken
der Datenverarbeitung fiir die Grundrechte der Betroffenen und die Wahl
entsprechender Abhilfemafinahmen ist die DSFA (Art. 35 Abs.7 DSGVO).
Sorgfiltig durchgefiihrt, ermdglichen DSFA eine systematische Identifikati-
on von Risiken und bieten somit eine wertvolle Basis fiir die strategische
Weiterentwicklung und Verbesserung von Produkten und Dienstleistungen
(Friedewald u.a. 2022, S.439). Die DSFA beschrankt sich nicht nur auf
die Risiken fiir Datenschutz und Privatheit, sondern umfasst nach Art. 35
Abs.1 DSGVO allgemein ,die Rechte und Freiheiten natiirlicher Personen®.
Bei algorithmischen Systemen bezieht sich dies insbesondere auf Fragen
von Gleichheit und Diskriminierungsfreiheit.

In Art.35 Abs. 9 DSGVO ist gefordert, gegebenenfalls ,den Standpunkt
der betroffenen Personen oder ihrer Vertreter zu der beabsichtigten Verar-
beitung® einzuholen. Die Einbeziehung der Perspektive der Betroffenen
leuchtet unmittelbar ein, allerdings wird diese nicht explizit vorgeschrieben
und auch nicht ausgefiithrt, wie diese ,Vertretung“ konkret aussehen soll.
Insgesamt wird fiir die DSFA in der DSGVO nur ein weiter Rahmen
definiert, den die Datenverarbeitenden selbst ausfiillen miissen. Verschie-
dene Prizisierungen und methodische Frameworks werden aber von Da-
tenschutzbehorden, Wissenschaftler:innen und Verbanden diskutiert. Die
Auswahl der Methode und ihre Umsetzung obliegt aber der datenverarbei-
tenden Organisation (Friedewald et al. 2022, S. 425).

Martin u. a. (2020) analysieren unterschiedliche DSFA-Konzepte® und
arbeiten unter anderem die verschiedenen Priorisierungen von Konsulta-
tionen heraus. Die formulierten Anforderungen reichen von geringen Vor-
gaben hinsichtlich der Einbindung ,interessierter* Gruppen bis hin zu
der Anforderung, Konsultationen von Betroffenen oder ihren Vertreter:in-
nen grundsatzlich durchzufithren und nur in begriindeten Ausnahmefillen
auszulassen. Die Einbindung von Betroffenen bringt dabei verschiedene
Herausforderungen mit sich, da diese sowohl technisch als auch juristisch
und hinsichtlich der sozialen Implikationen keine Expert:innen sind, son-

3 Im referenzierten Artikel wurden DSFA-Verfahren der franzgsischen und britischen
Datenschutz-Aufsichtsbehérden Commission Nationale de I'Informatique et des Liber-
tés (CNIL) und Information Commissioner’s Office (ICO), des deutschen Bundesver-
band Informationswirtschaft, Telekommunikation und neue Medien (Bitkom), und
eine aus dem wissenschaftlichen Konsortium Forum Privatheit heraus entwickelte
Methode miteinander verglichen.
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dern fiir die qualifizierte Bewertung von Risiken befdhigt werden miissen
(Friedewald u. a. 2022). Zudem bestehen haufig Interessenskonflikte, bspw.
wenn Mitarbeiter:innen zwischen ihren Bediirfnissen und den Anforde-
rungen ihrer Arbeitgeber:in abwigen miissen. Eine sorgfiltige Auswahl
der Konsultierten, und unter Umstdnden die Moderation durch externe
Expert:innen erscheinen daher dringlich angeraten (vgl. Friedewald u. a.
2022, S.440). Im Rahmen des KIDD-Projekts haben wir einen Prozess
entwickelt, der aufzeigt, wie die Einbindung von Betroffenen in der Abwé-
gung und Adressierung von Datenschutzrisiken ausgestaltet und moderiert
werden kann. Im Folgenden wird dieser Prozess naher ausgefiihrt.

3. Privacy, Datenschutz und andere: Werte ,,by-Design®

Im KIDD-Projekt haben wir einen Prozess entwickelt, der - iiber eine
reine Folgenabschatzung hinausgehend - ein Value-Sensitive-Design (VSD)
ermOglicht und Betroffene partizipativ in die Technikentwicklung einbe-
zieht. VSD zielt darauf ab, dass Menschen, egal ob sie als Individuen,
Organisationen oder Gesellschaften agieren, die Werkzeuge und Techno-
logien, die sie nutzen und mit denen sie interagieren, moglichst selbstbe-
stimmt formen; so wie umgekehrt diese Werkzeuge und Technologien die
menschliche Erfahrung und Gesellschaft formen (Davis und Nathan 2014).
Dies gilt umso mehr bei der Gestaltung von Systemen, die versuchen, die
Interaktion zwischen Mensch und Computer weiterzuentwickeln, und in-
novative Methoden wie lernende Algorithmen einsetzen. Demnach gehort
zu unserem Verstdndnis eines Value-Sensitive-Design, Konsultationen nicht
nur moglichst frith vor der tatsdchlichen Einfiihrung oder Fertigstellung
einer Software durchzufithren, sondern die Software so weit wie moglich
in ihrer Ausrichtung und Anwendung den Bediirfnissen der Betroffenen
anzupassen.

Aus einer Vielzahl von methodischen VSD-Ansitzen (vgl. Friedman and
Hendry 2019), die in verschiedenen Stadien eines Designprozesses ange-
wendet werden konnen, sind fiir uns drei Komponenten als Saulen der
methodologischen Uberlegungen zentral (vgl. Friedman u. a. 2013):

1. Interaktion: Welche Menschen sind von dem zu entwickelnden System
betroffen und welche Werte vertreten sie? Interagieren Stakeholder di-
rekt oder sind sie indirekt vom System betroffen?

2. Werte-Spannungen: Unterschiedliche Werte konnen konsensual oder wi-
derstrebend sein. Zudem sind menschliche Werte keine statischen Gebil-
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de, sondern andern sich dynamisch im Laufe der Zeit. Wichtig ist daher
ein offener und konstruktiver Umgang mit den entstehenden Spannun-
gen.

3. Koevolution von Technologie und Sozialstruktur: Mensch-Computer-In-
teraktion auf Systemebene ist keine Einbahnstrale. Der technische Ge-
staltungsraum kann nicht losgelost von den sozialen Strukturen, in
denen er entsteht, betrachtet werden. Damit wird deutlich, dass ein
Gestaltungsprozess dieser Interaktion nicht nur in einem der beiden Ge-
staltungsrdume stattfinden kann, sondern technische und soziale System-
bestandteile je fiir sich und in ihrem Zusammenspiel betrachtet werden
miissen.

Wihrend VSD in der Praxis noch nicht fiir die Entwicklung von KI-Syste-
men eingesetzt oder moduliert wurde (Umbrello und Bellis 2018), finden
sich im hier vorgestellten KIDD-Prozess, der die partizipative Einfithrung
von KI-Systemen adressiert, die beschriebenen Merkmale des VSD-Ansat-
zes wieder. VSD ist jedoch keineswegs der einzige Ansatz zur Integration
ethischer Werte in Entwicklungsprozessen. Wie Umbrello und Bellis haben
wir uns fiir VSD entschieden, weil es - im Vergleich zu parallel oder frii-
her entwickelten Ansitzen wie z. B. Values in Design (Nissenbaum 2001),
Worth-Centered Design (Cockton 2009) oder Design for Values (Van den
Hoven 2015) - in verschiedenen Anwendungsbereichen erfolgreich ange-
wandt wurde, wihrend einige neuere Ansétze wie z. B. IEEE Std 7000-2021
(IEEE 2021) zwar vielversprechend sind, aber noch keine breitere Anwen-
dung und Erprobung erfahren haben.

4. KIDD: Ein holistischer Ansatz zur partizipativen Technikgestaltung

Ziel des KIDD-Prozesses ist es, Unternehmen und ihre Beschiftigten zu be-
fahigen, die Ausgestaltung und Einfiihrung von KI-Anwendungen und AES
wirksam mitzugestalten und dabei sicherzustellen, dass neu eingefiihrte
Systeme gemeinsam ausgehandelten ethischen Anforderungen entsprechen.
Der KIDD-Prozess beruht dabei auf der Annahme, dass die Entwicklung
von Softwareanwendungen, die weitreichende Implikationen fiir Unterneh-
men und Beschiftige haben, nicht alleine in der Hand von Entwickler:in-
nen oder unternehmensinternen Entscheidungstriger:innen liegen soll,
sondern die Nutzer:innen und Betroffenen selbst bei der Ausgestaltung des
digitalen Systems umfinglich einzubinden sind.
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Diese Einbindung wird im KIDD-Prozess durch die Einrichtung und
Arbeit eines Gremiums ermdglicht, das im Projekt als ,Panel der Vielfalt*
(PdV) bezeichnet wird. Das PdV ist ein primér innerbetriebliches Gremi-
um, das in seiner Zusammensetzung ein moglichst breites Spektrum an
Perspektiven abbildet und frithzeitig und kontinuierlich im Software-Ent-
wicklungs- und -Einfithrungsprozess beteiligt wird. Im Sinne der DSGVO
kann das PdV als Gremium verstanden werden, in dem die Standpunk-
te und Perspektiven der Betroffenen bzw. ihrer ,Vertreter:innen“ zur Aus-
gestaltung der Software bzw. der beabsichtigten Verarbeitung der perso-
nenbezogenen Daten eingeholt werden (siche Art.35 Abs.9 DSGVO).
Im gesamten KIDD-Prozess finden sich eine Reihe an Elementen aus
dem Value-Sensitive-Design wieder. Zu Beginn des Prozesses findet eine
Stakeholder-Analyse statt, in der fiir das Projekt relevante Akteur:innen
sowie deren Ziele und Einstellungen identifiziert werden, um sie addquat
im KIDD-Prozess und ggf. im PdV einbeziehen zu kénnen. Zu einem
frithen Zeitpunkt im Prozess der Softwareentwicklung bzw. -anschaffung
unternimmt das PdV eine Folgenabschétzung, in der die Mitglieder des
Gremiums auf Basis von personlichen und technisch-organisationalen Er-
fahrungen und Werten ,Hoffnungen und Befiirchtungen® beziiglich der
Einfithrung der Software-Anwendung formulieren. Die Folgenabschitzung
im KIDD-Prozess ist dabei weniger formalisiert, zugleich aber inhaltlich
breiter konzipiert als die DSFA, die als Nachweis-Instrument im Kontext
der DSGVO vorgesehen ist. Die Mitglieder des PAV sammeln und diskutie-
ren in diesem Schritt Chancen und Risiken, die sie mit der Einfithrung
der Anwendung sowohl fiir die Organisation als auch fiir sie als individuell
Betroffene assoziieren. Durch eine diverse Zusammensetzung des Gremi-
ums soll sichergestellt werden, dass eine mdglichst grofle Bandbreite an
Verzerrungen und Diskriminierungspotenzialen in der Anwendung bereits
im Vorfeld der Entwicklung und Einfithrung identifiziert und minimiert
werden.

Aufbauend auf den Ergebnissen der Folgenabschitzung formuliert das
PdV anschlieflend erste allgemeine Anforderungen, wie die Software aus-
gestaltet sein soll und welche organisationalen und strategischen Aspekte
bei der Einfiihrung der Anwendung beriicksichtigt werden miissen. Im
Rahmen des Adaptions- bzw. Entwicklungsprozesses der Anwendung tritt
das PdV in einem nichsten Schritt in einen Aushandlungsprozess mit den
Softwareentwickelnden hinsichtlich der ethischen und diskriminierungs-
sensiblen Gestaltungsoptionen der Software und formuliert konkrete soft-
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warebezogene Empfehlungen. Grundlage dafiir ist die transparente und
verstandliche Darstellung dieser Gestaltungsoptionen durch die Software-
expert:innen. Da eine fundierte Schulung des gesamten PdV in technischen
Spezialfragen nicht méglich ist, bedarf es im Aushandlungsprozess mit den
Softwareentwickelnden und bei der Formulierung konkreter Empfehlun-
gen einer geschulten KIDD-Moderator:in, die den KIDD-Prozess operativ
durchfithrt und moderiert. Hierbei sieht der KIDD-Ansatz jedoch nicht
notwendigerweise den Einsatz eines externen Facilitators vor. Vielmehr
wird davon ausgegangen, dass interne Mitarbeitende befahigt werden, den
Prozess zu moderieren.* In diesem Aspekt weist der KIDD-Prozess Paral-
lelen zum Ansatz des Collaboration Engineering auf, in dem ebenfalls An-
wender:innen ermichtigt werden, wiederholbare Kollaborationsprozesse
zum Beispiel im Kontext der Gestaltung von Datenschutzprozessen eigen-
standig durchzufiihren (siehe Hornung et al. 2022). Im KIDD-Prozess kann
dariiber hinaus jedoch die Unterstiitzung durch eine KI-Expert:in sinnvoll
sein, die technisch komplexe Sachverhalte fiir das PdV allgemeinverstind-
lich darstellen und bei der Formulierung softwarebezogener Empfehlungen
unterstiitzen, aber auch kritische Nachfragen hinsichtlich der Gestaltung
der Software stellen kann.

Die Praxis zeigt, dass bei der Formulierung der Anforderungen oft
sehr unterschiedliche Werte und Vorstellungen gegeneinander abgewogen
werden miissen. Diese Diskussions- und Entscheidungsprozesse miissen
dokumentiert und im Unternehmen transparent kommuniziert werden,
um einen konstruktiven und fiir alle nachvollziehbaren Diskurs zu ermdg-
lichen. Schliefilich wird vor Inbetriebnahme der Anwendung gemeinsam
mit dem PdV abgestimmt, auf welche Weise die kontinuierliche Einhaltung
der ethischen und diskriminierungssensiblen Anforderungen sichergestellt
werden kann, und es werden die dafiir nétigen Monitoringmafinahmen
definiert.

Um sicherzustellen, dass der KIDD-Prozess in Unternehmen von den
relevanten Akteur:innen reibungslos umgesetzt werden kann und eine ho-
he Erfolgsaussicht auf Anerkennung hat, wurden im KIDD-Prozess kon-
krete Ankniipfungspunkte und Schnittstellen zu etablierten Entwicklungs-
und Einfithrungsprozessen von IT-Anwendungen herausgearbeitet. Der
gemeinsame Austausch zwischen Entwickler:innen und Betroffenen ist
herausfordernd, da die verschiedenen Perspektiven einander verstandlich

4 Eine entsprechende Schulung wurde ebenfalls im KIDD-Projekt entwickelt.
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gemacht werden miissen, bringt aber einen konstruktiven Diskurs zutage,
der die Software verbessern kann, und gleichzeitig Akzeptanz stiftet. Gene-
rell kann man feststellen, dass die Betroffenen sehr schnell die essentiellen
Fragen fiir eine grundrechtssensible, datenschutzfreundliche und damit
akzeptanzfihige Softwaregestaltung stellen, und dabei auch den Nutzen der
Software fiir Mitarbeitende und Unternehmen mitdenken.

5. Fazit

In der Praxis verlduft die Verkniipfung von Software-Einfithrungsprozess
und die Beteiligung der verschiedenen Stakeholder und der von der Da-
tenverarbeitung direkt Betroffenen nicht immer reibungslos. Hier sind
noch Anpassungsschritte des KIDD-Prozessmodells notwendig, die in der
praktischen Auseinandersetzung und Anwendung erarbeitet werden. Die
Erfahrungen aus den Experimentierraumen, in denen der KIDD-Prozess in
enger Zusammenarbeit mit Unternehmen entwickelt und angewandt wur-
de, macht bereits deutlich, dass die gute Vorbereitung und prizise Planung
des Beteiligungsprozesses im Unternehmen unerlésslich sind, um einen
fiir alle Beteiligten nutzbringenden Austausch zu etablieren: in diesem Fall
zwischen dem Panel der Vielfalt als Betroffenengremium, der Management-
ebene und den Software-Entwickelnden. Die erfolgreiche Umsetzung des
KIDD-Prozesses bedarf der Definierung klarer Zielsetzungen, Rahmenbe-
dingungen und Aufgabenstellungen, welche offen und transparent kommu-
niziert werden miissen.

Partizipative Technikgestaltung als Methode zur Verwirklichung eines
Value-Sensitive-Design ist also kein Selbstldufer, sondern erfordert ernst-
hafte und sorgfiltig organisierte Auseinandersetzungen auf verschiedenen
Unternehmensebenen. Essentiell ist dabei, vorab auf den verschiedenen
Ebenen das Problembewusstsein zu stidrken und die Diskussionen an den
entscheidenden Stellen sensibel zu moderieren. Richtig angewendet, kann
der skizzierte Beteiligungsprozess sowohl eine aussagekraftige DSFA unter-
stiitzen, als auch ein Datenschutz-by-Design-Prozess in der Entwicklung
etablieren. Einerseits wird im entwickelten Prozess lange vor der tatsachli-
chen Einfithrung einer Software ein Raum geschaffen, in dem Betroffene
Nutzen und Risiken kritisch reflektieren konnen; das gegriindete Panel

5 Ausfiihrliche Berichte iiber die verschiedenen Fallstudien finden sich in Kiirze auf der
Website des Projekts: kidd-prozess.de.
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der Vielfalt begleitet den Einfithrungsprozess von Anfang an. Die Gestal-
tung der Software (Auswahl, Konfiguration, Entwicklung) wird somit im
Sinne eines Datenschutz-by-Design von Anfang an auch im Sinne der
Nicht-Diskriminierung und dem Schutz der Grundrechte der Betroffenen
gestaltet. Andererseits findet in dieser begleitenden kritischen Diskussion
ein sorgfaltiger Abwédgungsprozess statt, der die ,,Abschitzung der Folgen
der vorgesehenen Verarbeitungsvorgiange fiir den Schutz personenbezoge-
ner Daten” (Art. 35, Abs.1, DSGVO) beinhaltet, und durch entsprechende
Dokumentation belegt werden kann. Der beschriebene KIDD-Prozess stellt
einen empirisch erarbeiteten und aus der organisationalen Praxis heraus
entwickelten Ansatz dar, um kiinftig Unternehmen dabei zu unterstiitzen,
Risiken fiir die Grundrechte abzumildern und Transparenz und Mitbestim-
mung fiir die Betroffenen zu fordern.
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