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Verweis auf Art. 9 DSGVO ist mindestens ungunstig, da dieser
geschlechtsbezogene Daten gerade nicht erfasst.>

2. Betroffenenrechte

Das Problem fehlender Transparenz wird im Al-Act nicht um-
fassend adressiert, denn die mafSgebliche Transparenzvorschrift
in Art. 13 Al-Act zielt lediglich auf die Nutzer*innen von al-
gorithmischen Systemen ab. Art. 27 Al-Act, in dem Pflichten
der Nutzer*innen von KI-Systemen geregelt sind, enthilt keine
Pflichten gegenuiber Betroffenen.> Die Verfahrensregeln des
Al-Acts konnen damit zwar als Verkehrssicherungspflichten zu
individuellen Anspriichen fuhren,*® allerdings sind keine Aus-
kunfts- oder Beschwerderechte normiert, es fehlen Moglichkeiten
fiir die kollektive Rechtsdurchsetzung. Diese Liicke wird auch
nicht durch die geplante 6ffentliche Datenbank geschlossen, in
der die Hersteller *innen Gebrauchsanleitungen fur ihre Systeme
bereitstellen miissen, da auch insoweit keine Betroffenenrechte
normiert sind.’”” Bei den Umsetzungs- und DurchsetzungsmafSnah-
men des Al-Act sollte mindestens sichergestellt werden, dass die
Regelungsunterworfenen (Anbieter*innen und Nutzer*innen) und
Aufsichtsbehorden nicht nur iiber technologische Kompetenzen,
sondern auch tiber Kompetenzen im Bereich der Gleichstellung
und Diskriminierungssensibilitat verfugen mussen.’®

IV. Regulierungsbedarf iiber den Al-Act hinaus?

Der Diskriminierungsschutz wird zwar ausweislich der Begriindung
und Erwigungsgrinde als wichtiges Regulierungsziel angespro-
chen,” aber in dem verfiigenden Teil weder explizit als Schutzziel
definiert noch ausreichend umgesetzt. In der Folgenabschitzung
zum Entwurf fehlen konkrete Aussagen dartber, ob der Diskri-
minierungsschutz aus Sicht der EU-Kommission durch andere
europdische Rechtsakte, wie die DSGVO und die Antidiskriminie-
rungs- bzw. Gleichstellungsrichtlinien hinreichend abgesichert ist.*
Als problematisch konnte sich in dem Zusammenhang der Grad der
beabsichtigten harmonisierende Wirkung der Verordnung erweisen;
es bleibt unklar, ob die Vorschriften voll- oder teilharmonisierende
Wirkung haben sollen.®' Da die Verfahrensregelungen zwar dem
Grundrechtsschutz, einschliefSlich des Rechts auf Nichtdiskriminie-
rung aus Art. 21 EU-GRCh und Art. 23 Eu-GRCh, dienen sollen,

diesem Anspruch aber nicht gerecht werden, muss die Moglichkeit
verbleiben, im Zweifel ein hoheres Schutzniveau — z.B. durch
Anderungen im AGG - zu normieren.

Die Bundesregierung erkennt in ihrer eher knappen Stellung-
nahme zum Gleichstellungsbericht die Diskriminierungspoten-
ziale an und fordert wichtige Forschungsprojekte, bleibt aber im
Hinblick auf konkrete Regulierungsvorschlige wenig konkret.®
Sie erklidrt aber die Absicht, sich fiirr wirkungsvolle MafSnahmen
einsetzen zu wollen, um verbotene Diskriminierungen durch
»KI*“ zu verhindern, aufzudecken und zu sanktionieren.®* Dass
dieser Einsatz dringend geboten ist, zeigt sich bei einer Analyse
des AT-Acts im Hinblick auf den Diskriminierungsschutz schnell.
Es ist deshalb zu hoffen, dass auch die neue Bundesregierung das
Gesetzgebungsverfahren entschieden und unter Beriicksichtigung
sowohl der Empfehlungen der Sachverstandigenkommission fiir
den Dritten Gleichstellungsbericht als auch der Datenethikkom-
mission im Sinne der Gleichstellung und des Diskriminierungs-
schutzes begleitet. Wenn sich der Diskriminierungsschutz auf
unionaler Ebene nicht hinreichend verwirklichen lisst, sollten die
Empfehlungen auf nationaler Ebene zeitnah umgesetzt werden.
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Prof. Dr. Aysel Yollu-Tok ist Professorin fiir VWL, insbesondere
Sozial- und Wirtschaftspolitik an der Hochschule fiir Wirtschaft
und Recht Berlin. Sie ist Direktorin des Harriet Taylor Mill-
Instituts fiir Okonomie und Geschlechterforschung. Sie war

Eine kiirzere Fassung des Interviews ist bereits im Newsletter der

Geschaftsstelle fiir den Dritten Gleichstellungsbericht erschienen,
online <<https://www.dritter-gleichstellungsbericht.de/kontext/
controllers/newsletter.php?id=8>> (Zugriff: 9.11.2021).
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Erlaubnis

Yollu-Tok*

Vorsitzende der Sachverstindigenkommission fiir den Dritten
Gleichstellungsbericht.

Prof. Dr. Aysel Yollu-Tok, Sie haben die Sachverstiandigenkom-
mission fiir den Dritten Gleichstellungsbericht geleitet. Wie
konnen wir uns die Arbeit der Kommission vorstellen?

Als mich die damalige Bundesministerin Franziska Giffey im
April 2019 mit dem Vorsitz der Kommission beauftragt hat,
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habe ich diese Herausforderung gerne angenommen. Ich war
bereits Mitglied der Sachverstindigenkommission fiir den Zwei-
ten Gleichstellungsbericht und wusste, auf uns kommen zwei
Jahre intensive ehrenamtliche Arbeit zu. Spannend war diese
Aufgabe insbesondere deshalb, weil wir Digitalisierung und
Geschlechterverhiltnisse zusammen denken sollten —im Jahre
2019 war das noch Neuland. Niemand von uns hat damals
damit gerechnet, dass die Pandemie uns unmittelbar mit den
Maoglichkeiten, aber auch mit den Herausforderungen der
Digitalisierung konfrontieren wiirde.

Die Arbeit dieser Kommission war dadurch geprigt, die Ar-
beitssitzungen der Kommission, die Hearings mit Expert*innen,
Absprachen innerhalb der Arbeitsgruppen, die Redaktionsar-
beit und vieles mehr in virtuellen Raumen durchzufiithren. Viele
von uns mussten die Herausforderungen meistern, mobiles
Arbeiten und Sorgearbeit zu vereinbaren. Das betraf nicht nur
die Kommission selbst, sondern etwa auch die Beschiftigten
der Geschiftsstelle, die uns inhaltlich wie organisatorisch tat-
kraftig unterstitzt haben. Letztlich haben wir gemeinsam den
Titel unseres Gutachtens, den wir auch als Auftrag verstehen,
ganz praktisch erprobt: Digitalisierung geschlechtergerecht
gestalten!

Die Kommission der Sachverstiandigen fiir das Gutachten war
interdisziplindr aufgestellt. Was war das spannendste, das
Sie von lhren Kolleg*innen beziiglich Technik und Geschlecht
lernen konnten?
Interdisziplinaritdt ist mir nicht fremd. Neu waren aber fur
mich die Zusammenarbeit mit Kolleg*innen aus der Informatik
und ihre kritische Sicht auf die technik- und marktzentrierte
Digitalisierung. Viele technische Entwicklungen kommen oft
als das Ergebnis einer neutralen Wissenschaft daher. Wenn die
Entwickler*innen von Technik nur sich selbst als Mafs aller
Dinge nehmen, wird Technik in der Regel von weifSen Mannern
mittleren Alters hauptsichlich fiir weifse Manner mittleren Alters
passend sein. Das ist nicht neu. Wir kennen alle Beispiele aus
unserem Alltag, etwa Herzmedikamente, die fir Frauenkoper
ungeeignet sind, weil sie nur an Minnern getestet wurden.
Neu ist, dass durch die datengetriebene Digitalisierung diese
Verzerrungseffekte eine neue Dimension bekommen. Es ist nun
moglich, unterschiedliche Informationen aus unterschiedlichen
Quellen schnell, einfach und preiswert zu verkniipfen. Nur die
wenigsten wollen bzw. konnen die Genese dieser Daten hin-
terfragen. Zusitzlich wird durch den Einsatz algorithmischer
Systeme der Berechnungsprozess komplex und intransparent.
So konnen nicht nur Geschlechterstereotype, sondern auch
Rassismus fortgeschrieben werden.

Konnen Sie diesen Zusammenhang von Digitalisierung und
Geschlecht an einem Beispiel veranschaulichen?

In den knapp 200 Seiten unseres Gutachtens finden Sie viele
Beispiele und nahezu tiglich schreibt das Leben neue. So auch
im Herbst 2020, mitten in der Corona-Pandemie. Wie alle habe
ich auf die gute Nachricht gewartet, dass endlich ein Impfstoff
zum Schutz vor Covid-19 entwickelt wurde. Dann ist dem
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Forscherpaar Ozlem Tiireci und Ugur Sabin mit dem Mainzer
Unternehmen BioNTech und dem Pharmakonzern Pfizer der
Durchbruch gelungen. Alle Medien haben sofort tiber Ugur
Sabin berichtet, den Vorstandsvorsitzenden von BioNTech —
aber wenig iiber Ozlem Tiireci, die Leiterin der Abteilung fiir
Klinische Entwicklung in der Firma. Die stereotype Berichter-
stattung wurde im Algorithmus der grofSten Suchmaschine in
Deutschland fortgeschrieben, denn sie benennt die Funktion
von Ugur Sahin vollig korrekt, wihrend Ozlem Tiireci von der
Suchmaschine lediglich als seine Ehefrau ausgewiesen wurde.
Auch wenn niemand absichtlich die Leistung dieser Forscherin
unsichtbar machen wollte, tragen sogenannte ,,lernende Algo-
rithmen* Stereotype weiter und beeinflussen unsere Sicht auf
die Welt. Das ist vielen nicht bewusst.

Welche Rolle haben juristische Perspektiven im Rahmen der
Gutachtenerstellung gespielt?

Die Digitalisierung ist ein Prozess, der die Zustandigkeit einzel-
ner Fachdisziplinen weit tiberschreitet. Entsprechend interdis-
ziplindr war unsere elfkopfige Kommission zusammengesetzt:
Neben Okonomie, Informatik und Rechtswissenschaften auch
Soziologie, Sozialpidagogik und Wirtschaftsingenieurwesen.
So unterschiedliche Perspektiven zu biindeln war ganz schon
herausfordernd, gerade wenn es um Begriffe und Vorgehens-
weisen ging. Wir haben eine gemeinsame Sprache gesucht und
auch gefunden.

Die beiden Juristinnen in unserer Runde, Prof. Dr. Katja
Nebe und Prof. Dr. Indra Spiecker gen. Déhmann, haben mit
ihrem scharfen Blick auf rechtliche Regelungen wesentlich zu
den fruchtbaren Diskussionen und — wie ich finde — dem span-
nenden Ergebnis beigetragen. Letztlich ist so ein Gutachten
wissenschaftliche Politikberatung im besten Sinne: wir wollen
nicht nur informieren, sondern Menschen ins Handeln bringen.
Je konkreter unsere Empfehlungen, auch auf rechtlicher Ebene
sind, umso besser. Mit ihrer Expertise zum Arbeits- und Sozi-
alrecht sowie zu Datenschutz und Grundrechten haben sie das
Gutachten mafSgeblich mitgestaltet.

Die Sachverstiandigenkommission spricht von der Digitalisie-
rung als Gelegenheitsfenster fiir die Gleichstellung? Kénnen
Sie dazu ein Beispiel benennen?

Ein Beispiel? Ich konnte gleich 101 Beispiele nennen. So viele
Handlungsempfehlungen haben wir in unserem Gutachten for-
muliert. Sie alle zielen auf die wesentlichen Voraussetzungen, um
die Digitalisierung geschlechtergerecht zu gestalten: nicht nur der
Zugang zu relevanten Ressourcen, sondern auch die Nutzung
digitaler Technologie und die Gestaltung der Technik, aber auch
die Gestaltungsmacht in Wirtschaft, Politik und Wissenschaft
sind wesentliche Voraussetzungen. Wenn diese drei Vorausset-
zungen wie ein roter Faden den digitalen Transformationspro-
zess begleiten, 6ffnen sie tatsdachlich ein Gelegenheitsfenster,
fiir echte Gleichstellung in unserer Gesellschaft. Wir mochten
mit unserem Gutachten AnstofSe fiir gute Rahmenbedingungen
geben und Menschen ermutigen, sich am Gestaltungsprozess
der Digitalisierung aktiv zu beteiligen.
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