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Abstract

Die Nutzung digitaler Medien, Programme und Systeme ist heute fester
Bestandteil des Lebens, sowohl im Alltag als auch zur Kontaktpflege und
zum Ausstauch in Schule und Freizeit sowie fiir Lernzwecke. Dabei wer-
den sowohl explizit als auch implizit zahlreiche personliche und personen-
bezogene Informationen gesammelt und gespeichert, was zu Datenschutz-
risiken hinsichtlich der Verletzung der horizontalen (durch andere Nut-
zer*innen) oder vertikalen (durch Unternehmen oder Regierungen) Privat-
heit fithren kann. Insbesondere Kinder und Jugendliche sind als vulnera-
ble Nutzergruppe zu verstehen, die die Risiken, die sich fiir ihre personli-
chen Daten ergeben, nicht vollumfinglich erfassen und ihren Handlungs-
spielraum beziiglich der Kontrolle ihrer Daten nicht kennen. Die besonde-
re Herausforderung besteht darin, praktikable Losungsansitze zu finden,
die sich nicht auf die binire Unterscheidung zwischen Nutzung und
Nicht-Nutzung beziehen, sondern Kinder und Jugendliche darin unter-
stltzt, effektive Strategien zu erlernen, mit denen sie ihre Daten bei der
Nutzung von Medien und Software schiitzen konnen (Livingstone/Stoilo-
va/Nandagiri 2019: 4-45). Unter dieser Pramisse beleuchtet der folgende
Beitrag potenzielle Risiken der Privatheit von Kindern und Jugendlichen
aus entwicklungspsychologischer Perspektive ebenso wie in privaten sowie
schulischen Nutzungskontexten und schlieSt mit der Vorstellung verschie-
dener Losungsansatze.

1. Problemstellung
Noch immer verindern digitale Technologien unseren Alltag zusehends.
Die Digitalisierung fithrt zu neuen Moglichkeiten der Kommunikation

und der Aufgabenbewiltigung im privaten wie im beruflichen Kontext.
Doch nicht nur der Alltag der Erwachsenen andert sich; auch oder viel-
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leicht sogar insbesondere der der jungen Generation. Im Lernkontext wer-
den sowohl in der Schule als auch Zuhause Tools eingesetzt, um den Lern-
fortschritt der Schiiler*innen optimal zu unterstiitzen, aber auch einsehbar
und nachvollziehbar zu machen (Romero/Ventura 2020: 1-21, Pardo/
Siemens 2014: 438-450). Im privaten Bereich sind Kinder und Jugendliche
miteinander iber Smartphones vernetzt, treten in Online-Games gegenei-
nander an, schicken sich per WhatsApp Fotos und Sprachnachrichten und
folgen sich gegenseitig auf sozialen Netzwerkseiten (Hajok 2019: 6-8, Rath-
geb/Behrens 2018b: 2-88). Auch in den privaten Haushalten, die eigentlich
einen Ruckzugsort darstellen, halten immer mehr ,intelligente” Gerite
Einzug, die Daten tber die Haushaltsmitglieder und somit auch tber Kin-
der aufzeichnen. Tatsichlich geben zwischen 93 und 97% der 12 bis 19-
Jahrigen an, ein Smartphone zu besitzen (Engels 2018: 3-26, Rathgeb/
Behrens 2018a: 2-80) und 98% berichten, dass ein PC oder Laptop im
Haushalt existiert und somit Zugang zum Internet besteht (Rathgeb/
Behrens 2018a: 2-80). Auch sogenannte smarte Technologien sind auf dem
Vormarsch: 31% der 12-19-jahrigen Jugendlichen sagten, dass ein Weara-
ble (ein am Korper getragenes System, das Nutzer- und Interaktionsdaten
aufzeichnet) im Haushalt existiert und 16% gaben an, dass ein digitaler
Sprachassistent im Haushalt vorhanden ist (Rathgeb/Schmid 2019: 2-60).

Bei allen Vorteilen und Erleichterungen, die diese Technologien mit
sich bringen, darf auf der anderen Seite die Tatsache nicht vergessen wer-
den, dass gleichzeitig die Wahrscheinlichkeit von Verletzungen der Privat-
heit steigt. Besonders bei jungen Menschen scheinen Privatheitsgefahrdun-
gen durch andere Personen besonders hoch zu sein (Drachsler/Greller
2016: 89-98). Cyber-Mobbing, Scham durch das unumkehrbare Veroffent-
lichen intimer Informationen, die fur das restliche Leben online abrufbar
sein konnen, aber auch physische Treffen mit Personen, die ihre wahre
Identitit verschleiern, konnen die Folge sein. Privatheitsverletzungen kon-
nen aber nicht nur durch Gleichaltrige oder unbekannte Personen entste-
hen, sondern auch Eltern wird es erleichtert, viel tiefer in private Bereiche
ihres Kindes vorzudringen als es ohne Technologie moglich ist (Pardo/
Siemens 2014: 438-450). Zusatzlich sammeln auch Unternehmen unbehel-
ligt Informationen von Kindern und Jugendlichen und legen Personlich-
keitsprofile an (Ifenthaler/Schumacher 2016: 176-181). Je weiter die Tech-
nisierung und Digitalisierung voranschreitet, desto einfacher kdnnen sen-
sible Daten gesammelt werden, da die Heranwachsenden — hiufig unbe-
wusst und lediglich auf Basis ihres Verhaltens — viele Daten von sich preis-
geben.

Auf der Basis von einschlagiger Literatur kann zwischen einer horizon-
talen und einer vertikalen Dimension der Privatheit unterschieden werden
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(Masur 2018: 446-465). Dabei ist der vertikalen Privatheit zuzuordnen, dass
Technologieanbieter und Internetfirmen Daten sammeln, um sie im Rah-
men der Datenokonomie fiir sich finanziell nutzbar zu machen. Mit hori-
zontaler Privatheit wird angesprochen, dass gleichaltrige Kontaktpersonen
Daten erhalten, die zum Beispiel bei Cyber-Mobbing zum Nachteil der
Person eingesetzt werden konnen. Eine Zwischenform, die weder kom-
plett dem vertikalen noch dem horizontalen Bereich zuzuordnen ist, stel-
len Verletzungen der Privatheit dar, die durch Eltern und Lehrer*innen ge-
schehen. So haben beispielsweise Eltern die Moglichkeit, regelrechte Uber-
wachungs-Apps auf den Geriten ihrer Kinder zu installieren oder Sensoren
am Schulranzen anzubringen, die den Weg zur Schule tberwachen. Durch
Anwendungen wie Google Family Link und Apple Screen Time erhalten
Eltern die Kontrolle tiber zahlreiche Aspekte, wie das Sperren von als un-
geeignet empfundenen Internetseiten, die Limitierung der Nutzungszeiten
des Gerits, die Ortung des Gerites, die Entscheidung tber den Download
von Apps, Nutzungsstatistiken, bis hin zum Mithéren von Telefonaten
oder Mitlesen von Nachrichten. Allerdings sind auch weitere Elemente der
Privatheitsverletzung durch Eltern dokumentiert: iber Sharenting (ein Be-
griff, der sich aus sharing und parenting zusammensetzt und die weitrei-
chende Veréffentlichung von Bildmaterial der eigenen Kinder bezeichnet)
werden Fotos oder Videos mit den Kindern als Protagonisten geteilt, ohne
dass sie dem zugestimmt haben. Auch die Anschaffung von Geriten wie
Sprachassistenten setzt Kinder einem Privatheitsrisiko aus, das sie selbst
weder gewihlt haben noch tberblicken konnen. Die Moglichkeiten der
Uberwachung durch Lehrer*innen gestalten sich etwas subtiler. Die Nut-
zung von Lernsoftware ist beispielsweise dabei behilflich, wesentlich la-
ckenloser als durch die herkémmliche Erteilung von Aufgaben und deren
Kontrolle, nicht nur die Lernergebnisse zu prifen, sondern auch jeglichen
Nutzungsfortschritt, Log-in Zeiten und detaillierte Aspekte der Lernkurve
nachzuvollziehen (Ifenthaler/Schumacher 2016: 176-181). Die Tatsache,
dass dies zu — fiir manche Schiiler*innen nachteilige — Inferenzen tGber ihre
Intelligenz, Leistungsbereitschaft und Tagesablaufe fithren kann, wird al-
lerdings bislang kaum diskutiert (Biehl/Hug 2019: 6-96). Auch Uberwa-
chungstechnologien auf dem Schulhof oder gar im Klassenraum sind zwar
momentan in Deutschland noch undenkbar, werden aber beispielsweise in
Australien als Mittel diskutiert, um Bullying zu vermeiden (McKeith
2019).

Im folgenden Beitrag werden diese unterschiedlichen Szenarien aus psy-
chologischer Sicht diskutiert. Dabei wird zunachst aufgezeigt, inwiefern
man vor dem Hintergrund entwicklungspsychologischer Erkenntnisse da-
von ausgehen kann, dass Kinder und Jugendliche tatsachlich besonders ge-
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fihrdet sind. Dann werden potenzielle Privatheitsverletzungen im privaten
Raum analysiert und herausgehoben, welche Aspekte hemmend oder for-
dernd auf das Privatheitsverhalten von Kindern und Jugendlichen wirken.
In einem weiteren Kapitel wird dann der schulische Kontext beleuchtet
und reflektiert, welche Gefahren und Chancen dort identifizierbar sind.
Abschliefend werden mogliche Maffnahmen vorgeschlagen. Die viel-
schichtige und zentrale Rolle von Eltern und Lehrer*innen werden auf-
grund ihrer Bedeutung besonders betont.

2. Privathert in entwicklungspsychologischen Zusammenhdngen

Privatheit scheint fiir die kindliche und jugendliche Entwicklung unerlss-
lich zu sein. So ist Privatheit zum Beispiel bedeutend fiir die Entwicklung
eines selbststindigen, unabhingigen Selbstkonzeptes. Der wachsende Sinn
fir das eigene Selbst geht einher mit einem Verstindnis von Kontrolle
tber Informationen, die das eigene Selbst betreffen (Piaget 1966: 528-528).
Die Entdeckung, dass Privates, Geheimnisse oder sogar Liigen solange ver-
deckt bleiben, bis sich das Kind dazu entscheidet, diese Dinge zu enthiil-
len, fithren zum Gefiihl eines autonomen Selbstkonzeptes (Kupfer 1987:
81-89). Selbstbestimmung kann beschrieben werden als Kontrolle dartber,
welche Aspekte der eigenen physischen oder psychologischen Existenz Teil
der Erfahrung einer anderen Person werden oder nicht (Kupfer 1987:
81-89). Privatheit schafft hier also einen Ruckzugsort, an dem das eigene
Selbst erprobt werden kann, und an dem auch verschiedene Rollen stu-
diert und — ohne Bewertung von anderen — eingenommen oder wieder
verworfen werden koénnen.

Entwicklungstheoretikern zufolge gibt es mindestens vier wichtige Ent-
wicklungsziele bei Heranwachsenden: Autonomie, Identitat, Intimitat und
die Entwicklung der sexuellen Personlichkeit (z.B. Bukatko 2008: 1-577,
Steinberg 2008: 78-106). Diese vier Entwicklungsziele scheinen sich stark
mit vier von Westin (1967: 166-170) definierten Funktionen der Privatheit
zu uberschneiden. Diese vier Funktionen der Privatheit sind persénliche
Autonomie, Selbstbewertung, begrenzte und geschiitzte Kommunikation
sowie das Ausleben der eigenen Emotionen. Peter und Valkenburg (2011:
221-234) schlussfolgern, dass die Erreichung dieser Entwicklungsziele oh-
ne Privatheit gar nicht oder nur eingeschrankt moglich ist. Sie gehen bei-
spielsweise davon aus, dass Autonomie nur erreicht werden kann, wenn
durch die Wahl und Kontrolle des Alleinseins ausreichende Unabhingig-
keit geschafft werden kann. Identitit und Intimitit kann insbesondere in
geschitzten (Online-)Raumen entwickelt werden, in denen Selbstdarstel-
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lung und Kommunikation erprobt werden kann. Auflerdem erleichtere
die Privatheit die sexuelle Selbstentdeckung, da sie von moralischem
Druck befreit (Peter/Valkenburg 2011: 221-234).

2.1 Warum gelten Kinder als besonders vulnerable Gruppe?

Stapf und Kollegen (2020: 3-18) pladieren fiir einen verstarkten Schutz von
Kindern und Jugendlichen in digitalen Kontexten und argumentieren,
dass besonders Kinder vulnerabel sind. Es lassen sich drei Bereiche feststel-
len, hinsichtlich derer sich Kinder von Erwachsenen unterscheiden: der
Stand der kognitiven Entwicklung, Unterschiede im Erfahrungshorizont
sowie Gepflogenheiten im Umgang mit Medien.

Hinsichtlich der kognitiven Voraussetzungen lasst sich feststellen, dass
Kinder unter 11 Jahren nicht nur Konzepte wie ,Privatheit® nicht vollum-
finglich begreifen, sondern vor allem die hinter vielen Digitalangeboten
stehende Datenokonomie nicht erfassen sowie kaum verstehen konnen,
dass ihre eigenen Daten von Unternehmen genutzt werden, um Geld zu
verdienen (Livingstone/Stoilova /Nandagiri 2019: 4-45). Hier fehlt bei Kin-
dern vor der Adoleszenz das so genannte formal-operationale Denken (Pia-
get 1972: 1-12), mit dessen Hilfe abstraktes Denken und das Erkennen von
(intransparenten) Zusammenhingen gelingen kann. Hinzu kommt, dass
in der Pubertdt das Funktionieren mancher neuronaler Verschaltungen
temporar eingeschrankt feststellbar ist (Powell 2006: 865-867). Dies er-
schwert das Verstindnis potenzieller negativer Konsequenzen von riskan-
tem Verhalten — was vermutlich auch fiir riskante Selbstdarstellung in so-
zialen Medien gilt. Vor dem Hintergrund ihrer noch nicht vollstindig ab-
geschlossenen Entwicklung sind Kinder und Jugendliche daher auch be-
sonders anfillig fir Online-Dienste, die auf kurzfristige Erfolgserlebnisse
und Belohnungsanreize setzen (vgl. Abschnitt 3.1).

Neben den Einschrankungen, die sich aus den kognitiven Fahigkeiten
ergeben, spielt ein fehlender Erfahrungshintergrund eine Rolle. Dies wirkt
sich beispielsweise so aus, dass Kinder und Jugendliche sich der Gefahren
fir Privatheit und Datenschutz und den potenziellen Folgen eher wenig
bewusst sind (Heeg/Genner/Steiner/Schmid/Suter/Stiss 2018, Naplavova/
Ludik/Hruza/Bozek 2014: 3552-3555). Dennoch macht sich vor allem die
Medienberichterstattung bemerkbar, die Eltern und Kinder hinsichtlich
potenzieller Risiken sensibilisiert hat: Werden Kinder direkter befragt,
welche Gefahren sie im Internet vermuten, werden vor allem horizontale
Privatheitsbedrohungen genannt (zum Beispiel Online-Mobbing oder Cy-
ber-Grooming). Somit beziehen sich die Befiirchtungen von Kindern und
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Jugendlichen in Bezug auf eine Verletzung ihrer Online-Privatheit vor al-
lem auf andere Nutzer*innen und somit horizontale Privatheitsbedrohun-
gen. Dies wird durch Beschrinkungen des Zugriffs auf einzelne Beitriage
oder das gesamte Profil zu verhindern versucht (Borgstedt/Roden/
Borchard/Ratz/Ernst 2014: 1-175). Ein vergleichsweise hohes Bewusstsein
findet sich auch hinsichtlich der Gefahren des Cyber-Grooming im Sinne
der Kontaktanbahnung durch Fremde (Mascheroni/Jorge/Farrugia 2014:
2). Uber die Hintergriinde und potenziellen Gefahren der Datenokonomie
besteht dagegen kaum Bewusstsein (Livingstone/Stoilova/Nandagiri 2019:
4-45), was offensichtlich nicht nur daran liegt, dass Kinder und Jugendli-
che dies kognitiv kaum verarbeiten kdnnen, sondern dass zu diesen The-
men auch wesentlich weniger Informationen an Kinder (und Eltern) ge-
richtet werden.

Ein dritter Grund, warum Kinder und Jugendliche als besonders vul-
nerable Gruppe gelten konnen, liegt darin begriindet, dass diese anders an
Medien herangehen als Erwachsene. So werden durch den selbstverstindli-
chen Gebrauch von neuen Technologien, bestimmte Nudging- oder Per-
suasionsmechanismen nicht hinterfragt und als ,normale” Aspekte des In-
ternets empfunden (Wang/Shi/Kim/Oh/Yang/Zhang/Yu: 2019: 1-9). Auch
die Tatsache, dass Kinder und Jugendliche sich neuen Spielen und Funk-
tionen eher durch Ausprobieren nihern — statt zum Beispiel Testberichte
oder Bedienungsanleitungen zu lesen — kann dazu fithren, dass Gefahren
nicht rechtzeitig erkannt werden (Borgstedt/Roden/Borchard/Ritz/Ernst
2014: 1-175). Hinzu kommt, dass Nutzungsbedingungen und Anleitungen
sich auch eher primir an Eltern wenden. Eine informierte Entscheidung,
die aus datenschutzrechtlicher Sicht auch von minderjihrigen Nutzer*in-
nen im Sinne einer wirksamen Einwilligung erforderlich ist, kann daher
eigentlich nicht gegeben werden (vgl. Ronagel/Bile/Nebel/Geminn/Kara-
boga/Ebbers/Bremert/Stapf/Teebken/Thirmel/Ochs/Uhlmann/Kramer/
Meier/Kreutzer/Schreiber/Simo 2020: 5-32). Auf Basis der zu geringen In-
formationen tiber Risiken und Nachteile tiberwiegen in der Entscheidung,
die Technologie zu nutzen, die unmittelbar transparenten Vorteile und
weniger die nur indirekt erkennbaren Nachteile. Aus juristischer Sicht
heifft es dazu in Erwigungsgrund 38 der Datenschutz-Grundverordnung
(DSGVO):

» Kinder verdienen bei ihren personenbezogenen Daten besonderen
Schutz, da Kinder sich der betreffenden Risiken, Folgen und Garanti-
en und ihrer Rechte bei der Verarbeitung personenbezogener Daten
moglicherweise weniger bewusst sind.? Ein solcher besonderer Schutz
sollte insbesondere die Verwendung personenbezogener Daten von

42

https://dol.org/10.5771/9783748921639-37 - am 17.01.2026, 19:36:13. https://wwwinllbra.com/de/agh - Open Access - Xzamm


https://doi.org/10.5771/9783748921639-37
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Folgen der zunehmenden Digitalisierung fiir Kinder und Jugendliche

Kindern fiir Werbezwecke oder fir die Erstellung von Personlichkeits-
oder Nutzerprofilen und die Erhebung von personenbezogenen Daten
von Kindern bei der Nutzung von Diensten, die Kindern direkt ange-
boten werden, betreffen.? Die Einwilligung des Trigers der elterlichen
Verantwortung sollte im Zusammenhang mit Praventions- oder Bera-
tungsdiensten, die unmittelbar einem Kind angeboten werden, nicht
erforderlich sein.“

3. Probleme in privaten Nutzungskontexten

Wie bereits eingangs geschildert, nutzen Kinder und Jugendliche Tech-
nologien wie soziale Medien mittlerweile umfangreich, um mit anderen
zu kommunizieren. Dabei verhalten sie sich im Schnitt sorgloser als Er-
wachsene dies tun: Im Zusammenhang mit sozialer Netzwerknutzung
wurde beispielsweise herausgefunden, dass Kinder und Jugendliche (10
- 19 Jahre alt) mehr Informationen von sich preisgeben und ihre Pri-
vatheit schlechter durch mogliche Einstellungen schiitzen als Altere
(Walrave/Vanwesenbeeck/Heirman 2012). Auflerdem wurde in dieser
Studie gezeigt, dass jingere Kinder ihre Privatheit schlechter schiitzten
als altere, dass aber gleichzeitig Kinder und Jugendliche, die besorgt um
ihre privaten Informationen waren, dazu tendierten, ihre Daten auch
besser zu schiitzen. Es scheint also lohnenswert, die Faktoren zu analy-
sieren, die dazu beitragen, dass mehr oder weniger Informationen in pri-
vaten Kontexten geteilt werden. Betrachtet wird der Beitrag, den die An-
wendungen selbst leisten (im Sinne des Angebotscharakters (Affordan-
ces) der Technik, der die Nutzenden zur Nutzung anregt), der Einfluss
Gleichaltriger sowie der Einfluss der Eltern (vgl. Stapf/Meinert/Heesen/
Krimer/Ammicht Quinn/Bieker/Friedewald/Geminn/Martin/Nebel/Ochs
2020: 3-18).

3.1 Der Einfluss von Affordances

Affordances konnen als fundamentale Objekteigenschaften beschrieben
werden, die den potenziellen Gebrauch bestimmen (Livingstone/Stoilova/
Nandagiri 2019: 4-45). Der Angebotscharakter zahlreicher Technologien
ist dadurch charakterisiert, dass zur Nutzung geradezu aufgefordert wird.
So bauen viele Social Media Programme (wie WhatsApp, Instagram, Face-
book, Snapchat, Pokemon-Go oder TikTok) auf sozialen Belohnungssyste-
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men auf. Dies geschieht entweder durch Push-Nachrichten oder Beloh-
nungen fir erreichte Ziele oder durch die soziale Vernetzung mit anderen
Nutzenden und deren Forderung (zum Beispiel durch die Moglichkeit,
sich niedrigschwellig soziale Belohnungen und Feedback wie Likes zu sen-
den). Hinzu kommt, dass oft nicht ersichtlich wird, wer die Nachrichten
sehen kann oder wie lange die Nachrichten gespeichert werden. So wird
ein WhatsApp Chat zwischen zwei Personen als privat empfunden (Borgs-
tedt/Roden/Borchard/Ritz/Ernst 2014: 1-175), obwohl die Inhalte an ande-
re weitergesendet werden konnen.

Zusammengefasst besteht die spezifische Gefahr, die von den Affordan-
ces ausgeht, darin, dass sie auf der einen Seite mit Vorteilen einhergehen,
die Kinder und Jugendliche fiir sich nutzen, dass dieselben Funktionen
aber auch mit Gefahren verbunden sind. Dies lasst sich auch in empiri-
schen Untersuchungen aufzeigen: Jugendliche nutzen manche Social Me-
dia Affordances (Persistenz, Reproduzierbarkeit, Skalierbarkeit und
Durchsuchbarkeit bit-basierter Informationen) offenbar, um Entwick-
lungsziele zu erreichen (Peter/Valkenburg 2011: 221-234). Das bedeutet,
dass einerseits Affordances die gesunde Entwicklung von Kindern und Ju-
gendlichen unterstiitzen kénnen. Andererseits existiert jedoch gleichzeitig
die Gefahr, dass dieselben Affordances die Entwicklung gefihrden kon-
nen, indem sie zu negativen Erfahrungen wie Privatheitsverletzungen fih-
ren.

Kinder und Jugendliche konnten hier besonders gefihrdet sein, da sie
zum einen eine verminderte Einschitzung negativer Konsequenzen und
zum anderen eine verringerte Selbstwirksamkeit, negative Konsequenzen
vermeiden zu konnen, aufweisen (Cohn/Macfarlane/Yanez/Imai 1995:
217-222).

Durch die einfach zu erreichenden Belohnungen und die nicht oder
nur unklar kommunizierten Risiken wird die Tragweite der vermeintlich
harmlosen Informationsweitergabe nicht deutlich (Engels 2018: 3-26).
Ahnliche Tendenzen werden bereits im sogenannten “Privacy Calculus”
(Culnan/Armstrong 1999: 104-115) beschrieben, der aufzeigt, dass ein
kurzfristiger Nutzen angestrebt wird und dartber die langfristigen Folgen
in den Hintergrund geraten. Inwieweit diese Uberlegungen tatsachlich im
Sinne rationaler, bewusster Entscheidungen fallen, wird allerdings kritisch
diskutiert und muss umso mehr fiir Kinder hinterfragt werden.
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3.2 Gleichaltrige als Einflussfaktoren

In ganz dhnlicher Weise wie die Affordances der Technologien wirken
auch Gleichaltrige in die Richtung, dass die positiven Seiten der Social Me-
dia Nutzung deutlicher wahrgenommen werden. Die sogenannte Peer-
group verstarkt die Wahrnehmung der Vorteile der Social Media Nutzung,
da es fiir Kinder und Jugendliche eine besonders hohe Wichtigkeit hat, da-
zuzugehoren und Teil der Gemeinschaft zu sein. Da beispielsweise Whats-
App Gruppen hiufig zur Kommunikation im Klassenverband genutzt wer-
den, isolieren sich Kinder und Jugendliche durch fehlende Teilnahme (En-
gels 2018: 3-26, Rathgeb/Behrens 2018a: 2-80). Selbst wenn Privatheitsbe-
denken vorhanden sind, werden diese aufgrund des Wunsches nach Zuge-
horigkeit in den Hintergrund gedrangt.

3.3 Eltern als Einflussfaktoren

Neben den Gleichaltrigen sind aber auch die Eltern und gegebenenfalls il-
tere Geschwister einflussreich, wenngleich tiber andere Mechanismen als
bei Gleichaltrigen. Basierend auf den Annahmen zum Modelllernen nach
Bandura (1979: 193-236) kann angenommen werden, dass Kinder sich ins-
besondere an ihren Eltern orientieren. So kann sich etwa auch im Verhal-
ten der Kinder abbilden, wenn die Eltern selbst sorglos Familienbilder auf
Instagram und anderen sozialen Medien teilen (Sharenting). Ebenso wird
der Umgang mit Sprachassistenten und Smart-Home-Steuerungs-Apps ge-
lernt. Problematisch sind die natiirlichen Lernvorginge vor allem dann,
wenn die Eltern aufgrund der hohen Komplexitit selbst mit der Risikoein-
schitzung dberfordert sind (Kutscher/Bouillon 2018, Manske/Knobloch
2017: 1-97). Da diese Uberforderung haufig auf soziookonomische Unter-
schiede und einen mangelnden Wissensstand zurtckzufthren ist, konnen
sich Wissensklifte auch auf nachfolgende Generationen auswirken (Paus-
Hasebrink/Sinner/Prochazka/Kulterer 2018: 209-225).

Um Kindern und Jugendlichen die Entwicklung von kritischer Urteils-
kraft und einen reflektierten Umgang mit Technologien zu ermdglichen,
sollte das Wissen tber Erfahrungen in konkreten Kontexten vertieft wer-
den (Stapf 2019: 12-25). Da Eltern oftmals iberfordert sind, haben Bil-
dungsinstitutionen, das heifft vorrangig Schule und Lehrer*innen, eine
Verantwortung zur Vermittlung zentraler Kompetenzen. Dass aber Schule
zunehmend auch selbst Fragen nach Privatheit im Bildungskontext beant-
worten muss, wird im nichsten Kapitel thematisiert.

45

hittps://deLorg/10.5771/8783748021639-37 - am 17.01.2026, 19:36:13. https:/www.nllbra.com/de/agh - Open Access -


https://doi.org/10.5771/9783748921639-37
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Judith Meinert, Yannic Meter und Nicole C. Krdmer

4. Probleme im Bildungskontext

Der heute nahezu omniprisente Zugriff auf Smartphones, Tablets und
Laptops durch Kinder und Jugendliche hat neben der Nutzung privater
Apps, Spiele und Softwareprogramme auch die Anwendung von Lernsoft-
ware in der Schule stark befordert (Link/Schwarz/Huber/Fischer/Nuerk/
Cress/Moeller 2014: 257-277). Einerseits ergibt sich durch den Einsatz digi-
taler Technologien zum Lernen die Moglichkeit innovative, kreative und
individuell zugeschnittene Lernmethoden zur Wissensvermittlung und
-vertiefung anzuwenden (Avella/Kebritchi/Nunn/Kanai 2016: 13-29). Ins-
besondere die im Jahr 2020 vorherrschende Covid-19 Pandemie, die zu
einer deutschlandweiten SchulschlieBung fithrte, betonte die Relevanz
und Notwendigkeit einer Digitalisierung in der Schule (Steinberg/Schmid
2020), da lediglich durch den Einsatz digitaler Lehr- und Lernmethoden
der Unterricht weiter stattfinden konnte.

Andererseits ergeben sich aus dem Einsatz von Lernsoftware — sowohl
in der Krise als auch abseits einer Pandemie — jedoch auch einige proble-
matische Aspekte. Grundlegend bieten Lernsoftwarelésungen Lernunter-
stiitzung zu verschiedenen Themen und Fichern, die auf unterschiedliche
Wissensstinde und individuelle Lerntypen und -fortschritte abgestimmt
sind (Ifenthaler/Schumacher 2016: 176-181). Das beinhaltet u.a. auch den
reziproken Austausch mit anderen Lernenden und Lehrenden ebenso wie
den Vergleich von Lernerfolgen und -ergebnissen (Pardo/Siemens 2014:
438-450). So konnen Lehrkrifte beispielsweise direkt innerhalb der Lern-
App Feedback zum Losungsansatz und -ergebnisse einer Aufgabe geben,
um individuell zu unterstiitzen und anzuleiten. Zwangslaufig geht damit
auch eine enorme Sammlung von personlichen Daten einher. Dabei wer-
den demografische Daten wie Geschlecht, Alter und Nationalitat, adminis-
trative Informationen wie Schulform, Klasse, Stadt, Interaktionsdaten und
Chatverldufe mit anderen Nutzer*innen und dem System als auch jegliche
individuelle Eingaben des oder der Lernenden (z.B. Eingaben in Texte und
Quizze, Beitrage in Foren und individuelle Daten wie das Vorwissen, Test-
ergebnisse und teilweise sogar Motivationen oder Stimmungszustinde) ge-
speichert (Ifenthaler/Schumacher 2016: 176-181, Romero/Ventura 2020:
1-21).

In Anlehnung an die im vorherigen Kapitel dargestellte Problematik in
Bezug auf den Aufforderungscharakter von Apps, die zudem auf langfristi-
ge Nutzerbindung durch wiederholte Belohnung setzen (Engels 2018:
3-26), kommt erschwerend hinzu, dass die Funktionsweise sowie bestimm-
te Verarbeitungsmechanismen (z.B. der personlichen Daten) von Lernsoft-
ware intransparent und im Speziellen fir die Schiler*innen unverstind-
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lich gestaltet sind (Drachsler/Greller 2016: 89-98). Das bezieht sich bei-
spielsweise darauf, dass die Schiler*innen oftmals nicht vollumfinglich
wissen oder erfassen konnen, wer Einsicht in ihre Daten hat. Das kann der
Fall sein, wenn Lehrkrifte Einblicke in Lernkurven und -fortschritte sowie
die von den Schiler*innen gewihlten Losungswege haben. Auch kann es
durch ein auf Basis aller Schiler*innen eines Klassenverbands erstelltes
Scoring oder einen Leistungsvergleich zur Einsicht in die Daten anderer
kommen.

Als Quintessenz daraus ergeben sich in diesem Kontext besonders starke
Risiken fiir die Privatheit der Kinder und Jugendlichen. So existiert da-
riber hinaus die Gefahr einer kommerziellen Nutzung der Daten (Mihl-
hoff 2020, Tsai/Whitelock-Wainwright/Gasevi¢ 2020: 230-239). Dabei lasst
sich von vertikalen Privatheitsbedrohungen (Masur 2018: 446-465, Masur/
Teutsch/Dienlin 2019: 337-365) sprechen, die die Weitergabe von Daten an
Unternehmen und Institutionen beschreiben. In diesem Zuge konnen aus
den personlichen Daten durch Analyse- und Pradiktionsverfahren persona-
lisierte Werbeangebote, aber auch ganze Datenprofile, zum Beispiel auf
Basis der eingegebenen Hintergrunddaten wie Geschlecht oder Nationali-
tit generiert werden (Tsai/Whitelock-Wainwright/Gasevi¢ 2020: 230-239).
Diese Datafizierung kann schwerwiegende Folgen haben (Tsai/Whitelock-
Wainwright/Gasevic¢ 2020: 230-239): So kann die Pridiktion von Verhalten
und Leistung zu Benachteiligungen in der Beurteilung von Schiler*innen
(z.B. fir die Empfehlung einer weiterfihrenden Schulform oder eines Stu-
dien- oder Ausbildungsplatzes) fithren und in einer regelrecht systemi-
schen Stigmatisierung gewisser (Nutzenden-)gruppen gipfeln (Knijnen-
burg/Raybourn 2019: 1-14). Die Tatsache, dass Kinder und Jugendliche
sich in einem Entwicklungsstadium befinden, in dem sie noch Verinde-
rungen in der Ausgestaltung ihrer Personlichkeit und ihres Verhaltens un-
terliegen, erhoht die schwerwiegenden Konsequenzen einer solchen persis-
tenten Stigmatisierung und macht ihre Daten besonders sensibel und
schitzenswert (Mihlhoff 2020).

Dariiber hinaus besteht eine Bedrohung der horizontalen Privatheit.
Diese bezieht sich auf den Zugriff auf die eigenen Daten durch andere Per-
sonen (Masur/Teutsch/Dienlin 2019: 337-365). Durch die Nutzung von
Lernsoftware besteht die Moglichkeit, dass Lehrkrifte, Eltern und Mit-
schiiler*innen Einblicke in die sensiblen Leistungs- und Lernfortschrittsda-
ten der Schiiler*innen bekommen. Oftmals werden die individuellen Leis-
tungsdaten (z.B. Losungen von Aufgaben) automatisch im Klassenverband
miteinander verkntpft und an Eltern und Lehrer*innen versandt (Pardo/
Siemens 2014: 438-450). Das birgt nicht nur die Gefahr von Kontrolle und
Uberwachung durch Eltern und Lehrkrifte, sondern kann dartiberhinaus-
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gehend auch zu Mobbing beziglich schlechter oder guter Leistungen
durch andere Mitschiiler*innen fithren. Ein weiterer potenzieller Nachteil
besteht in der unbewussten Beeinflussung von Lehrer*innen in ihrer Be-
wertung von Schiiler*innen und deren Leistungen durch die Einsicht in
die Herangehensweise an die Aufgabenldsung und eventuelle Fehlversu-
che, die im Rahmen der Losungsfindung entstanden sind. Zudem haben
die Nutzenden keinerlei Einfluss auf die automatischen Freigabeprozesse,
konnen diese nicht stoppen oder verhindern und werden nicht nach ihrer
Einwilligung gefragt. Auch sind sie nicht in der Lage in irgendeiner Form
privatheitsregulierende Strategien zu ergreifen wie beispielsweise die Ano-
nymisierung ihrer Inhalte oder die Einschrinkung des Adressatenkreises
(Masur/Teutsch/Dienlin 2019: 337-365).

Dementsprechend liegt insgesamt die Kontrolle iiber die eigenen Daten
im Rahmen der Nutzung digitaler Lernsoftware nicht bei den jungen Nut-
zer*innen selbst. Oftmals mangelt es an Aufklirung, Sensibilisierung und
Unterstitzung tber die Sammlung und Speicherung von Daten (und der
dadurch moglichen Erstellung, Interpretation und Weitergabe von Daten-
profilen). Das ist zum einen dem mangelnden Fachwissen und der Weiter-
bildung der Lehrkrafte (Kumar/Chetty/Clegg/Vitak 2019: 1-13) geschuldet.
Jedoch gibt es auch von Seiten der Hersteller solcher Software nur wenig
Informationen (z.B. im Rahmen von Datenschutz policies) und Anleitun-
gen fir spezifische Nutzereinstellungen (Boninger/Molnar/Saldafia 2019)

Im Zuge der Covid-19 Pandemie ist es im Bildungsbereich zu einer
»Turbo-Digitalisierung® (Mihlhoff 2020) gekommen, da aufgrund der lan-
desweiten SchulschlieBungen andernfalls kein Unterricht hatte stattfinden
konnen. Dadurch sind neben der Erkennung der Notwendigkeit zum Aus-
bau digitaler Lernmethoden aber auch deren Schwachstellen und Proble-
me sichtbar geworden. So wurden zum Teil Applikationen wie Zoom oder
WhatsApp aus der Not heraus zu Kommunikationszwecken aktiviert, trotz
des Wissens wie wenig Datenschutz dort geboten ist (Mithlhoff 2020).
Weiterhin hat sich offenbart, dass die Schulen zudem meistens von Privat-
anbietern abhéngig sind, da die schulisch und staatlich geférderten Anbie-
ter sich entweder nicht bewihrt oder durchgesetzt haben (Schuknecht/
Schleicher 2020: 68-70). Dabei spielt auch das Vertrauen der Schiiler*innen
(und deren Eltern) in Institutionen wie Schulen und damit einhergehend
auch Lehrer*innen eine grofle Rolle. Wenn diese die Nutzung einer Soft-
ware im Unterricht initiieren oder fir vertiefende Ubungen zu Hause
empfehlen, vertrauen die Schiler*innen instinktiv darauf, dass die Nut-
zung ebendieser Applikationen ihnen nicht schaden wird (Tsai/Whitelock-
Wainwright/Gasevi¢ 2020: 230-239). Konterkariert wird dies durch den
Mangel an Fachwissen und Weiterbildungsmoglichkeiten der meisten
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Lehrkrifte, die sich nicht in der Lage sehen, Datenschutzrisiken von Lern-
software erkennen, vermitteln und aufheben zu konnen (Reinhardt 2020).

Insgesamt ist es in besonderer Weise erforderlich (geworden), praktika-
ble Wege zu finden fiir den Einsatz digitaler Lernsoftware, ohne dass der
Schutz der personlichen Daten und der Privatheit der Schiler*innen ver-
nachlassigt wird.

S. Losungsansdtze

Kindern und Jugendlichen ist Online-Privatheit keineswegs egal. Wie Li-
vingstone und Kolleginnen (2019: 4-45) zeigen, wiinschen sich Kinder al-
ler Altersklassen, dass sie Kontrolle Gber das dauerhafte Loschen personli-
cher Daten haben, dass personliche Daten nicht mit Dritten geteilt wer-
den, dass mehr Privatheitsschutz im Internet besteht und dass privatheits-
und datenschutzrelevante Vorginge besser verstindlich sind. Auferdem
gibt es fiir verschiedene Altersgruppen spezielle Wiinsche, die an das alters-
bedingte Verstindnis von Privatheit gekoppelt sind. So wiinschen sich 11—
12-Jahrige, dass Online-Inhalte angemessener fiir Kinder und Jugendliche
sind und dass Services fiir Kinder nutzbar sind, ohne dass dabei personli-
che Daten gesammelt werden. In der Altersgruppe der 13 bis 14-Jihrigen
werden Wiinsche nach bezahlbaren Angeboten, die privatheitsschiitzend
sind, eine einfache Léschung und der Nicht-Weiterverkauf personlicher
Daten laut. 15 bis 16-Jahrige geben an, dass personliche Daten besser ge-
schiitzt sein sollten, dass Unternehmen auf Datensparsamkeit setzen soll-
ten und dass mehr Transparenz tber die Sammlung und Verwendung per-
sonlicher Informationen geben sollte.

Die Suche nach mdglichen Losungen, die oben beschriebenen Privat-
heitsprobleme zu minimieren, kann sich als sehr schwierig gestalten. Fiir
unterschiedliche Privatheitsrisiken miissen unterschiedliche Losungsansat-
ze gefunden werden. Zum einen gehen verschiedene Risiken von unter-
schiedlichen Parteien, wie etwa Eltern, Lehrer*innen oder Mitschiler*in-
nen oder aber Internetfirmen oder Fremden aus. Zum anderen hingt das
Verstandnis von Privatheit und das Bewusstsein fiir die digitale Datenver-
arbeitung stark vom Alter der Kinder ab (Livingstone/Stoilova/Nandagiri
2019: 4-45), wie in den vorherigen Abschnitten deutlich geworden ist. Da-
durch sind die potenziellen Losungsansatze an die jeweiligen Altersklassen
gekoppelt.
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5.1 Medienkompetenz als Grundlage eines sicheren Online-Verbaltens

Medienkompetenz im Allgemeinen ist sowohl fiir Kinder und Jugendliche
als auch fiir Erwachsene eine wichtige Voraussetzung fir einen verantwor-
tungsvollen, bewussten und selbstbestimmten Umgang mit Medien (Auf-
derheide 1993: 1-44). Die Schaffung von Medienkompetenz und deren
Subfacette Privatheitskompetenz sind wichtige Voraussetzungen dafiir,
einen autonomen und informierten Umgang mit den eigenen Daten zu er-
lernen und das Recht auf informationelle Selbstbestimmung austiben zu
konnen. Da die Privatheit von Kindern, wie die der Erwachsenen, sowohl
auf horizontaler Ebene als auch auf vertikaler Ebene Angriffen ausgesetzt
ist (Debatin 2011: 47-60), missen auch hier verschiedene Losungen gefun-
den werden. Online-Privatheitskompetenz setzt sich aus faktischem als
auch aus prozeduralem Wissen, also theoretischem und praktischem Wis-
sen Uber Privatheitsfragen zusammen (Trepte/Teutsch/Masur/Eicher/
Fischer/Hennhofer/Lind 2015: 333-365). Der theoretische Teil der Privat-
heitskompetenz beinhaltet beispielsweise Wissen tiber technische Aspekte
der Datenverarbeitung und des -schutzes, potenzielle Privatheitsrisiken,
die damit einhergehen als auch Kenntnisse tber Gesetze, die die personli-
che Privatheit regulieren. Praktisches Wissen sind Kenntnisse dartiber, wie
man die eigene Online-Privatheit mithilfe bestimmter Verhaltensweisen
oder Technologien schiitzen kann. Allerdings sprechen sich Forscher*in-
nen dafiir aus, nicht allein Privatheitskompetenz, sondern Medien- oder
digitale Kompetenzen im Allgemeinen zu vermitteln (Buckingham 2015:
21-35).

In einer kirzlich erschienenen Studie mit Kindern im Alter von 9 bis 13
Jahren wurde gezeigt, dass gezieltes Training das Wissen der Kinder tber
potenzielle Gefahren und entsprechenden Schutz vor diesen Gefahren si-
gnifikant verbessern kann (Desimpelaere/Hudders/Van de Sompel 2020:
1-12). Ein interessantes Ergebnis dieser Untersuchung bestand darin, dass
der Lerneffekt fiir jingere Kinder groffer war als fiir dltere. Zudem konnte
gezeigt werden, dass Kinder, die vorher tiber bestimmte Privatheitsrisiken
aufgeklart wurden, im Nachgang weniger dazu bereit waren, personliche
Informationen in einer bestimmten Situation zu teilen. In einem weiteren
Versuch zeigten die Ergebnisse allerdings gegenteiliges: Privatheitskompe-
tenz und Privatheitssorgen hingen negativ miteinander zusammen und
letztere hingen wiederum negativ mit der allgemeinen Bereitschaft zusam-
men, personliche Informationen im Netz preiszugeben. Somit hatte Pri-
vatheitskompetenz einen indirekten positiven Einfluss auf die Intention,
Informationen zu teilen. Laut den Autor*innen der Studie zeigt sich an
diesem Befund eine potenzielle Schattenseite der Privatheitskompetenz:
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Obwohl Kinder, die sich auf Basis eines Privatheitskompetenz-Training ei-
nes hohen Privatheitsrisikos bewusst waren, weniger personliche Informa-
tionen von sich teilen wollten, zeigte sich parallel, dass Kinder mit grofSe-
rem Wissen tiber Online-Privatheit ein falsches Gefiihl von Sicherheit oder
eine gewisse laissez fair Attitide entwickeln kénnen und somit wieder po-
tenziell hoheren Risiken ausgesetzt wiren (Desimpelaere/Hudders/Van de
Sompel 2020: 1-12). Somit ist die Schaffung von Privatheitskompetenz be-
reits in jungen Jahren ein wichtiges Ziel, da generell davon auszugehen ist,
dass diese den Umgang mit personlichen Informationen und das Bewusst-
sein fir Privatheitsrisiken verbessert. Es sollte allerdings nicht vernachlas-
sigt werden, dass eine gesteigerte Schulung von Kompetenzen unter Um-
stinden bei manchen Personen auch einen negativen Effekt haben kann.

Ein Beispiel fir eine verstandliche Ubersicht von Privatheitsgefahren fiir
Kinder und Jugendliche im Netz stellt das ,, Teaching Privacy Curriculum®
dar (Egelman/Bernd/Friedland/Garcia 2016: 591-596). Diese englischspra-
chige Website bietet Informationen zu zehn von den Forscher*innen
selbstentwickelten Prinzipien fiir Eltern, Lehrer*innen und Schiiler*innen
an. Diese Prinzipien werden sowohl durch kurze Beschreibungen der Ge-
fahren und einer vorgeschlagenen Gegenmafinahme als auch einer aus-
fihrlichen Beschreibung erklart. Die zehn Punkte beschreiben verschiede-
ne Gefahren im Netz, wie beispielsweise, dass Daten aus verschiedenen
Quellen aggregiert werden und so Ruckschlisse auf personliche Vorlieben
und Eigenschaften gezogen werden kénnen; dass die Online-Welt ebenso
real ist, wie die physische Welt und man sich online so verhalten sollte wie
offline; dass man online nicht anonym ist, auch wenn es sich so anfihlt;
und dass Personen sich als jemand anderes ausgeben kénnen. Somit wer-
den unterschiedliche Bereiche abgedeckt, die sowohl die horizontale als
auch die vertikale Privatheitsebene betreffen.

Ahnliche Websites existieren auch in Deutschland. Beim ZDFtivi Pro-
jekt ,App On“ (ZDF 2020) wird mit kurzen Videos und dazugehorigen
aufklirenden Texten dber potenzielle Gefahren im Netz informiert. Die
Videos und Texte sind dabei gezielt auf ein jingeres Zielpublikum zuge-
schnitten. Inhaltlich thematisieren die Videos verschiedene Security- und
Privatheitsrisiken wie Cyber-Mobbing, Phishing oder die generelle Wich-
tigkeit des Datenschutzes und prasentieren jeweils Losungsvorschlige. Da-
riber hinaus werden allerdings auch weitere Themen wie Fake News
adressiert. Somit wird hier nicht nur die Privatheitskompetenz von Kin-
dern und Jugendlichen, sondern die Medienkompetenz im Allgemeinen
geschult. Eine weitere deutschsprachige Website zur Schulung der Medi-
enkompetenz bietet die ,Initiative klicksafe“ (Europdischen Union fir
mehr Sicherheit im Internet 2020) an. Das Besondere an dieser Website ist,
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dass hier nicht nur speziell Kinder und Jugendliche adressiert werden, son-
dern dass es auch eigene Bereiche fiir Eltern und fiir Padagogen gibt. Au-
Berdem ist der Kinder-Bereich der Webseite unterteilt in Angebote fir jiin-
gere und altere Kinder.

Bei allen Vorteilen, die die Erh6hung der Medien- und Privatheitskom-
petenz mit sich bringt, sind auch diesem Ansatz natirliche Grenzen ge-
setzt. Zwar kann durch einen informierten und bewussten Umgang mit
personlichen Informationen im Netz und mit sicheren Privatheitseinstel-
lungen die Eintrittswahrscheinlichkeit moglicher Risiken minimiert wer-
den, allerdings bleibt immer ein gewisses Restrisiko bestehen und teilweise
ist die Nutzung bestimmter Apps oder Services alternativlos.

3.2 Software-Losungen

Neben der Eigenverantwortung der Kinder und Jugendlichen und der
Notwendigkeit, dass Eltern bei Privatheitsangelegenheiten Unterstiitzung
leisten missen, sollte — auch aus ethischen Uberlegungen heraus — zumin-
dest diskutiert werden, ob alle Verantwortlichkeiten bei den Betroffenen
liegen sollten. Die Probleme, die sich daraus ergeben, dass Eltern die Ver-
antwortung fiir das datenschutzkonforme Verhalten ihrer Kinder tiberneh-
men, wurde oben bereits geschildert: Zum einen missen Eltern unterstiit-
zend die Internetnutzung ihrer Kinder regulieren, um sie vor potenziellen
Privatheitsrisiken schiitzen zu kénnen. Zum anderen ist aber auch das In-
ternet- und App-Nutzungsverhalten der Kinder als ein privates Verhalten
einzustufen, das nicht ginzlich offengelegt werden sollte, da es (vgl. Ab-
schnitt 2) zur kindlichen Entwicklung von Autonomie und einem Selbst-
Gefiihl ein Bewusstsein tGber die eigene Person und Personlichkeit) bei-
tragt. Aulerdem sollte es Kindern in gewissem Ausmaf$ selbst tiberlassen
sein, welchen Inhalten sie sich zuwenden mochten, da dies zur Entwick-
lung von Personlichkeit und zum eigenen Lernfortschritt beitragt. Folg-
lich entsteht ein Spannungsfeld zwischen der elterlichen Firsorgepflicht
und der kindlichen Privatheit. Hier konnten verschiedene Softwarelsun-
gen Abhilfe schaffen, die bestimmte Bereiche des Internets fir das Kind
unzuginglich machen. Somit konnen sich Kinder nach wie vor den indivi-
duell ansprechenden Bereichen zuwenden, ohne dabei auf potenziell un-
geeignetes Material zu stoffen, wie beispielsweise Propaganda, Pornogra-
phie oder Gewalt.

Neben dem generellen Schutz vor unangebrachten Inhalten konnen
auch Spiele, Software und Apps fiir Kinder und Jugendliche so gestaltet
werden, dass sie per Voreinstellung datenschutzfreundlicher sind (Bieker/
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Hansen 2017: 165-170). Das bezieht sich auf die Prinzipien ,Privacy by De-
fault” und ,Privacy by Design® und beschreibt, dass Software in ihrer
grundsatzlichen Funktionsweise protektiv beztglich der Freigabe der per-
sonlichen Daten ist und jede weitere Freigabe, Nutzung oder Weiterlei-
tung von Daten explizit autorisiert und bewilligt werden muss. Dariiber
hinaus besagen die Prinzipien, dass nicht alle Daten der Nutzenden gesam-
melt werden sollten, sondern eine auf die/den Nutzer*in und Anwen-
dungskontext zugeschnittener Datenschutz implementiert werden (Knij-
nenburg/Raybourn 2019: 1-14). Das wiirde auch beinhalten, dass nicht das
System die Datenweitergabe ungefragt initiiert, sondern die Nutzenden
selbst. Fur die Nutzung von Lernsoftware kénnte das beispielsweise bedeu-
ten, dass die Schualer*innen auswihlen konnen, mit welchen Mitschi-
ler*innen sie ihre Ergebnisse und Fortschritte teilen und vergleichen
mochten und wann und mit welchen Zwischenschritten ihre Ergebnisse
an die Lehrer*innen tbersandt werden.

5.3 Umgang mit Affordances

Ein weiterer relevanter Aspekt betrifft die oben beschriebenen Media Af-
fordances. Im Internet und speziell in der interpersonellen Kommunikati-
on in sozialen Medien existiert eine Reihe verschiedener Affordances, die
die Interaktion zwischen Individuen prigen. Zum einen gibt es Affordan-
ces, die die Privatheit von Nutzenden potenziell gefihrden kénnen. Zum
anderen konnen bestimmte Affordances aber auch zu einer Erhéhung der
Online-Privatheit beitragen. Zum Beispiel kann Anonymitit die Eigen-
schaft beschreiben, dass Nachrichten versendet werden konnen, ohne die
eigene Identitit preiszugeben, was potenziell privatheitsfordernd ist. Die
Affordance der Persistenz kann andererseits privatheitsreduzierend sein, da
Inhalt, der einmal geteilt wurde, viele Jahre oder gar Jahrzehnte spiter
noch von anderen Personen eingesehen, geteilt oder von Firmen genutzt
werden kann (vgl. Trepte 2020: 1-22).

Ein bewusster Umgang mit und Kenntnisse tiber Affordances sollten da-
her sowohl Kindern als auch Erwachsenen vermittelt werden. Dieses Wis-
sen und die entsprechenden Fihigkeiten lassen sich sicherlich auch unter
die allgemeine Medien- bzw. Privatheitskompetenz fassen; allerdings ist es
hier wichtig, diesen Aspekt gesondert zu betrachten, da Kinder von eini-
gen Affordances besonders profitieren, was sie in besonderem MafSe ver-
wundbar macht (Peter/Valkenburg 2011: 221-234). Weiterhin miissten
Funktions- und Verarbeitungsmechanismen transparenter gestaltet wer-
den, so dass Kinder und Jugendliche ein besseres Verstindnis z.B. tiber die
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Abhangigkeit von Belohnungssystemen erhalten. Auch transparente Infor-
mationen dariiber, welche Daten zu welchem Zweck gesammelt werden,
wirde weitere Aufklarung schaffen. Als eine besonders auf die Zielgruppe
abgestimmte Mafnahme, wire z.B. eine kindgerechte Darstellung durch
Bilder und Icons denkbar (Holtz/Nocun/Hansen 2011: 338-348).

6. Fazit

Die Omniprasenz von Smartphones und Tablets beginnt heutzutage be-
reits im Kindesalter und ermoglicht auch den Zugang zu Applikationen,
die von Kindern und Jugendlichen zum Spielen, Chatten und Kommuni-
zieren ebenso wie zum Lernen und Vertiefen von Schulinhalten genutzt
werden. Neben den Vorteilen einer vernetzten, innovativen Integration di-
gitaler Anwendungen und Software im Freizeit- und Schulbereich, kommt
es allerdings auch zur Sammlung enormer Datenmengen. Dabei fiihrt die
Verwendung vernetzter, digitaler Software dazu, dass sowohl andere Nut-
zende als auch Unternehmen und Institutionen Zugriff auf die personli-
chen Daten bekommen konnen, sodass sich in vielfacher Hinsicht Privat-
heitsbedrohungen ergeben.

Als Nutzergruppe sind Heranwachsende dabei als besonders schitzens-
wert zu sehen, da sie sich einerseits noch in der Entwicklung befinden, was
auch die Veranderung von Personlichkeit und Verhalten umfasst, und an-
dererseits oftmals kognitiv noch nicht in der Lage sind, komplexe und in-
transparente Funktions- und Verarbeitungsmechanismen zu erfassen.

Mogliche Losungsansitze beziehen sich zum einen auf das Design von
Software, das schon in den Grundeinstellungen den Schutz der Privatheit
und der personlichen Daten stirker bertcksichtigen sollte. Dartiberhinaus-
gehend sollte auch die Medienerziehung generell und beziglich des Da-
tenschutzes sowohl zu Hause als auch in der Schule ausgebaut werden. In-
dem Kindern und Jugendlichen Herangehensweisen und Losungsansatze
fir den Umgang mit Privatheitsrisiken (sowohl horizontal als auch verti-
kal) gezeigt werden, wird ihre Selbstwirksamkeit in Bezug auf den Schutz
und die Weitergabe ihrer personlichen Daten gestirkt (Youn 2009:
389-418). Das wiirde auch der verbreiteten Wahrnehmung entgegenwir-
ken, dass Datenschutz ein binires Konstrukt ist, in dem man sich nur fir
(zu Lasten des Datenschutzes) oder gegen (um die eigenen Daten zu schit-
zen) die Nutzung von Apps und Software entscheiden kann.

Basierend auf diesen Erkenntnissen pladieren wir fiir einen ,kollektiven
Datenschutz® (vgl. Miihlhoff 2020), der insbesondere die Auswertung und
Datafizierung der Daten Heranwachsender aus vernetzten digitalen Umge-
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bungen, in denen Kinder und Jugendliche ihre Freizeit und Schulzeit ver-
bringen, auf gesetzlicher und edukativer Ebene ebenso wie hinsichtlich
der Gestaltung von Software protektiver regelt.
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