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1. Introduction

Artificial intelligence (AI), cognitive systems and machine learning are al-
ready part of everyday life and have the power to transform economy and
society. Although AI is widely used in data processing and domains such
as the medical field or cybersecurity, the inherent pitfalls are not clear yet.
According to a recent report, AI systems are increasingly biased in terms
of gender, race or social background (Crawford et al. 2019) . For instance,
the AI Now 2019 Report highlights the revelations of recent audits regarding
“disproportionate performance or biases within AI systems ranging from
self-driving-car software that performed differently for darker- and lighter-
skinned pedestrians, gender bias in online biographies, skewed represen-
tations in object recognition from lower-income environments, racial dif-
ferences in algorithmic pricing, differential prioritization in healthcare, and
performance disparities in facial recognition” (Crawford et al. 2019). This
has led to demands from researchers and politicians for accountability and
transparency of these systems. In May 2018, the European Union passed the
General Data Protection Regulation (GDPR), which requires reasoning and
justification of decisions based on fully automated algorithms. This shows
the increasing need for eXplainable Artificial Intelligence (XAI) (European Union
2016).

The biases revealed and political topicality have accelerated the devel-
opment of XAI, which makes use of visualizations and natural language
processing to explain the reasoning behind algorithmic decisions (European
Union 2016) . Making algorithmic decisions more comprehensible for end
users is an emerging trend in many different application domains such as
cybersecurity – even when there is no artificial intelligence involved, as algo-
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rithmic decisions are in any case often difficult for end users to understand
(Hartwig/Reuter 2021). In general, research has shown that even when algo-
rithmic predictions are more accurate than human predictions, both domain
experts and laypeople distrust the algorithm (Narayanan et al. 2018) . XAI
aims at comprehensive understanding of the deployed algorithm such that
user trust is built based on explanations and not only on performance. This
will lead to better social acceptance of AI systems in different areas of life. It
is important to note that the explanations provided by XAI systems do not
only promote trust. They also help users to critically analyze the algorithms
and to improve algorithms by finding mistakes.

Despite the usefulness of XAI, there are still several difficulties to ad-
dress, especially regarding laypeople. The main difficulty lies in the complex-
ity of the AI models. Often, complicated models (such as neural networks)
are used to achieve the best performance. These models do not serve as an
understandable explanation for non-specialists since they reason with high-
dimensional numerical values. According to Miller (2019), numerical values
probably do not matter for humans since we demand instead causal ex-
planations. To handle this and other difficulties, XAI combines pedagogy,
programming and domain knowledge.

In this paper we provide an overview of XAI by introducing fundamental
terminology and the goals of XAI, as well as recent research findings. Whilst
doing this, we pay special attention to strategies for non-expert stakehold-
ers. This leads us to our first research question: “What are the trends in
explainable AI strategies for non-experts?”. In order to illustrate the current
state of these trends, we further want to study an exemplary and very rel-
evant application domain. According to Abdul et al. (2018), one of the first
domains where researchers pursued XAI is the medical domain. This leads
to our second research question: “What are the approaches of XAI in the
medical domain for non-expert stakeholders?” These research questions will
provide an overview of current topics in XAI and show possible research
extensions for specific domains.

The chapter is organized as follows: Section 2 presents the foundations
and related work on XAI; in Section 3, we explain the research method
utilized; Section 4 identifies and surveys current trends, and in Section 5,
we describe the current state of XAI in the medical domain; finally, in Section
6, we discuss how non-experts can be better integrated into XAI and which
questions we should ask going forward.
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2. Related Work

AI is the attempt to mimic human behaviour by constructing an algorithm
for specific decision scenarios. Since the beginning of the 2010s, AI has
become increasingly popular, with applications in almost every economic
sector due to increased processing power. With its increasing popularity
and use, AI has left the context of academic research and is now being
used by non-experts of AI. However, many of the constructed algorithms
are based on higher mathematics and are not transparent. XAI targets this
issue by explaining AI decision-making processes and logic for end users
(Gunning/Aha 2019). 

We give an overview of the fundamental terminology in Table 1 and
provide further literature. In general, intelligible systems do not have to be
systems involving AI; they can be viewed as a superclass of it. Within trans-
parent AI, interpretable and explainable AI can be viewed as subclasses. Even
though there is a subtle difference, these terms are often used interchange-
ably in research. Barredo et al. (2020) present how the research interest
has shifted from interpretable to explainable AI since 2012. Within the XAI
research, the terms local and global explanations appear to classify explana-
tions according to their interpretation scale (see Table 1). In many cases, ad-
hoc explainers are used to describe local explanations (Guidotti et al. 2018) .
The terminology described here will build the foundation to analyze current
trends in XAI for non-experts.

While the work referenced in Table 1 focuses on the foundations and
the underlying idea of XAI, research in XAI generally aims at different user
groups (Langer et al. 2021; Martin et al. 2021). The most targeted user group
so far has been AI experts, who design the systems and aim to improve
them. For research targeting machine learning experts, it is common to
analyze existing use cases and create explanations around them, such as
for predictive coding (Chhatwal et al. 2018) or the retrieval of video frames
(Chittajallu et al. 2019). Even though XAI systems are presented, fundamen-
tal knowledge of AI methods and techniques implemented is necessary to
understand these papers. The same is true for suggested techniques to cre-
ate more interpretable deep neural networks (Holzinger et al. 2017; Liu et
al. 2017).
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Table 1: Relevant definitions for XAI with reference sources

Terminology Description References

Intelligible
System

A system whose inner workings and
inputs are exposed through trans-
parency and explanations to the user.

(Clinciu/Hastie 2019; B.Y.
Lim/Dey 2009; Mohseni et
al. 2018)

Transparent AI A system that discloses the algorith-
mic mechanism on the level of model,
individual components and training.

(Chromik et al. 2019; Clinciu
2019; Lipton 2018; Mohseni
2018; Rader et al. 2018)

Interpretable
AI

A system provided with explanations
to retrace the model decision making
process and predictions.

(Abdul 2018; Barredo Ar-
rieta 2020; Clinciu 2019;
Marino 2018; T. Miller 2019;
Mohseni 2018)

Explainable AI A system provided with explanations
to give reasoning for algorithmic de-
cisions.

(Kulesza et al. 2013; T. Miller
2019; Mohseni 2018; Rader
2018) 

Global
Explanation

Reasoning of how the overall model
works, also called model explanation.

(Gedikli et al. 2014; P.L.
Miller 1986; Mohseni 2018)

Local
Explanation

Reasoning why a specific input leads
to a certain output, also called in-
stance explanations.

Mental Model The representation of how a user un-
derstands a system.

(Mohseni 2018)

More research that involves XAI in recent machine learning research can
be found. Even though these research papers do not state that their tar-
get user group are AI experts, this can easily be concluded after reading
them. In contrast to this research direction, research for non-experts is less
prominent. While some literature also includes machine learning novices
(Hohman et al. 2018; Spinner et al. 2020), there is little literature that fo-
cuses on non-experts with no technical background. In some studies (e.g.
Cheng et al. 2019; Kulesza 2013; B. Lim 2011), different strategies are ex-
amined that target non-expert stakeholders, and we will look these papers
at closely to observe XAI for non-experts. Kulesza et al. (2009, 2012, 2015)
analyze how explanations can help non-experts to personalize and debug
interactive machine learning. However, XAI mainly targets existing AI re-
search and research only rarely specifically targets end users. Therefore, we
identify this as a current research gap. In the following, we analyze the ex-
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isting research on XAI for non-experts and explicate which trends are to be
observed. In order to give a balanced overview of XAI for non-experts, we
want to include to what extent these trends can also be found in a specific
and relevant application domain where XAI is often designed for medical
experts (e.g. Karim et al. 2019).

3. Methods

To analyze current trends and attain an overview of the current state of
research, we decided to conduct a non-exhaustive semi-structured literature
review over several platforms. Because of the high topicality, it is difficult to
observe XAI for non-experts in real-life applications. Therefore, we analyze
the existing literature as a foundation for later research. For our qualitative
research study, we combine a constrained backtracking search strategy with
a keyword search.

Mohseni et al. (2018) , in which the authors present a multidisciplinary
survey for the design and evaluation of explainable AI systems, serves as the
first core paper for the constrained backtracking search. This paper is an in-
depth survey that analyzes different aspects of XAI, including terminology,
design goals, evaluation measures and frameworks. In referencing about
250 papers, it also provides a good literature overview as a starting point
for further research. With the first version submitted in 2018 and the most
recent in January 2020, the paper constitutes an up-to-date summary of
XAI. From this work, we have selected referenced papers based on their
relation to the keywords presented in Table 2, scanning titles and abstracts
to decide if a paper was relevant for our context.

As the second core paper, we use Abdul et al. (2018) , in which the authors
conducted a literature analysis of 289 core papers on explainable systems to
derive current trends and trajectories. Again, we select referenced papers
based on their relation to the keywords in Table 2, scanning titles and ab-
stracts. While the first paper targets the foundations of XAI, the second
paper focuses on current trends which will allow us to combine both topics.
Both papers provide a broad overview of the current state of research in XAI
and will serve as core papers for our literature research. From both papers,
we generally excluded papers with a focus on research on the mathemat-
ics and technical improvements of AI systems, as well as research on very
specific applications that was not transferable to our research question.
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Table 2: List of search keywords

Keyword Alternative search word

Explainable Artificial Intelligence Explainable AI, XAI, interpretable AI

Trends

Interaction Interactive

Visualization Visual

Trust

Bias

Medical Domain Clinical domain, medicine

Clinical decision support systems CDSS

Human-computer interaction HCI, Computer-human interaction, CHI

Non-experts AI novices, laypeople

In order to avoid biased outcomes and to consider more recent work up
to March 2021, we consider the database of IEEE, AAAI, Google Scholar,
ADS, Journal of Artificial Intelligence Research and the Journal of Human-
Computer Interaction. Table 2 shows search keywords and combined search
terms. We use combinations such as “XAI non-experts” or “Trends Visu-
alization XAI”. However, the core search word remains “XAI” to maintain
distinctions between generally AI-related research and AI-focused research.

It is crucial to point out that our database search does not make any
claim to comprehensiveness, as in a first step titles and abstracts were
scanned superficially and not all papers were read exhaustively. Instead, the
review should be considered a semi-structured approach, giving valuable
qualitative insights into trends related to XAI for non-experts. The database
search led to a large quantity of publications from which we excluded pub-
lications based on their language (only English papers were included), title,
abstract and application domain. We again excluded research that focused
on mathematics and algorithm optimization of AI systems. Furthermore,
we did not consider publications that explained specific AI application ex-
amples to AI experts. After reading several of these publications, we decided
that the approaches were not transferable to laypersons due to their high
complexity.

Due to the large set of literature from our core papers by Mohseni et al.
(2018) and Abdul et al. (2018) , the database search resulted in partial overlap
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of publications. In total, we reference 42 different works including the two
core papers (see below: 7. References). Many of these furnish reasoning and
background for our arguments or provide examples. However, to directly
derive answers for our first research question, we identified only 13 papers
out of the 42 works that clearly propose trends that were transferable to
general XAI for laypeople. These publications are classified into trends in
Table 3.

4. Results

In the following, we will discuss our findings regarding general trends of
explainable AI for non-experts and, subsequently, give more specific insights
into XAI for non-experts in the medical domain..

4.1 Trends of Explainable AI for Non-Experts

When referring to AI non-experts or AI novices, we consider general AI end-
users who have no previous experience in the design of machine learning
algorithms and are not domain experts of the application field in which the
AI operates. It is crucial to understand that XAI pursues different goals and
different approaches to explanation depending on the target user. According
to Mohseni et al. (2018) , there are three target user groups: non-expert end-
users, domain experts and AI experts. To give an example for the medical
domain: the AI expert researches and designs the machine learning algo-
rithms, the domain expert is expert in the application domain, such as a
doctor in the medical domain, and the end-user non-expert is the patient
with no prior medical or AI knowledge.

Mohseni et al. (2018) found four dominant goals of XAI for non-experts.
The first goal of XAI is to help end-users understand how the AI system
works. This is referred to as algorithmic transparency and aims to improve
the users’ mental model. It can also allow an end-user to improve or de-
bug daily machine learning applications such as email categorizers (Kulesza
2009) without machine learning knowledge. Other scenarios where algorith-
mic transparency promotes end-user debugging in daily life applications can
be found (B.Y. Lim, 2009), such as instant messenger auto-notification . Even
though the end user can directly benefit from this transparency, companies
that own these intelligent applications are reluctant to provide explanations
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for fear of negative impact on their reputation or competitive advantage
(Chromik 2019) . Nevertheless, providing explanations improves user trust
by letting the user evaluate the system’s reliability and observe the system’s
accuracy for certain decisions. This user trust is influenced by the increasing
amount of information on biased AI, making bias mitigation a design goal
of XAI (Mohseni 2018) . This can have impacts in economic scenarios, e.g.
in the form of hotel recommendations (Eslami et al. 2017) . But there are
also societal scenarios where biased AI can have severe implications, as in
the risk assessment of criminal defendants. One of the leading American
tools for risk assessment found that black defendants were far more likely
than white defendants to be incorrectly judged (Chouldechova 2017; Larson
et al. 2016). The above mentioned GDPR now legally supports each person
in accessing information about how their data is used. This goal of privacy
awareness allows end-users to know which user data is influencing the algo-
rithmic decision-making. Everyday life examples where this is also relevant
can be found in personalized advertisement or personalized news feeds in
social media (Eslami et al. 2015) .

To achieve these goals, different explanation interfaces can be found in
the literature. The main distinction is made between white-box and black-
box models with interactive or static approaches. In contrast to white-box
models, black-box models do not display the inner workings of the algorithm
but focus on explaining the relationship between the input and output, e.g.
through parameter weight influence. Since this is independent of how com-
plicated the models are, black-box models are often used for (deep) neural
networks. This also makes explaining the algorithmic concepts to AI novices
unnecessary. By comparison, white-box models specifically display the in-
ner workings of the algorithm with understandable features or transparent
computations. Cheng et al. (2019) conducted a study to compare white- and
black-box methods for non-expert stakeholders and evaluated them in terms
of objective understanding and self-reported understanding. Users spent the
same amount of time on both explanation interfaces but scored higher in ob-
jective understanding when using the white-box interface. This corresponds
with the idea that more transparent explanations help user understanding.
However, users did not describe an increased self-reported understanding
with the white-box model and neither of the models increased the users’
trust. The authors observed that greater complexity resulted in lower satis-
faction. This might suggest that the black-box method could benefit from
not conveying complexity if improvements to objective understanding can be
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made. There are different approaches to improving explanations of black-
box models (Narayanan 2018) , but they are still feature-oriented or try to
explain the mathematical components of the features. This loss of human
interpretability is known as the “accuracy-interpretability trade-off”, which
states that “often the highest performing methods (e.g., deep learning) are
the least explainable, and the most explainable (e.g., decision trees) are less
accurate” (Gunning 2019) . While high-dimensional weights and numerical
features are the basis for the algorithm, social sciences argue that a per-
son requires a causal explanation instead of a probabilistic explanation in
order to be satisfied (T. Miller 2019). Aligning with this is the newest trend
of “Open the Black-Box” or “Stop the Black-Box” (Rudin 2019; Rudin/Radin
2019), which suggests completely abandoning black-box models. Proponents
argue that the black-box models support bias and even AI experts do not un-
derstand how predictions in complicated models are made. They also state
that the improved white-box models require a significant effort to construct,
especially with regard to computation and domain expertise. The idea ap-
pears promising but points more in the direction of a topic for classical AI
research.

In Kulesza et al. (2015) an interactive white-box method is suggested
which allows users to build an understanding of the system while exploring
it. Their recommendation focuses on balancing completeness with incre-
mental changes and reversible actions to not overwhelm the user. They state
that the model should include the following types: inputs (features the sys-
tem is aware of), the model (an overview of the system’s decision-making
process), why (the reasons underlying a specific decision), and certainty (the
system’s confidence in each decision). To allow further exploration and inter-
activity, what if types should be included. One of the key takeaways is that
a user-focused approachthat includes a self-explanatory system and back
corrections is highly beneficial to explain an AI application. According to
this survey, the new watchword is interaction, with its close connections to
reflection, implicit interaction and software learnability. Abdul et al. (2018)
also implemented an interactive interface that let the user freely explore ad-
justable inputs. The interactive feature provided significantly better results
in self-reported and objective understanding. However, in both cases the in-
teractive aspect is model- and application-specific, which makes it difficult
to derive generalizations for interaction in XAI.

The same problem arises regarding visualizations in XAI. Visualizations
are very useful to display high dimensional data and data flow (Bach et al.
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2015; Cheng 2019; Samek et al. 2019) and there are multiple approaches
to using them for neural networks (Heleno et al. 2019; Montavon et al.
2018)  . In Liu et al. (2017),  the authors present CNNVis, an interactive vi-
sual analytics system, to better understand convolutional neural networks
for image processing. Hybrid visualizations are used to disclose interactions
between neurons and explain the steps of neural networks. Whilst CNNVis
targets machine learning experts, this is also an interesting approach to
“open the black-box” for non-experts. Other literature suggests using visu-
alization tools to explain the ML pipeline from the model input to output
(El-assady et al. 2019; Spinner 2020).  The model presented by Spinner et al.
(2020), explAIner, is a framework for interactive and explainable machine
learning. It can be used as a TensorBoard plugin and combines visual and
natural language explanations, with enhancement on storytelling and justi-
fication. The framework received positive feedback in a case study but it is
unclear how well AI novices can understand the explanations with no back-
ground in machine learning. Meanwhile, Google deployed an online service
at the end of 2019 which provides a framework for AI explanations, including
the integration of visualizations (Google Cloud 2021) . This also underscores
the increasingly important role that XAI is playing in the industry. However,
the question of how to use visualization tools in XAI for AI novices remains
open for research.

The trends identified in the most relevant papers referenced above are
summarized in Table 3.
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Table 3: Referenced literature with identified trends

Black/
White
Box

Expla-
nation
Types

Under-
lying
Model

Interac-
tion

Visualiza-
tion

(Cheng 2019) x

(Guidotti 2018) x

(T. Miller 2019) x x

(Kulesza 2013) x x

(Kulesza 2015) x x x

(Rudin 2019) x x

(Rudin/Radin 2019) x x

(Abdul 2018) x x

(Narayanan 2018) x x

(Lim 2011) x

(Lim 2009) x x

(Heleno 2019) x x

(Spinner 2020) x x

In the next section, we seek to better illustrate the current state of XAI for
laypeople on the example of an explicit application domain.

4.2 XAI for Non-Experts in the Medical Domain

Lim et al. (2018) state that the medical domain was the first application do-
main of XAI. More than other domains, algorithmic medical recommenda-
tions demand explanation and justification due to their high impact on hu-
man lives. This naturally acts as driving force of XAI in the medical domain.
According to the research analysis (Abdul 2018), the medical and health-
care domain appears repeatedly in the context of XAI, especially in relation
to fair, accountable and transparent algorithms and interpretable machine
learning. As explained in Section 2, research in XAI with a focus on non-ex-
perts is very limited. Because of its importance and the availability of more
literature than in other application domains, we have chosen the medical do-
main to analyze the current state of XAI for non-experts in an application
domain.
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In the medical domain, AI systems are used for critical decision-making
tasks which magnifies the importance of the explanations and transparency
for end-users and non-experts. The described systems are clinical decision
support systems which store health knowledge and apply this to new patient
observations. The resulting recommendations can help the clinicians to make
choices.

Even though in general, experts and AI novices tend to distrust AI sys-
tems (Narayanan 2018) , in this specific context, Goddard et al. (2012) discov-
ered that clinicians tend to trust the system more than their own judgement.
This over-trust is called automation bias and is dependent on factors such
as task complexity, workload and time pressure. Bussone et al. (2015) in-
vestigate the relationship between trust, explanations and reliance of prac-
titioners to CDSS in an exploratory between-group user study. The study
involved some of Lim’s and Dey’s (2009) types such as confidence expla-
nations and why explanations in natural language and also examined the
explanations desired by the study participants. In contrast to Lim and Dey
(2009), the participants requested more than an indicator of certainty and
a significant number did not understand what this percentage even meant.
From the perspective of a patient, it can also be rather unsettling if this
percentage indicates a disease. Further, the system provided facts it used to
make a diagnosis but the study participants requested more information for
typical cases of this diagnosis. This would allow them to assess how much
the suggestions fit. Additionally, the clinicians requested an explanation that
allowed them to disprove other diagnoses, e.g. the second most likely diag-
nosis. This also supports Lim’s and Dey’s (2009) why not explanation type.
Overall, Bussone et al. (2015) observe that clinicians demand explanations
with the same reasoning that they use to make a diagnosis. However, the
sample size of the study was very limited and the user groups studied were
AI novices but experts in the medical domain.

In the study of Narayanan et al. (2018) about 600 participants were re-
cruited to conduct a study on explanation types of recommendation sys-
tems. While one recommendation system recommended recipes, the other
system diagnosed symptoms and recommended pharmaceuticals. Unlike in
the study by Bussone et al. (2015), the recommendation system was less
expert-oriented. Narayanan et al. (2018) found that the observations on ex-
planations in the recipe and medical domains coincided, meaning that the
application domain did not require different explanations. Another impor-
tant finding is that if the participant is focused on understanding, the com-
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plexity of an explanation does not result in a decrease of accuracy but rather
in an increase in response time.

This leads us to the proposition that Lim’s and Dey’s types (Lim 2009),
presented in Section 4 and supported by the observations of Bussone et
al. (2015), can be transferred to explanations for patients. However, it is
questionable whether or not these explanations can be used as black-box
explanations when the decision support system is based on very compli-
cated systems such as neural networks. For such systems, Holzinger et al.
(2017) suggest linking vector representations of neural networks to lexical
resources and knowledge bases using hybrid distributional models for the
medical context. This enables step-by-step retracing of how the system de-
veloped a solution but it is questionable whether this is understandable for
AI laypeople.

Overall, we observe the same problem as explained in Section 2: the
literature addresses mostly AI experts or experts in the medical domain.
From the literature analyzed, the findings derived are limited: Lim’s and
Dey’s (2009) explanation types are transferable to different domains and
especially the why not explanation type is in demand. This explanation will
help to understand why the patient did not receive a different diagnosis.
Further, the study by Narayanan et al. (2018) indicates that XAI can probably
follow a universal explanation strategy for different domains. For this reason,
we will summarize our findings and provide guidelines in the next section.

5. Discussion and Conclusion

Table 4 presents the findings of our semi-structured literature review on
current XAI trends with a focus on the medical domain, summarises our
most important findings and puts forward the following suggestions for the
design of XAI for non-experts:
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Table 4: Suggestions for the design of XAI for non-experts

Design Suggestion Explanation for Suggestion

During the Implementation of the AI System for an Application:

Consider explainability in the choice of the AI algorithm.

When choosing a model, consider whether
a simpler algorithm can achieve simi-
lar/better results.

According to Rudin (2019) and Rudin/Radin
(2019), even AI experts do not understand
how predictions in complicated models are
made.

After deciding on a model, implement it
such that the inner computations can be
accessed and perhaps even visualized.

Liu et al. (2017) suggest hybrid visualiza-
tions to explain the steps of neural net-
works. We suggest implementing this di-
rectly with the system.

After Building the AI System

Focus on explaining using a white-box approach.

For natural language explanations, use
Lim’s & Dey’s (2009) explanation types: in-
puts, model, why, certainty, what if/why not.

These explanation types have been re-
quested by laypeople and proven to be re-
liable in different contexts (Bussone 2015;
e.g., Lim 2009).

Allow the user to freely explore adjustable
inputs and allow back corrections for inter-
active explanations.

Kulesza et al. (2015) found that interactive
features lead to significantly better results
in self-reported and objective understand-
ing.

Use visual explanations to display the
framework of the built AI system and to ex-
plain the computations of the data (depen-
dent on the application domain).

Cheng (2019) suggests displaying high di-
mensional data and data flows using visu-
alizations.

Identifying explanation strategies for non-experts to account for AI is an
essential step in integrating AI systems into society. The task of explaining
complicated systems to someone with little to no prior knowledge is gen-
erally a challenge. Which strategies can be used for AI systems? What is
the current state of research? Are trends in explainable AI also observable
in applications such as the medical domain? The knowledge gained from
identifying these explanation strategies will be crucial for the acceptance of
AI in society.

In this review, we observed current trends in XAI for non-experts. We
perceived a demand for a shift from black to white-box models which ap-
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pears difficult regarding complicated machine learning models. Voices in
research are increasingly questioning the necessity of complicated models
and suggest a simpler, well-planned architecture. At the same time, differ-
ent underlying models are proposed such as hybrid models to create more
self-explainable complex models. Regarding the explanations, the types sug-
gested by Lim and Dey (2009) reappear within different independent litera-
ture, sometimes slightly modified. Therefore, we also recommend including
the types: inputs, model, why, certainty/confidence, what if. We also propose using
the what if type together with interactivity to support end user exploration.
Generally, visualization is recommended and several frameworks are pro-
posed. However, the problem of how to explain AI specifically to AI novices
remains unsolved. This can be observed even more readily in the medical do-
main where trust and reliability of AI are of particular importance. The shift
to white-box models, the explanation types, hybrid models and interaction
can also be observed in XAI for the medical domain. Yet, all the research
available is only targeted at data or AI experts.

Generally speaking, it is difficult to find research that targets non-ex-
perts. Going forward it will be important to center the research around the
needs of non-experts. What information do non-experts demand from an
AI system in the medical domain, such as a clinical decision support sys-
tem? How do these differ from AI systems in lifestyle applications such as a
spam filter? Can we directly integrate those explanations in domains where
XAI is not yet established, such as cybersecurity? Further, there are open
questions regarding the build of the framework. Can we build simpler AI
systems that achieve similar or better results than complicated ones? Do
non-experts really profit from hybrid models to understand more compli-
cated AI systems? How important is the design of the interface in terms
of interaction and visualization compared to the explanation of the system?
A better understanding of these questions will guide the design of XAI for
non-experts.
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