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Abgeleitete Textformate: Prinzip und Beispiele

I. Einleitung

Der vorliegende Beitrag macht Vorschlige fiir einen pragmatischen Umgang mit der
derzeitigen rechtlichen Situation bei der Nutzung von Methoden des Text und Data
Mining (TDM)! in den Digital Humanities (DH) und speziell in den Computational
Literary Studies (CLS).? Vor dem Hintergrund der nun verfiigbaren Schranke zuguns-
ten von TDM, aber auch der weiterhin bestehenden Hiirden, insbesondere beztiglich
des Teilens von Textbestinden, die fiir das TDM relevant sind, ist es das Anliegen des
vorliegenden Beitrags, Perspektiven und Maoglichkeiten fiir die Erstellung, Analyse
und Anschlussforschung an solchen Textsammlungen, die auf der Grundlage von urhe-
berrechtlich geschtitzten Textbestinden entstanden sind, zu eroffnen. Ziel ist es, die of-
fene Publikation und freie Nachnutzbarkeit von abgeleiteten Textformaten fir die
Nachvollziehbarkeit von Analyseergebnissen fiir Dritte auch auflerhalb formaler Qua-

* Christof Schoch ist Inhaber der Professur fur Digital Humanities und Ko-Direktor des Trier
Center for Digital Humanities. Frédéric Dohl ist Strategiereferent fiir Digital Humanities der
Deutschen Nationalbibliothek. Achim Rettinger ist Inhaber der Professur fiir
Computerlinguistik an der Universitit Trier. Evelyn Gius ist Inhaberin der Professur fiir
Digital Philology — Neuere Deutsche Literaturwissenschaft an der TU Darmstadt. Peer
Trilcke ist Inhaber der Juniorprofessur deutsche Literatur des 19. Jahrhunderts mit dem
Schwerpunkt Theodor Fontane an der Universitit Potsdam und Leiter des Theodor-Fontane-
Archivs. Peter Leinen ist Leiter des Fachbereichs Informationsinfrastruktur an der Deutschen
Nationalbibliothek. Fotis Jannidis ist Inhaber der Professur fiir Computerphilologie und
Neuere Deutsche Literaturgeschichte an der Universitit Wirzburg. Maria Hinzmann ist
Projektkoordinatorin am Trier Center for Digital Humanities. Jorg Ropke ist Leiter der
Abteilung  Informationstechnologie, Forschungs- und Publikationsdienste an der
Universitatsbibliothek Trier. Dieser Beitrag beruht auf dem DFG-Expertenworkshop
Strategien fir die Nutzbarmachung urheberrechtlich geschiitzter Textbestinde fiir die
Forschung durch Dritte, der im November 2019 / Januar 2020 an der Universitit Trier
stattgefunden hat. Der Beitrag ist ein Auszug aus einer umfassenderen Darstellung, vgl.
Schoch et al. ZfdG 2020.

1 Vgl. zu TDM wu.a. Hotho/Niirnberger/Paafs, LDV Forum 2005, 19; Allahyari et al., ar-
Xiv:1707.02919 (2017).

2 Vgl. v.a. Jannidis et al., Digital Humanities: eine Einfithrung, 2017; Jockers, Macroanalysis —
Digital Methods and Literary History, 2013.
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litatssicherungsprozesse und fiir Anschlussforschung ohne rechtliche Einschrinkun-
gen zu ermoglichen.

II. Das Prinzip der abgeleiteten Textformate

Vor dem in den Beitrigen von Jotzo (RuZ 2020, 128) und Grisse (RuZ 2020, 143) skiz-
zierten rechtlichen Hintergrund ist die Grundidee der abgeleiteten Textformate im
Kern folgende: Es wird von Bestinden urheberrechtlich geschiitzter Volltexte ausge-
gangen (die Ausgangstexte, im Urheberrecht als *Ursprungsmaterial’ bezeichnet; ggfs.
auch bereits als Korpus vorliegend), zu denen eine Institution legalen Zugang hat. Die-
se Textbestinde werden durch die Anwendung von Verarbeitungsroutinen, die im We-
sentlichen sowohl eine gezielte Informationsanreicherung (bspw. durch linguistische
Annotation) als auch eine Informationsreduktion (bspw. durch Léschung der Wortfor-
men oder Aufhebung der Sequenzinformation) darstellen, in sogenannte abgeleitete
Textformate verwandelt. Diese Verarbeitungsroutinen konnen ggfs. in Verbindung mit
einem konkreten Forschungsvorhaben der eigenen Institution oder Dritter angewen-
det werden. Das einfachste Beispiel fiir ein solches abgeleitetes Textformat wire eine
Tabelle, die fiir einen Textbestand die Haufigkeiten jedes Wortes in jedem Text festhilt.

Solche abgeleiteten Textformate konnen fir einen unstrukturierten Gesamtbestand,
einen grofleren Teilbestand oder aber fiir einen gezielt zusammengestellten, fir die Be-
arbeitung einer bestimmten Forschungsfrage geeigneten Teilbestand von Texten erstellt
werden. Die abgeleiteten Textformate sind dabei so gestaltet, dass die Texte in der dann
vorliegenden Form einerseits nicht mehr in den Geltungsbereich des Urheberrechts
fallen, andererseits dennoch die Anwendung moglichst vielfaltiger quantitativer Analy-
sen der Texte erlauben.

Die Idee der abgeleiteten Textformate ist nicht neu, vielmehr gibt es bereits mehrere
Beispiele fiir die erfolgreiche Umsetzung dieses Prinzips. Zu den prominentesten Bei-
spielen fiir den Einsatz abgeleiteter Textformate zihlen das Google Ngram Dataset so-
wie das HTRC Extracted Features Dataset der Hathi Trust Digital Library. Diese Bei-
spiele zeigen, dass die Vorteile der Idee abgeleiteter Textformate durchaus bereits er-
kannt worden sind. Es wird aber auch deutlich, dass erstens die Umsetzung bisher nur
wenig programmatisch erfolgt, denn es gibt kaum Forschungsliteratur, die sich spezi-
fisch diesem Thema widmet, und dass es zweitens bisher kaum Bemithungen um eine
Standardisierung von Formaten und Strategien iiber Einzelprojekte oder einzelne In-
stitutionen hinweg gibt.

Wie kann man sich dem Konzept der abgeleiteten Textformate also grundsitzlicher
niahern? Zunichst ist zu konstatieren, dass ein Text nur scheinbar aus einer schlichten
Abfolge von Wortformen oder gar Zeichen besteht. Denn fiir die verstehende Lektiire
eines Textes ist die Kenntnis nicht nur der Wortformen und ihrer genauen Reihenfolge
notwendig, sondern auch die Kenntnis der Bedeutung und grammatikalischen Funkti-
on der Wortformen im Satz sowie der semantischen und syntaktischen Beziehungen

RuZ 1. Jg. 2/2020
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zwischen den Wortformen. Hinzu kommen noch Kontext und Pragmatik des Textes
Uber die Satzgrenzen hinaus.

Um eine systematische Modellierung der abgeleiteten Textformate vorzunehmen,
wird hier abstrahierend davon ausgegangen, dass ein Text lediglich in die folgenden
Teile zu gliedern ist: Token (vereinfacht gesagt: ein einzelnes Wort), Satz, Segment
(Abschnitte fester, aber willkurlicher Linge), Gesamttext. Ausgehend von dieser ab-
strakten Modellierung kann man damit zusammenfassend von den folgenden Teilinfor-
mationen ausgehen, die sich jeweils auf ein Token im Text beziehen:

1. die Information iiber die Wortform des Tokens, also die Abfolge der Zeichen; mit
oder ohne Berticksichtigung der Grof8-/Kleinschreibung;

2. das Lemma, also die unflektierte Grundform, wie man sie als Worterbucheintrag
finden wiirde;

3. die Wortart, also die grammatikalische Klasse (Substantiv, Verb, Adjektiv, Prono-
men, etc.), gegebenenfalls und sofern relevant auch weitere morpho-syntaktische
Informationen (Genus, Numerus, Casus);

4. die Bedeutung, also der semantische Gehalt des Wortes; reprasentiert beispielsweise
tiber Zuordnung eines Wortvektors aus einem Word Embedding Model oder eines
Synsets in WordNet;

5. die Relationen, also insbesondere die syntaktische Rolle des Tokens und seine Be-
ziehung zu anderen Tokens im Satz, wie etwa die Bestimmung als Pradikat oder die
Auflosung der Referenz eines Pronomens;

6. die Sequenzinformation, also die syntagmatische Position des Tokens relativ zu an-
deren Tokens im Satz; die Position des Satzes relativ zu anderen Sitzen im Seg-
ment; und die Position des Segments im Text;

7. die Hiufigkeit des Tokens, wobei die Hiufigkeit im Satz, im jeweiligen Segment,
im Gesamttext oder in einer Gruppe von Texten gemeint sein kann; zudem kann
die Haufigkeit als binire, absolute oder relative Hiufigkeit ausgedriickt werden.

Abgeleitete Textformate konnen auf der Grundlage des skizzierten Verstindnisses von
Text solchermaflen definiert werden, dass man jeweils beschreibt, welche der genann-
ten, unterschiedlichen Teilinformationen durch Annotation expliziert werden, welche
vereinfacht oder entfernt werden, und welche erhalten bleiben. Spezifiziert tiber die je-
weils gewidhlten Parameter (insbesondere: Segmentlinge), ergeben sich eine Vielzahl
moglicher Transformationen der Ausgangstexte in verschiedene abgeleitete Textforma-
te. Unterschiedliche Textformate eignen sich dabei je unterschiedlich gut fiir bestimmte
Analyseverfahren.

II1. Vorschlige fiir abgeleitete Textformate

In den folgenden Abschnitten wird eine Auswahl konkreter, abgeleiteter Textformate
beschrieben und diskutiert. Diese Auswahl beruht auf einer vorgingigen Beurteilung
einer grofleren Anzahl von Formaten und beinhaltet nur solche Formate, die grund-
satzlich aus den oben genannten Perspektiven zumindest vielversprechend erscheinen.
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Zur Veranschaulichung der Textformate werden im Text (sofern moglich bzw. sinn-
voll) jeweils Beispiele oder Ausschnitte der entstehenden Dateiformate abgebildet.?
Die verwendeten Texte sind gemeinfrei, sodass die Ausgangstexte im Sinne der Trans-
parenz der Transformationsverfahren mit publiziert werden konnen. Zur Ilustration
der Formate soll das erste Kapitel aus dem Roman Effi Briest (1894-95) von Theodor
Fontane dienen; um einen direkten Vergleich mit dem Ausgangstext und eine Einschat-
zung bezlglich Werkgenuss und Wiedererkennbarkeit zu ermoglichen, sei der Anfang
des Kapitels hier zitiert:

»In Front des schon seit Kurfiirst Georg Wilbelm von der Familie von Briest be-
wohnten Herrenhauses zu Hohen-Cremmen fiel heller Sonnenschein auf die mit-
tagsstille Dorfstrafle, wibrend nach der Park- und Gartenseite hin ein rechtwinklig
angebauter Seitenfliigel einen breiten Schatten erst anf einen weifS und griin qua-
drierten Fliesengang und dann iiber diesen hinaus anf ein grofies, in seiner Mitte mit
einer Sonnenubr und an seinem Rande mit Canna indica und Rhabarberstanden be-
setztes Rondell warf. Einige zwanzig Schritte weiter, in Richtung und Lage genan
dem Seitenfliigel entsprechend, lief eine ganz in kleinblittrigem Efeu stehende, nur
an einer Stelle von einer kleinen weifSgestrichenen Eisentiir unterbrochene Kirchhofs-
mauer, binter der der Hohen-Cremmener Schindelturm mat seinem blitzenden, weil
neuerdings erst wieder vergoldeten Wetterhahn aufragte. Fronthaus, Seitenfliigel und
Kirchhofsmauner bildeten ein einen kleinen Ziergarten umschliefSendes Hufeisen, an
dessen offener Seite man eines Teiches mit Wassersteg und angeketteltem Boot und
dicht daneben einer Schaukel gewahr wurde, deren horizontal gelegtes Brett zu
Hiupten und Fiiffen an je zwei Stricken hing — die Pfosten der Balkenlage schon et-
was schief stehend. Zwischen Teich und Rondell aber und die Schaukel halb verste-

ckend standen ein paar mdichtige alte Platanen.“*

1. Token-basierte Textformate

Zunichst gehen wir auf token-basierte Textformate ein, die zugleich solche Formate
sind, bei denen die Grundeinheit der Erstellung und Publikation in der Regel einzelne,
vollstindige Texte sind. Dies gilt fiir die anschlieflend vorgestellten Textformate, die
auf N-Grammen oder Vektoren beruhen, nicht in gleicher Weise.

a) Einfache Term-Dokument-Matrix

Das erste, sehr einfache abgeleitete Textformat ist die einfache Term-Dokument-Ma-
trix. Sie besteht fiir jeden Finzeltext aus einer Liste der vorkommenden Tokens und

3 Vollstandige Beispiele fir die hier beschriebenen abgeleiteten Textformate sowie der sie erzeu-
gende Programmcode liegen in einem Github-Repository vor, abrufbar unter: https://github.c
om/dh-trier/tmr, zuletzt abgerufen am 18.10.2020.

4 Fontane, Effi Briest, 1894-95, S. 3.
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ihrer absoluten Haufigkeit im Ausgangstext. Dabei kann zunichst fir jeden Ausgangs-
text eine Datei erhalten bleiben (Tabelle 1). In der Praxis kann durch Zusammenfiithren
mehrerer solcher Haufigkeitslisten eine ganze Textsammlung in Form einer Term-Do-
kument-Matrix reprasentiert werden, deren Grofle von der Anzahl der enthaltenen
Texte und der Anzahl der Types (d.h. der unterschiedlichen Worter bzw. des Gesamt-
vokabulars) bestimmt wird.

Aufgrund der prinzipiellen Einfachheit des Formats enthilt es nur eine kleine An-
zahl von Parametern, die es genauer spezifizieren. Hierzu gehoren insbesondere die
beiden folgenden Parameter:

1. welche Tokenisierung angesetzt wird, d.h. welche Definition von Token fiir die
Segmentierung des Textes in einzelne Tokens, bspw. Worter, verwendet wird;

2. welche Informationen auf Token-Ebene jeweils mitgefithrt werden (und dafiir auch
erhoben werden miissen), d.h. ob lediglich die Wortform des Tokens, oder aber
weitere Informationen tiber das Token — wie beispielsweise das Lemma, die Wort-
art, morphologische Information, die syntaktische Rolle im Satz oder eine Repri-
sentation der Wortbedeutung bspw. als Wortvektor —, angeboten werden.

Rang | Token (Wortform_Wortart_Lemma) fontane_effi-briest
1 ,,PUN_, 10307
2 ._PUNL_. 5204
3 und_KON_und 4087
4 « PUN_« 1937
5 » PUN_» 1937
6 die_ART_die 1927
7 ich_ PPER _ich 1715

8 sie_PPER _sie 1703
9 das_ART_der/die/das 1618
10 der_ART_der/die/das 1510
11 es_PPER _es 1410
12 nicht PTKNEG_nicht 1364
13 in_PRP_in 1102
14 so_ADV_so 1020
15 1st_VAFIN_sein 998
16 zu_KON]J_zu 983

Tabelle 1: Ausschnitt ans der Term-Dokument-Matrix fiir Fontanes Effi Briest. Hier
mit Wortform, Lemma und Wortart-Information, absteigend sortiert nach
absoluter Hiufigkeit.
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Dieses abgeleitete Textformat kann folgendermaflen eingeschitzt werden:

= Fir einige Analyseverfahren, insbesondere fur einfache Varianten der Klassifikati-
on und des Clustering bspw. fiir Fragen der Autorschaftsattribution, und fiir einfa-
che Distinktivititsmafie ist das Format geeignet. Fiir viele andere Verfahren, darun-
ter fiir Topic Modeling, Sentiment Analyse, Netzwerkanalyse oder Text Re-Use ist
dieses Textformat hingegen nicht ausreichend informationsreich: Insbesondere die
vollstindige Abwesenheit von Sequenzinformation auf allen Ebenen fithrt dazu,
dass keine Verfahren eingesetzt werden konnen, die die (im Falle der Belletristik oft
sehr umfangreichen) Texte nicht nur als Ganzes betrachten.

= Aus technischer Sicht ist sicherlich ein Vorteil dieses Textformats, dass es mit relativ
trivialen Mitteln erstellt werden kann. Wie einfach das ist, hingt allerdings insbe-
sondere vom oben genannten, zweiten Parameter ab. Denn die dafiir jeweils not-
wendige linguistische Annotation ist nicht in allen Fallen trivial und in so gut wie
keinem Fall gibt es nur eine einzige, standardisierte Vorgehensweise. Aus Anwen-
dersicht ist zudem die einfache Nutzbarkeit eines solchen Formats ein Vorteil. Vie-
le relevante Tools (u.a. Excel, Calc, R und Python) konnen eine solche Reprisenta-
tion in Form einer CSV-Datei direkt importieren und weiter verarbeiten.

= Aus rechtlicher Sicht ist die einfache Term-Dokument-Matrix ein ganz klar unbe-
denkliches Format. Eine Rekonstruktion des Ausgangstextes ist ebenso klar ausge-
schlossen wie der Werkgenuss durch die Leser/innen oder auch nur die intuitive
Wiedererkennbarkeit des Ausgangstextes. Dass die stilometrische Autorschaftsat-
tribution in der Lage ist, das individuelle stilistische Profil eines Autors aus einer
solchen Matrix abzuleiten, bedeutet nicht, dass die individuellen Eigenschaften des
Autors ohne technische Unterstlitzung erkennbar wiren.

= Aus Anbietersicht schlieflich ist das Format ebenfalls vergleichsweise unproblema-
tisch, da es einfach erstellt werden kann, nach und nach Texte transformiert werden
konnen und keine besonders umfangreichen Datenbestinde entstehen.

In der Summe kann die Term-Dokument-Matrix demnach als rechtlich unbedenkli-
ches, technisch eher unproblematisches, in der Anwendung aber eingeschrankt nttzli-
ches Format beschrieben werden. Es stellt damit in gewisser Weise die Baseline der ab-
geleiteten Formate dar.

b) Segmentweise Aufhebung der Sequenzinformation

Die Grundidee dieses abgeleiteten Formats ist es, die Rethenfolge der Worter im Text-
verlauf durcheinanderzuwirbeln. Entscheidend ist hier allerdings, dass dies nicht fir
einen Einzeltext als Ganzes vorgenommen wird (dann wire das Format beziiglich des
Informationsgehalts mit der einfachen Term-Dokument-Matrix identisch), sondern je-
weils nur innerhalb kleinerer Segmente, wobei die urspriingliche Reihenfolge dieser
Segmente im Text aber beibehalten wird (Auszug 1). Es erfolgt also eine selektive Re-
duktion der Sequenzinformation. Die wesentlichen Parameter dieses Textformats sind
die folgenden: Wie bei den meisten Textformaten sind dies auch hier die Tokenisierung

RuZ 1. Jg. 2/2020
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und die Giber das Token verfugbare Information. Wesentlich sowohl aus Anwendungs-
als auch aus rechtlicher Perspektive ist hier allerdings der Parameter der Linge der Seg-
mente in Tokens.

von_APPR_von  Hohen-Cremmen_NN_Hohen-Cremmen  Georg NE_Georg
zu_APPR_zu heller_ADJA_hell des_ART die fiel VVFIN_fallen
schon_ADV_schon bewohnten_ ADJA_bewohnt In_APPR_in der_ ART_die <SEG>
Mittagsstille_ ADJA_Mittagsstille ~ Gartenseite. NN_Gartenseite  und_KON_und
erst_ ADV_erst Park-_ TRUNC_Park- Dorfstrafle. NN_Dorfstrafle, PUN_, Seiten-
fligel NN_Seitenfliigel breiten_ ADJA_breit die_ART_die hin_ADV_hin wih-
rend_KOUS_wihrend angebauter_ ADJA_angebaut der_ART_die nach_APPR_nach
ein_ ART eine Schatten. NN_Schatten auf APPR_auf einen_ ART eine rechtwink-
lig ADJD_rechtwinklig <SEG>  grofles_ ADJA_groff, PUN_, auf APPR_auf
mit_APPR_mit in_APPR_in ein_ART eine weil_ADJD_weifl und_KON_und
uber_APPR _iiber quadrierten_ ADJA_quadrierten und_KON_und die-
sen_PDAT dies auf APPR_auf Mitte_ NN_Mitte seiner_ PPOSAT _sein
dann_ADV_dann Fliesengang NN_Fliesengang hinaus_ADV_hinaus
einen_ART_eine griin_ADJD_griin <SEG>

Auszug 1: Ausschnitt aus der Liste der Tokens mit Annotation bei segmentweiser Auf-
hebung der Sequenzinformation fiir den Beginn von Fontanes Effi Briest.
Hier auf Unigramm-Basis und mit Wortform, Lemma und Wortart-Infor-
mation sowie einer Segmentlinge von 20 Tokens. Man beachte die Markie-
rung der Segmentgrenzen mit <SEG> nach jeweils 20 Tokens.

Bei diesem abgeleiteten Textformat gibt es keine Abhingigkeit zwischen den Texten in
einer Textsammlung, sodass die Texte frei rekombiniert werden konnen. Die Grofle
der Segmente hat nur eine minimale Auswirkung auf die Grofle der resultierenden Da-
teien, weil nur die Reihenfolge der Merkmale verindert wird. Der Eingriff in die seg-
mentiibergreifende Textstruktur ist minimal, das lesende Verstindnis des Textes er-
scheint aber schon bei sehr kleinen Segmentgrofien so gut wie ausgeschlossen.

Dieses abgeleitete Textformat kann folgendermafien eingeschitzt werden:

=  Aus der Anwendungsperspektive erscheint dieses Textformat fiir eine vergleichs-
weise grofle Anzahl von Analysemethoden niitzlich, vorausgesetzt, die Segment-
linge wird nicht zu grof} angesetzt (<50 Tokens wiren sicherlich in einigen Szenari-
en ausreichend klein): fiir einfache stilometrische Verfahren auf jeden Fall, zudem
auch fiir avanciertere Verfahren und das Ermitteln distinktiver Merkmale, wofiir
ein segmentierter Text erforderlich ist, um zu sampeln oder die Dispersion der
Merkmale zu berticksichtigen. Fiir Topic Modeling ist das Format ebenfalls gut ge-
eignet. Nur bei einer sehr geringen Segmentlinge oder bei einer Segmentierung in
Sitze erscheint eine einfache Sentiment Analyse denkbar. Verfahren der Netzwerk-
analyse sind denkbar, wiren aber auf eine vorgingige, hochwertige Named Entity
Recognition und Coreference Resolution angewiesen. Mit diesem Format nicht
durchfiihrbar erscheinen avanciertere Verfahren des Text Re-Use, die stark auf
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einer feingranularen Sequenzinformation beruhen, oder nicht-triviale Verfahren aus
dem Bereich der Sentiment Analyse.

= Aus technisch-informatischer Perspektive ist dieses Format unproblematisch, weil
es einfach zu erstellen ist und keine besonderen Anforderungen an Speicherkapazi-
titen oder Datenstruktur erfordert. Es kann eine Datei pro Gesamttext erstellt wer-
den, wodurch ein progressiver Bestandsaufbau ermoglicht wird; zudem erlaubt dies
die einfache, nachtrigliche Kombination von Texten zu einem je nach Forschungs-
frage zusammengestellten Korpus.

= Aus rechtlicher Perspektive ist eine Rekonstruktion des Ausgangstextes mit einer
so hohen Zuverlissigkeit, dass der Ausgangstext tatsichlich gelesen und verstanden
werden konnte, schon bei einer Segmentlinge von >50 aufgrund der exponentiell
steigenden Anzahl der moglichen Kombinationen kaum noch denkbar. Mit hoherer
Segmentlinge sinkt die Rekonstruierbarkeit weiter ab. Bei einer kleineren Segment-
linge (bspw. <10 Tokens) oder bei einer satzweisen Segmentierung steigt sie hinge-
gen; dann wire eine Rekonstruierbarkeit des Ursprungstextes in einzelnen Fillen
(also nicht fiir den Gesamttext, aber doch fir mehrere lingere Abschnitte des Tex-
tes) denkbar. Die genauen Verhiltnisse wiren allerdings erst empirisch nachzuwei-
sen.

Damit handelt es sich hier um ein sehr empfehlenswertes Format, das bei entsprechend
geeigneter Wahl des Parameters Segmentlinge (im Bereich von um die 50 Tokens) so-
wohl aus der Anwendungsperspektive fiir eine Reihe von Verfahren ntitzlich ist als
auch aus rechtlicher Perspektive als unbedenklich eingeschitzt werden kann. Zu be-
achten ist zudem, dass das erste abgeleitete Textformat, die einfache Term-Dokument-
Matrix, aus diesem Format ebenfalls generiert werden kann (nicht aber umgekehrt).

c) Selektiv reduzierte Information iiber einzelne Tokens

Die Grundidee dieses Formats ist es, die vollstindige Sequenzinformation im Text bei-
zubehalten, um bestimmte Verfahren zu ermoglichen, die auf diese Information ange-
wiesen sind, dabei aber so viel Information iiber die einzelnen Tokens zu entfernen,
dass dennoch von einer urheberrechtlichen Unbedenklichkeit ausgegangen werden
kann. Zahlreiche Varianten sind denkbar, aber eine aus Anwendungssicht niitzliche
Implementierung dieses Textformats konnte folgendermaflen gestaltet sein: Ausgangs-
punkt wire erneut ein tokenisierter und annotierter Text, sodass fiir jedes Token min-
destens Wortform, Lemma und Wortart verfiigbar sind. Dann wird beim Erstellen des
Textformats aber beispielsweise fiir alle Funktionsworter (also u.a. Prapositionen, Pro-
nomina und Artikel) die Information {iber die Wortform und das Lemma entfernt und
lediglich die Information tber die Wortart beibehalten (vgl. Auszug 2). Dadurch bleibt
die Sequenzinformation vollstindig erhalten, nicht nur in Bezug auf die Abfolge der
Inhaltsworter, sondern auch in Bezug auf den exakten Abstand der Worter zueinander
im Ausgangstext. Wichtigster Parameter dieses Textformats ist sicherlich, fir welche

RuZ 1. Jg. 2/2020

20.01.2026, 21:24:26. [T



https://doi.org/10.5771/2699-1284-2020-2-160
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-sa/4.0/

168 Schich et al. - Abgeleitete Textformate: Prinzip und Beispiele

Wortarten die Information tiber Wortform und Lemma entfernt wird und fiir welche
nicht.

APPR Front_ NN_Front ART schon_ADV_schon APPR Kurfiirst. NN_Kurfiirst
Georg NE_Georg Wilhelm_NE_Wilhelm APPR ART Familie. NN_Familie APPR
Briest_NN_Briest bewohnten_ ADJA_bewohnt Herrenhauses_NN_Herrenhaus AP-
PR Hohen-Cremmen_NN_Hohen-Cremmen fiel VVFIN_fallen heller_ ADJA_hell
Sonnenschein_NN_Sonnenschein APPR ART Mittagsstille_ NN_Mittagsstille Dorf-
strafle_NN_Dorfstrale PUN KOUS APPR ART TRUNC KON Gartensei-
te_NN_Gartenseite hin_ADV_hin ART rechtwinklig ADJD_rechtwinklig angebau-
ter_ADJA_angebaut Seitenfliigel NN_Seitenfliigel ART breiten_ ADJA_breit Schat-
ten_NN_Schatten erst. ADV_erst APPR ART weifl_ADJD_weifl KON griin_AD-
JD_griin  quadrierten_ADJA_quadrierten  Fliesengang NN_Fliesengang KON
dann_ADV_dann APPR PDAT hinaus_ADV_hinaus APPR ART grofles_AD-
JA_grof PUN APPR PPOSAT Mitte_NN_Mitte APPR ART Sonnenuhr_NN_Son-
nenuhr KON APPR PPOSAT Rande_NN_Rand APPR Canna_NN_Canna indi-
ca_NE_indica KON Rhabarberstauden_NN_Rhabarberstaude besetztes_ ADJA_be-
setzt Rondell_NN_Rondell warf_ VVFIN_werfen PUN

Auszug 2: Abfolge der Tokens mit Annotation bei selektiver Entfernung der Wort-
form- und Lemma-Information fiir den Beginn von Fontanes Effi Briest.

Dieses abgeleitete Textformat kann folgendermaflen eingeschitzt werden:

* Dieses Textformat ist (in der beschriebenen Form) fiir die stilometrische Autor-
schaftsattribution kaum geeignet, weil fiir die Stilometrie gerade die feinen Unter-
schiede in den Hiufigkeiten der einzelnen Funktionsworter entscheidend sind. To-
pic Modeling wiirde durch ein solches Format aber gut unterstiitzt, da hier meist
ohnehin die Funktionsworter entfernt werden. Fur die Ermittlung distinktiver
Merkmale wire das Verfahren nur geeignet, wenn es um die Ermittlung distinktiver
Inhaltsworter oder distinktiver Wortarten geht. Fiir die Netzwerkanalyse ist auch
dieses Format nur eingeschrankt niitzlich, da zwar die Eigennamen von Personen
und ihr Abstand im Text ersichtlich bleiben konnten, Informationen wie Korefe-
renz jedoch nicht rekonstruierbar sind. Avanciertere Verfahren der Netzwerkana-
lyse, die etwa die Zuordnung von Rede- oder Gedankenwiedergabe fiir die Extrak-
tion und Spezifizierung von Relationen verwenden, sind nicht moglich.

= Fir Verfahren wie den Text Re-Use hat das Format grofles Anwendungspotential,
denn Text Re-Use operiert ohnehin hiufig mit N-Grammen, die auf die Lemmata
der Inhaltsworter reduziert sind, um den noise zu reduzieren, der von kleineren sti-
listischen Varianzen produziert wird, und/oder auf die Inhaltsworter fokussiert ist.
Einzig fir die Sentiment Analyse wird auch dieses Format wenig gewinnbringend
sein, weil vermutlich zu wenig syntaktische Information fir die Berticksichtigung
von Verneinungen u.d. erhalten bleibt. Dies wire allerdings je nach Parameter des
Formats auch empirisch zu priifen.

= Aus urheberrechtlicher Sicht erscheint hier problematisch, dass die Wiedererkenn-
barkeit des Textes aufgrund der Substantive und Eigennamen, die in der urspring-
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lichen Reihenfolge erhalten bleiben, vergleichsweise hoch ist, auch wenn von einem
Werkgenuss wohl nicht die Rede sein kann. Dieser Effekt konnte durch das zusatz-
liche Entfernen der Eigennamen deutlich reduziert werden. Die Rekonstruierbar-
keit erscheint fiir den korrekten Gesamttext kaum moglich, fir kleinere Werkteile
aber eventuell denkbar.

2. Textformate auf Korpus- oder Subkorpusebene

Die im vorigen Abschnitt verhandelten Textformate zeichnen sich alle dadurch aus,
dass sie fir jeden Einzeltext fiir sich genommen generiert werden konnen. Dies ist bei
den folgenden Formaten anders, die den Einzeltext iiberschreiten konnen (bei den N-
Grammen) bzw. grundsitzlich unter Riickgriff auf ein umfangreicheres Korpus ermit-
telt werden (Wortembeddings).

a) N-Gramme

N-Gramme sind Sequenzen von mehreren aufeinander folgenden Tokens, ohne dass
diese einer lexikalischen Einheit oder einer multi-word expression entsprechen miissen.
Im einfachsten Falle werden bei einem abgeleiteten Textformat, das auf N-Grammen
beruht, die Hiufigkeiten der in einem Text enthaltenen N-Gramme erhoben, dhnlich
wie bei der einfachen Term-Dokument-Matrix (Abschnitt 1a)). Weil sie lokale Se-
quenzinformation beinhalten, sind N-Gramme als Hinweise auf Phinomene wie Kol-
lokationen, Phraseme und andere lexikalisch-stilistische Muster fiir viele Analysever-
fahren relevant. Aus diesem Grund wire dieses Format besser als die bisher vorgestell-
ten Formate fir Text Re-Use geeignet.

Solange die Einheit des jeweiligen Einzeltextes nicht aufgelost wird, diirfte aller-
dings aus urheberrechtlicher Perspektive selbst eine einfache Aufstellung der Haufig-
keiten von N-Grammen der Grofle 2-5 problematisch sein, weil durch die schindelar-
tige Uberlagerung mehrerer N-Gramme lingere Textsequenzen rekonstruiert werden
konnten. Dies gilt selbst dann als problematisch, wenn nicht der vollstindige Text re-
konstruiert werden kann, sondern nur eine groflere Menge von Fragmenten. Wenn die
N-Gramm-Hiufigkeiten sich auf kleinere Segmente innerhalb eines Textes beziehen,
potenziert sich das Problem noch, weil die Rekonstruierbarkeit erleichtert wird. Im
Falle des Formats, das auf der selektiv reduzierten Information iiber einzelne Tokens
beruht (Abschnitt 5.1.3), sind allerdings verschiedenste N-Gramme indirekt enthalten,
denn aus der ja vollstindig vorhandenen, wenn auch nur liickenhaft mit Wortformen
versehenen Tokensequenz lassen sich beliebig lange (allerdings wiederum nur teilweise
mit Wortformen versehene) N-Gramme bilden.

Es ist allerdings auch moglich, sich vom Einzeltext als Bezugsgrofie zu [6sen und die
N-Gramm-Hiufigkeiten tiber mehrere bzw. sehr viele Einzeltexte hinweg zu berech-
nen. Die Parameter eines solchen Formats sind (neben der Tokenisierung und Annota-
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tion) die N-Gramm-Linge und die Bezugsgrofle fir die N-Gramm-Haufigkeiten,
bspw. jeweils alle Texte einer Textsorte und/oder eines Jahres (Tabelle 2).

Rang N-Gramm Haiufigkeit
1 gott set dank 43
2 ja gnadigste frau 17
3 auch heute wieder 13
4 doch auch wieder 11
5 1st doch auch 11
6 1St immer so 10
7 gnadigste frau ist 10
8 war so war 10
9 nein gnadigste frau 9
10 wird ja wohl 9
11 1st doch recht 9
12 doch immer noch 9

Tabelle 2: Haiufigkeiten von 3-Grammen iiber mebrere Texte hinweg, bei einer Min-

desthdufigkeit von 5. Beispieldaten auf der Grundlage von fiinf Erzihltex-
ten von Theodor Fontane.

Ein solches Format kann folgendermaflen eingeschitzt werden:

Aus Anwendungsperspektive ist das Einsatzspektrum eines solchen Textformats si-
cherlich geringer als bei den Einzeltext-basierten N-Grammen. Immerhin sind sol-
che Formate aber fiir bestimmte Fragestellungen und Anwendungen, die sich nicht
auf den Einzeltext beziehen, immer noch informativ genug, da N-Gramme auch
Informationen zum Sprachgebrauch enthalten. Solche Korpora wiren bereits niitz-
lich, um Einsichten in die sprachlichen Regeln bestimmter Felder zu gewinnen, z.B.
welche Worte mit einer gewissen Wahrscheinlichkeit auf andere Worte folgen. Sie
wiirden aber auch die Entwicklung und Verbesserung ganz praktischer Anwendun-
gen, z.B. die Verbesserung von themenspezifischer Spracherkennung, unterstiitzen
konnen. Sind die zugrundeliegenden Teilkorpora ausreichend spezifisch, ist auch
die Extraktion distinktiver N-Gramme im Vergleich mehrerer Teilkorpora mog-
lich.

Die Rekonstruierbarkeit diirfte im Gegenzug deutlich eingeschrinkt sein. Wenn
nun Bibliotheken oder Archive sehr grofle Bestinde etwa als 5-Gramme anbieten
und dabei (wie Google) die N-Gramme des Korpus zihlen, die in allen Biichern ei-
nes Jahres vorkommen, ist es sehr viel schwieriger, wenn nicht unmdglich, einen
bestimmten Text oder auch nur lingere Passagen beliebiger Texte aus den N-Gram-
men wiederherzustellen. Dies gilt insbesondere dann, wenn man dem Modell
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Googles auch in dem Punkt folgt, dass alle N-Gramme, die im Gesamtkorpus eine
bestimmte Mindesthaufigkeit nicht haben, auch nicht im Format enthalten sind.

» Eine Herausforderung aus Anbietersicht stellt hierbei die Frage dar, welche Aggre-
gation von Einzeltexten innerhalb eines Gesamtkorpus (also z.B. alle digitalen Tex-
te einer Bibliothek) fiir die Forschung relevant sind und an welchem Punkt eine
rechtlich relevante Grenze tiberschritten wird: Neben der chronologischen Ord-
nung (jeweils die N-Gramm-Haiufigkeiten aller Texte aus einem Jahr), die fiir Be-
griffs- und Ideengeschichte, aber auch Sprachgeschichte und andere historische In-
teressen brauchbar ist, konnte man sich auch andere Aggregationen vorstellen, die
eher an Themen bzw. Sachgruppen oder Textsorten orientiert sind (z.B. alle medi-
zinischen oder auf die Wirtschaft bezogenen Texte). Es stellt sich dabei die Frage,
wie klein die Gruppe sein kann und ob man sich eine Metrik vorstellen kann, die es
einer Bibliothek leicht macht zu entscheiden, ab welchem Punkt der Herstellbar-
keit von lingeren N-Gramm-Ketten die Bibliothek davon Abstand nehmen sollte.
Loscht man die N-Gramme, die seltener vorkommen als ein bestimmter Schwel-
lenwert besagt, dann kann man nicht alle, aber immer noch manche lingere N-
Gramm-Ketten zusammensetzen, nimlich gerade da, wo hiufig verwendete
sprachliche Muster verwendet werden; eine entsprechende Metrik musste also pro-
babilistisch vorgehen.

b) Wort-Embeddings

Neben den tokenbasierten Textformaten und den N-Grammen spielen auch vektorba-
sierte Formate eine zunehmend wichtige Rolle. Die technische Entwicklung im Be-
reich der computergestiitzten Verarbeitung natiirlicher Sprache (Natural Language
Processing, NLP) hat aufgrund von vektorbasierten Textformaten seit etwa 2013 enor-
me Fortschritte zu verzeichnen. Obwohl die Ziele in der NLP-Forschung — hier geht
es primir um die Mensch-Maschine-Interaktion — von den zuvor genannten Analyse-
verfahren der DH teilweise abweichen, werden die entwickelten Verfahren spiter oft
fir die DH angepasst oder weiterentwickelt. Wie bei Topic Modeling und Sentiment
Analyse ist davon auszugehen, dass viele der vektorbasierten NLP-Verfahren, die der-
zeit noch wenig in den DH Anwendung gefunden haben, in Zukunft auch dort ver-
mehrt eine Rolle spielen werden.

Die Grundidee vektorbasierter Textformate ist, Sprache nicht als symbolisches Zei-
chensystem zu betrachten, sondern Worter und groflere Einheiten wie Sitze oder Do-
kumente in einem algebraischen Vektorraum abzubilden. Man erhilt so eine Informa-
tionsanreicherung der Worter tiber das reine Symbol hinaus, da auch semantische und
syntaktische Informationen im zum Wort gehorenden Vektor reprisentiert werden.
Allerdings haben vektorbasierte Textformate auch einen offensichtlichen Nachteil, der
gerade in den DH entscheidend sein kann: Durch die Umwandlung von Text in Vekto-
ren gehen explizite, fiir qualitative Analyse oft entscheidende, Informationen verloren.
Das Potential dieser Methoden fiir die Analyse von Textbestinden sowie als urheber-
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rechtlich unbedenkliches Textformat ist aber naheliegend und soll im Folgenden skiz-
ziert werden.

Die erste Generation der vektorbasierten Textformate basiert auf dem Zihlen des
Auftretens von Wortern im direkten Umfeld eines Wortes. Ein Wort wird somit als die
Hiufigkeit der anderen Worter im Korpus reprisentiert und hat damit Ahnlichkeit zu
den schon erwihnten Term-Dokument-Matrizen. Mit dem word2vec-Verfahren wur-
den ab 2013 die Wortembeddings populir, die mit Verfahren des maschinellen Lernens
Parametervektoren aus grofien Textsammlungen schitzen.’ Jedes Token im Vokabular
wird demnach als ein Vektor von reellen Zahlen (tiblicherweise wenige Hunderte) dar-
gestellt und nicht mehr als Vektor von natiirlichen Zahlen mit der Lange der Anzahl
der Types im Korpus (mehrere Tausend). Allerdings haben nun die Werte eines Word
Embedding Vectors keine explizit interpretierbare Bedeutung mehr. Wo bei den zihl-
basierten Wortvektoren jeder Eintrag die Haufigkeit des Auftretens eines Wortes im
Umfeld reprasentierte, enthilt ein Wortembedding latente Informationen iber die
Wahrscheinlichkeit des Auftretens von Wortern im Umfeld. Diese Art von Wortem-
beddings sind somit komplementir zu den bereits erwahnten abgeleiteten Textforma-
ten zu verstehen. Jeder unterschiedlichen Wortform, alternativ auch jedem unter-
schiedlichen Lemma, im Korpus wird exakt ein eindeutiger Wortvektor zugeordnet.
Dieser reprasentiert die distributionale Semantik dieses Wortes in Bezug auf das ge-
samte Korpus. Es besteht somit eine global eindeutige Beziehung zwischen Vektor und
Token.

In diesem Zusammenhang ergeben sich eine Reihe von denkbaren Szenarien, je
nachdem welche Art von Informationen im Rahmen eines abgeleiteten Textformats an-
geboten werden:

* Erstens konnte man alle Wortformen in den Ausgangstexten durch ihre Vektoren
ersetzen und auch simtliche Sequenzinformation beibehalten, allerdings um den
Preis, dass jegliche Interpretierbarkeit des Textes unmoglich wird. Da bei einem
solchen Format dennoch jede Wortform durch einen eindeutigen Vektor reprisen-
tiert ist, kann beispielsweise stilometrische Autorschaftsattribution damit weiterhin
bewerkstelligt werden, mit der Einschrinkung allerdings, dass die Merkmale nicht
interpretierbar sind, weil die jeweils dazugehorige Wortform nicht vorliegt. Aus
demselben Grunde wire ein Verfahren wie Topic Modeling mit einem solchen
Textformat zwar technisch moglich, aber wenig aufschlussreich. Urheberrechtlich
diirfte das vollig unbedenklich sein, insbesondere wenn das Vokabular der so repri-
sentierten Texte nicht bekannt ist.

= Zweitens konnte man das Word Embedding Model als solches publizieren, also die
Gesamtheit des Vokabulars einer Textsammlung mit ihren jeweiligen Wortvekto-
ren. Dies ist urheberrechtlich ebenfalls unproblematisch, weil es keinerlei Bezug zu
bestimmten Einzeltexten gibt. Allerdings handelt es sich hier dann in erster Linie
um eine Ressource zur syntaktisch-semantischen Annotation von Texten, die auf
einen geeigneten Textbestand im Sinne einer weiteren Annotationsschicht neben

5 Vgl. Mikolov et al., Advances in neural information processing systems, 2013, S. 3111.
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Lemmata und Wortarten angewandt werden konnte. Erstellt man solche Modelle
(dhnlich wie fir die N-Gramme vorgeschlagen) fiir verschiedene Subkorpora, kann
der Vergleich der Modelle Einblicke in die Sprachentwicklung oder in die konzep-
tuelle Struktur bestimmter Textsorten bieten.

= Schliefllich kénnte man die oben beschriebenen Textformate tiber die Annotation
nach Lemma und Wortart hinaus mit einer solchen syntaktisch-semantischen An-
notationsschicht ausstatten. Eine gewisse Passung zwischen Word Embedding Mo-
del und zu annotierenden Texten ist dafiir allerdings Voraussetzung. Urheberrecht-
lich wiirde dies keinen entscheidenden Unterschied in der Beurteilung des jeweils
in Frage stehenden tokenbasierten Textformats bedeuten; vorteilhaft wire dies aber
fir verschiedenste Analyseverfahren, die so die Information iiber die semantischen
und syntaktischen Ahnlichkeiten oder Unterschiede der Tokens nutzen kénnten.

¢) Kontextualisierte Embeddings

Der nichste essentielle Schritt zur Verbesserung bestehender NLP-Verfahren wurde
durch das Kontextualisieren von Wortembeddings erreicht. Dabei wird Satz fiir Satz
und Wort fiir Wort erst eine Ersetzung durch Wortembeddings durchgefiihrt, die da-
nach jeweils individuell transformiert werden in Abhingigkeit der Worte, die davor
und danach in dem konkreten Satz auftreten. Die ersten Verfahren, die erfolgreich da-
fir eingesetzt wurden, sind rekurrente Neuronale Netze, konkret die Long-Short-
Term-Memories und seit 2017 transformerbasierte Modelle, speziell das BERT-Mo-
dell.®* Das Grundprinzip besteht darin, statt eines global statischen Vektors pro Type
im Korpus einen individuellen Vektor fiir jedes Token in jedem bestimmten Satzkon-
text zu generieren. Wire zuvor in zwei unterschiedlichen Sitzen, die beide ein Wort
gemeinsam haben, dieses Wort durch denselben Vektor reprisentiert worden, ist bei
kontextualisierten Embeddings jeder Wortvektor unterschiedlich, weil die umgeben-
den Worter im Satz unterschiedlich sind. Damit hat jedes im Korpus auftretende To-
ken prinzipiell eine individuelle Vektorreprisentation und der Riickschluss von Vektor
auf Wort ist nicht mehr trivial moglich.

Die kontextualisierten Embeddings haben damit zwei entscheidende Vorteile gegen-
Uber den bisher dargelegten Textformaten:

= Die Rekonstruktion des urspriinglichen Textes, in dem alle Tokens durch ein kon-
textualisiertes Embedding ersetzt wurden, ist vermutlich nicht méglich, wenn das
Mapping nicht fiir jedes einzelne Token explizit mit vorliegt. Um eine belastbare
Aussage hierzu zu treffen, muss noch theoretische und empirische Forschung be-
trieben werden. Es ldsst sich allerdings vermuten, dass Sitze ab einer gewissen
Wortlinge (ca. > 3) nicht rekonstruierbar sind. Dies gilt, ohne die Ursprungstexte
in irgendeiner Art und Weise zu vereinfachen, also mit vollstindigem Erhalt der
Wortreihenfolge und Interpunktion. Dies wiederum hat erhebliches Potential fiir

6 Siehe Devlin et al., arXiv 2018.
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die Forschung auf Satzebene, u.a. zur Satzihnlichkeit und damit auch fiir Text Re-
Use.

* Die in einem kontextualisierten Embedding beinhaltete syntaktische und semanti-
sche Information ist der anderer Reprisentationsformate deutlich iiberlegen. Die
mit solchen Verfahren gewonnen Ergebnisse auf Analysebenchmarks wie Senti-
mentanalyse, semantische Textihnlichkeit oder Paraphrasierung erreichen weit bes-
sere Ergebnisse als bisherige Verfahren; oft Gibertreffen diese sogar menschliche Fa-
higkeiten von Nicht-Experten/innen.’

Vor diesem Hintergrund sind kontextualisierte Embeddings ein vielversprechender
Kandidat fiir informationsreiche abgeleitete Textformate, die urheberrechtlich unbe-
denklich sind. Die Einschrinkungen fiir die qualitative Forschung durch den Verzicht
auf eine explizite Interpretierbarkeit der Worte bleiben aber auch hier bestehen. Damit
befindet man sich mitten in der aktuellen Debatte tiber die Erklirbarkeit und Verliss-
lichkeit moderner Verfahren der kiinstlichen Intelligenz. Ebenso relevant wiren kon-
textualisierte Embedding-Modelle bzw. Transformer. Diese erlauben es, die kontext-
freien und die kontextsensitiven Vektoren fir Texte zu gewinnen, was zahlreiche An-
wendungen in allen modernen digitalen textanalytischen Verfahren erlaubt.

3. Fazit

Die Ubersicht iiber einige denkbare abgeleitete Textformate zeigt, dass es durchaus
mehrere vielversprechende Formate gibt, die in der Forschung nutzbringend eingesetzt
werden konnen und die auch aus rechtlicher Sicht umsetzbar erscheinen. Eine linguis-
tische Annotation zumindest mit der Information tiber das Lemma und die Wortart er-
scheint immer wiinschenswert und aus rechtlicher Sicht unproblematisch. Die Nut-
zung eines geeigneten Word Embedding Models im Sinne einer semantisch-syntakti-
sche Annotation ist ebenso von Vorteil. Der Parameter der Segmentlinge wird voraus-
sichtlich eine Abwagungsfrage bleiben: Aus der Perspektive der Analyseverfahren sind
kleine Segmentlingen grundsitzlich wiinschenswert (nicht zuletzt, weil eine Aggrega-
tion auf groflere Segmente immer moglich, eine Aufteilung in kleinere Segmente hinge-
gen im Nachhinein nicht moglich ist). Aus rechtlicher Sicht steigt aber in der Regel die
Sicherheit, mit der ein Format urheberrechtlich irrelevant ist, mit groflerer Segmentlian-
ge an.

Nicht verschwiegen werden sollen einige inhidrente Nachteile, die mit dem Modell
der abgeleiteten Textformate verbunden sind. Fiir diese sind sicherlich geeignete Mini-
mierungsstrategien zu entwickeln. Dazu gehort erstens die nicht vollstindige Nach-
vollziehbarkeit der Forschung, weil Analyseprozesse nicht vom Ursprungsmaterial aus
nachvollzogen werden kdnnen, sondern nur vom verwendeten, abgeleiteten Textfor-
mat aus. Dies ist einer der Griinde, warum die Erstellung der abgeleiteten Textformate

7 Vgl. GLUE Benchmark, abrufbar unter: https://gluebenchmark.com, zuletzt abgerufen am
18.10.2020.
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ein standardisierter und zertifizierter Prozess sein sollte, der die notwendige Vertrau-
enswuirdigkeit der Formate garantiert. Ein weiterer Nachteil ist zweifellos, dass zwar
einige, aber eben nicht alle relevanten Analyseverfahren auch mit einem abgeleiteten
Textformat umgesetzt werden konnen. Schliefflich ist in Rechnung zu stellen, dass die
Erstellung von standardisierten, zertifizierten Bestinden an Texten in abgeleiteten For-
maten fiir die Anbietenden mit einem erheblichen Aufwand verbunden ist. Dennoch
Uberwiegen aus unserer Sicht die Vorteile dieser Strategie gegentiber den Alternativen
bzw. ist diese Strategie in jedem Fall eine wichtige, komplementire Mafinahme neben
den alternativen Ansitzen. Dies gilt nicht zuletzt auch, weil mit solchen Textbestinden
besser als bisher demonstriert werden konnte, welches Potential in der Analyse urhe-
berrechtlich geschiitzter Textbestinde in den DH liegt. Im Kontext eines gesellschaftli-
chen und rechtlichen Interessenausgleichs zwischen Rechteinhabenden und Anwen-
der/innen von TDM kann dies ein wichtiges Argument sein.
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