Notizen zu Macht und Algorithmen

Matthias Kettner

The message of the electric light is total
change. It is pure information without any
content to restrict its transforming and
informing power.’

Abstract: Algorithmically controlled applications are becoming normal elements of our tech-
noculture in more and more areas of practice. In a sober technical understanding, algorithms
are automatable solution programs for machine-calculable goals. In the popular understand-
ing, however, algorithms have become an object of fantasy. The popular topos of the spower of
algorithms«< functions today in the digital vevolution in much the same way as the topos of the
spower of genes« did thirty years ago in the euphoria of the molecular genetic revolution. Based
onare-analysis of Max Weber’s classical definition of power, this essay develops a new dynamic
understanding of power that allows for the analysis of power relations with respect to persons
and quasi-personal corporate actors as well as with respect to a-personal software agents and
other machine actors. The power that actors have in a situation is conceptualized modally and
relationally as the capacity of actors, through forces that they can control counterfactually and
robustly, to govern other forces in such a way that the actors come closer to achieving their goals.

Keywords: philosophical power theory; machine actors; algorithms; intelligent software
agents

1. Zur Fragestellung

Lassen sich auffillige gesellschaftliche Verinderungen auf Verinderungen in
bestehenden Machtverhiltnissen zuriickfithren und bringen sie ihrerseits neue
hervor? Diese Frage liegt einerseits nahe, wenn wir Macht zunichst als unsere

1 McLuhan 1994: 52.
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ubiquitire Gattungsfihigkeit verstehen wollen, »sich gegen fremde Krifte durch-
zusetzen« (Popitz 1992: 23). Andererseits bleibt der >dynamische Gesichtspunkts,
wie man die Blickrichtung dieser Frage nennen kann, nebulds wie der Machtbegrift
selbst, dem Max Weber (1964: 38) bescheinigt, er sei »soziologisch amorph«. Form-
wandler sind unheimlich. Im Feld der Machtphantasien faszinieren die dunklen
Michte mehr als die guten. Im Feld des Machtdenkens haben Ansitze, die die Macht
als omingse und allgegenwirtige GroRe mehr beschworen als beschreiben, wie es
scheint, einen Bonus.* Noch jede neue Basistechnologie, die iiber die Schwelle zur
begierigen Verbreitung in der Gesellschaft getrieben wurde, hat kollektive Hoft-
nungen und Angste erzeugt und sich mit ausdrucksstarken Narrativen verbunden.
Geschichtlich neu am Kulturprozess der Verbreitung von Digitaltechnologie ist
die iberwiltigende Tragweite ihres Einsatzes, die unfassbare Geschwindigkeit
ihrer Fortschritte, die grenzenlos erscheinende Eingriffstiefe ihrer Anwendungen.
Auch wer ihr nicht traut, traut der neuen Basistechnologie zu, alle Verhiltnisse
umzuwerfen, — hochmeinende Fortschrittsoptimisten sogar, alle Verhiltnisse, »in
denen der Mensch ein erniedrigtes, ein geknechtetes, ein verlassenes, ein ver-
ichtliches Wesen ist« (Marx 1976[1844]: 385). Heute nicht mehr von der Hand zu
weisen ist der Eindruck einer »von uns< zwar bewerkstelligten, aber losgelassenen
Verselbstindigung des Fortschritts der schon immer als eine umwilzende >Macht«
erlebten Technik. Macht der Technik, Macht des Fortschritts, die Geschichte dieser
Topoi wird gerade um das Kapitel Digitalisierung verlingert.® Darauf reagiert auch

2 Damit spiele ich vor allem auf die populire Rezeption der Machtanalytik Foucaults aus den
1970er Jahren an. Foucaults einflussreiches Machtdenken und seine erstaunlichen Wendun-
gen rekonstruiert Mathias Richter (Richter 2011: bes. 269-498) in erhellendem Vergleich mit
Sartre.

3 Die ausgefeilteste mir bekannte technikphilosophische Abhandlung zu allen Registern der
Rede von der Macht der Technik ist Hubig 2015. Der Ansatz: »Macht der Technik« lasst zwei
Lesarten zu, die die vereinseitigte und polarisierte Diskussionslage zu diesem Thema spie-
geln: Im ersten Sinne kann>Macht der Technik<als Genitivus subjectivus gelesen werden. In
diesem Sinne, als Macht, die von der Technik ausgeht, macht sie den Befund eines sogenann-
ten Technikdeterminismus oder eines quasi naturalistisch gefassten Technikevolutionismus
aus. Beide heben darauf ab, dass die individuellen und sozialen Subjekte den >Gesetzma-
Rigkeiten< der Technik unterliegen bzw. sich ihnen bei Strafe ihrer Selbstaufgabe anzupas-
sen haben. Als Cenitivus objectivus (Beherrschung von Technik, Gestaltungsmacht tiber die
Technik) charakterisiert der Ausdruck sMacht der Technik< das Konzept eines Konstruktivis-
mus/Sozialkonstruktivismus, welcher Technik (in Aktualisierung der aufklarerischen Tradi-
tion) der Macht gesellschaftlicher Aushandlungs- und Gestaltungsprozesse unterstellt. Bei-
denist gemeinsam, dass Technikentwicklung im Wesentlichen in Kausalschemata reflektiert
wird. Gegen die Polarisierung der humanistischen< und >posthumanistischen< Auffassung
vom Gestaltungssubjekt von oder fiir Technik wenden sich Ansétze, die auf eine »>Symmetrie«
im weitesten Sinne abheben und unter dem Topos von Macht als>Netz«die Relationen zwi-
schen>Aktandencals Artefakten und als >Akteuren< (um vorwegnehmend eine Formulierung
von Bruno Latour aufzugreifen) neu zu begreifen suchen.« (Hubig 2015: 8f.)
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die Machttheorie, z.B. mit der begrifflichen Konstruktion neuer omingser und
allgegenwirtiger Grofden. Teils ist das raffiniert und durchdacht, wie bei Shoshana
Zuboff, die fir ihre Analyse der digitalkulturellen Metamorphose des Kapitalismus
in Surveillance Capitalism (Zuboff 2018) die Konstruktion eines neuen Begriffs fiir
die Macht, Verhalten fiir kommerzielle Verwertung dienstbar zu machen, hilfreich
findet: »instrumentire Macht«.* Teils bleibt es plakativ und schlagworthaft bei den
»Datenkraken« (Schréder/Schwanebeck 2017), aus deren Fingen kein Entkommen
sei.’

Neben dem auffillig Disruptiven® erscheinen mir zwei weitere, auf den ersten
Blick unvereinbare Entwicklungen charakteristisch fir die gegenwirtige Phase
des Kulturprozesses der Digitalisierung: (1) Eine erstaunliche Banalisierung: Dass
Algorithmen - kurz: automatisierbare Losungsprogramme fiir berechenbare Ziel-
setzungen — durch die expansive Anwendung in algorithmisch gesteuerten und
steuernden Maschinen und wiederum durch deren enorme Verbreitung in immer
mehr Praxisbereichen zu normalen, d.h. wie selbstverstindlich als alternativlos wir-
kenden Elementen unserer Technokultur werden. (2) Eine Wiederbelebung grofer
utopisch-dystopisch polarisierender Erzihlungen: Dass die Rede von Algorithmen
utopische, skeptische und natiirlich auch dystopische Erwartungen ambivalent
verdichtet, vor allem in inzwischen ebenso weitverbreiteten wie spektakuliren
Vorstellungen iiber >Kiinstliche« Intelligenz, >autonome« Systeme und >lernende«
Algorithmen.

4 »Der Uberwachungskapitalismus ist der Puppenspieler, der uns durch das Medium des all-
gegenwartigen digitalen Apparats seinen Willen aufzwingt. Ich bezeichne diesen Apparat
als Big Other —das CrofRe Andere. Ich verstehe darunter die wahrnehmungsfihige, rechner-
gestiitzte und vernetzte Marionette, die das menschliche Verhalten rendert, iiberwacht, be-
rechnet und modifiziert. Big Other kombiniert diese Funktionen des Wissens und Tuns zu
einem ebenso umfassenden wie beispiellosen Mittel zur Verhaltensmodifikation. Dirigiert
wird die 6konomische Logik des Uberwachungskapitalismus durch die immensen Fihigkei-
ten von Big Other zur Schaffung von instrumentdirer Macht, die die Manipulation der Seele
durch die Verhaltensmodifikation ersetzt.« (Zuboff 2018: 437)

5 Die tatsichliche Machtanalyse beschrankt sich hier auf »politische Macht, die durch techni-
sche Uberlegenheit entsteht« (Schmidt 2015: 63); auf die vor allem finanzielle »Machtfiille
der fiinf Oligarchen des Westens: Amazon, Apple, Facebook, Google und Microsoft«; auf die
»kommunikative Macht der Algorithmen« (ebd.: 141) alias den Einsatz von Social Bots. Von
der»Macht der Algorithmen« gelte: »Bei aller Ubermachtigkeit der Algorithmen gegeniiber
dem Menschen bleiben sie doch stets zugleich auf das menschliche Handeln bezogen und
durch menschliches Handeln mitkonstituiert. Im Blick auf die Frage nach der Macht der Algo-
rithmen gilt: Sie sind weder autonomer Automatismus noch ginzlich unselbstindiges Werk-
zeugin der Hand des Menschen« (ebd.: 146). Krabbe et al. 2022 verspricht im Titel Machtana-
lyse, enthélt aber keine. In Hobe et al. 2023 ist die besagte »Macht der Algorithmen«nur eine
Chiffre fiir die Wirtschaftsmacht der Digitaltechnik-Konzerne.

6 Siehe hierzu den Beitrag von Armin Grunwald im vorliegenden Band.
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Die >Macht der Algorithmens, dieses Thema durchzieht viele popkulturelle
Plots und findet auch entsprechende journalistische und kulturwissenschaftliche
Aufmerksambkeit. Pars pro toto:

»Algorithms are everywhere, supposedly. We are living in an »algorithmic cul-
ture, to use the author and communication scholar Ted Striphas’s name for it.
Coogle’s search algorithms determine how we access information. Facebook’s
News Feed algorithms determine how we socialize. Netflix’s and Amazon’s col-
laborative filtering algorithms choose products and media for us.« (Bogost 2015)
»Algorithms are used in various ways and everyone who uses the internet will
probably be in touch with algorithms at least once a day, likely over popular
websites such as Google, Facebook, Twitter, Instagram, YouTube or Netflix. The
impact they have on the information the user receives is tremendous.« (Schmidt
2015:18)

Vor diesem Hintergrund interessiert mich folgende Fragestellung: Welche begriftli-
chen Unterscheidungen werden nétig, um machttheoretisch zu betrachten, was es
heifidt, dass Menschen algorithmisch gesteuerte und steuernde Maschinen zu der
Leistung gebracht haben, einen inzwischen breiten Teil des Spektrums von tier-
und personentypischen Intelligenzleistungen (Kettner 2022) zu virtualisieren?” Die-
se Frage erscheint mir dringlich, aber zu weit, um sie hier befriedigend zu behan-
deln. Zur Vorbereitung stelle ich im Folgenden einige Uberlegungen an, die der Be-
antwortung einer engeren Frage dienen: Wovon kann die Rede sein, wenn von der
Macht von Algorithmen die Rede ist? Es geht darum, gelidufige Vorstellungen von
Macht durch philosophische Analyse und Synthese gedanklich zu kliren und den
rhetorisch itbermiRig verdichteten intuitiven Sinngehalt der Redewendung von der
>Macht der Algorithmenc«in einem geeigneten Theorierahmen auseinanderzulegen.

2. Amorphe Macht, mit Max Weber weitergedacht

Das in der europdischen Begriffs- und Ideengeschichte gebildete Machtvokabular
ist uralt (bes. dynamis, energeia, potentia, potestas, dominium, auctoritas) und beein-
druckend vieldeutig. Theoretisch sinnvoller als die Klirung des Machtbegrifts er-
scheinen deshalb Versuche, klare von unklaren Fillen abzugrenzen und an ersteren
die wesentlichen Begriffsmomente deutlich zu unterscheiden, die dann bestenfalls

7 >Virtuellc sensu Peirce: »A virtual X (where X is a common noun) is something, not an X,
which has the efficiency (virtus) of an X. — This is the proper meaning of the word; but (2) it
has been seriously confounded with >potential, which is almost its contrary. For the poten-
tial X is of the nature of X, but is without actual efficiency.« (Peirce 1902: 763)
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eine Systematik unterschiedlicher Machtbegriffe ergeben.® Wird angesichts der
Schwierigkeiten, die notorisch strittige Begriffe bereiten, fraglich, wozu philoso-
phische Forschung iitber Macht gut sein soll, so wire darauf zu verweisen, dass
wir, vom theoretischen l'art pour lart einmal abgesehen, in praktisch-politischen,
evaluativen und moralisch-normativen Rechtfertigungskontexten um Machtfragen
gar nicht herumkommen. Ich meine, von philosophischer Forschung itber Macht
sollten wir erwarten diirfen, dass sie die Problematisierung von Machtverhiltnissen
iiberzeugender macht, indem sie die Diskursivierungschancen fiir Identifikation,
Kritik und Begriindung von Machtverhiltnissen verbessert.

Max Weber hat versucht, fiir klare Fille von Macht deren allgemeine Form zu
denken. Webers begrifflicher Vorschlag ist so einleuchtend, dass m.E. keine Macht-
theorie, gleich in welcher Disziplin sie ausgearbeitet wird, die wissenschaftliche Mi-
nimalanforderung der Erfahrungstreue erfiillt,” wenn sie nicht wenigstens auch Max
Webers Realdefinition abdeckt.

»Macht bedeutet jede Chance, innerhalb einer sozialen Beziehung den eigenen
Willen auch gegen Widerstreben durchzusetzen, gleichviel worauf diese Chance
beruht. Herrschaft soll heifden die Chance, fiir einen Befehl bestimmten Inhalts
bei angebbaren Personen Gehorsam zu finden; Disziplin soll heifRen die Chan-
ce, kraft eingeiibter Einstellung fir einen Befehl prompten, automatischen und
schematischen Gehorsam bei einer angebbaren Vielheit von Menschen zu fin-
den. [...] Der Begriff sMacht« ist soziologisch amorph. Alle denkbaren Qualititen
eines Menschen und alle denkbaren Konstellationen kénnen jemand in die Lage
versetzen, seinen Willen in einer gegebenen Situation durchzusetzen. Der sozio-
logische Begriff der sHerrschaftc mufs daher ein praziserer sein und kann nur die
Chance bedeuten: fiir einen Befehl Fligsamkeit zu finden.« (Weber 1964: 38)

Fur vorziiglich halte ich diese Stammformel aus mindestens acht Griinden:

(#1) SieistaufHandeln, und zwar soziales Handeln unter Menschen gemiinzt,™ ist
aber nicht strikt anthropozentrisch. Auch Machtverhiltnisse jenseits der Men-
schen sind denkbar.

8 Fiir Versuche der ersten Art siehe z.B. Bertrand Russell (1938), der Macht kurzerhand definiert
als »the production of intended effects. It is thus a quantitative concept: given two men with
similar desires, if one achieves all the desires that the other achieves, and also others, he has
more power than the other« (ebd.: 23). Zum unhaltbaren Reduktionismus dieser Definition
siehe Knight1939. Beispiele fir die sinnvollere zweite Strategie: Morriss 1990; Rottgers 1990:
bes. 241-346; Popitz 1992; Lukes 2005, der eine dreidimensionale Systematisierung versucht.

9 »Empirical adequacy«, siehe van Fraasen 1980: bes. 80—86. Man muss wissenschaftstheore-
tisch kein Empirist sein, um diese Addquatheitsbedingung anerkennen zu kénnen.

10  Soziales Handeln begreift Weber so: Akteure, die innerhalb irgendeiner sozialen Beziehung,
d.h.>sozialchandeln,orientieren ihr eigenes Verhalten sinnhaft am (1) Verhalten, an Erwartun-
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(#2)

(#3)

(#4)

(#5)

(#6)

(#7)

Sie vermeidet die Konfundierung von Macht als Vermégen einer Machtin-
stanz" und der Ausiibung dieses Vermégens.

Durch Verweise auf den Willen bezieht sie ein intentionales Begriffsmoment in
den Machtbegriff ein, ohne die machtrelevante Intentionalitit auf Handlungs-
absichten zu reduzieren, denn

als »Chance« ist Macht als gegebene giinstige Gelegenheit dispositional und
kontextuell gedacht, da von den Umstinden der jeweiligen Situation abhingt,
wodurch welche wie und fiir wen giinstige Gelegenheit gegeben ist.

Sie macht die Frage der Machtmittel, auf die viele Machttheorien solchen Wert
legen, die Nachfrage nach dem Machtbegriff selber aber vernachlissigen (z.B.
DeVrio et al. 2024), zu einer ungebundenen Variablen (»gleichviel worauf die-
se Chance beruht«). Machtausitbung muss nicht per se gewaltférmig sein bzw.
mit Hilfe gewalttitiger Mittel erfolgen.

Sie prijudiziert mit Bezug auf Machtverhiltnisse keine notwendige Asymme-
trie zwischen Macht und Gegenmacht (Unterwerfung, Uberwiltigung etc.), ja
nicht einmal notwendigerweise Gegenmacht, sondern nur ein Widerstreben-
des, ein machtbetroffener Widerpart von ausgeiibter Macht. Darunter kann
auch Widerstindiges im Akteur selbst, das iiberwunden werden muss, fallen,
z.B. Willensschwiche.

Sie vermeidet den in Machttheorien hiufigen Fehler, die Relation des Beein-
flussens bzw. des Einflussnehmens-auf zum Wesen von Macht zu erkliren und
damit das Machtverhiltnis zu trivialisieren.”

11

12

genvon Verhalten und an Erwartungserwartungen von anderen ihresgleichen (= ak-
torialen Peers), und natiirlich auch an (2) den Erwartungen des Verhaltens sachlicher Objek-
te. Akteure, die nicht sozial, also nicht innerhalb irgendeiner sozialen Beziehung handeln,
orientieren ihr eigenes Verhalten sinnhaft mindestens an (2) und jedenfalls nicht an (1). Le-
diglich kausal, nicht auch sinnhaft, massenbedingtes, oder blofS reaktiv nachahmendes, oder
eingelebtes>traditionales<Handeln gelten Weber als »Grenzfille sozialen Handelns«in dem
Mafe, wie sie »lediglich reaktiv, ohne sinnhafte Orientierung des eigenen an dem fremden
Handeln« erfolgen (Weber1964:17).

Die Eigenschaft, Macht zu besitzen, verstehe ich (mit Max Weber) als das Vermadgen — eine
dispositionale Fihigkeitseigenschaft — eines geeigneten Akteurs, sie zu aktualisieren, also
Macht auszuiiben.

Machtausiibung an Einflussnehmen anzugleichen bedeutet, Macht mit der Erzeugung wel-
cher sozialen Wirkung auch immer gleichzusetzen. Jede Einflussnahme von Akteuren auf-
einander wird dann zur Machtausiibung, und Gesellschaft, auf der Makroebene ihrer wich-
tigsten Institutionen als auch auf der Mikroebene personlicher Beziehungen und sozialer In-
teraktionen, wird durchgingig zu einem Machtphianomen stilisiert, weil das Soziale die ge-
genseitige Beeinflussung von Individuen voraussetzt. Ein spezifischer Machtbegriff eriibrigt
sich dann aber. Der Begriff >Einfluss« tite es und hatte zudem den Vorteil, dass er als Sub-
stantiv wie auch als Verb gebraucht werden kann.
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(#8) Sie prijudiziert nicht die Beurteilung von Machtphinomenen unter morali-
schen und sonstigen normativen Standards. Keineswegs impliziert Machtaus-
iibung Freiheitseinschrinkung, und schon gar nicht: unrechte Freiheitsberau-
bung.

Mit einigen Schritten von conceptual engineering mochte ich nun Webers Stamm-
formel versuchsweise weiterdenken, um ihr Potential fir die Aufklirung auch von
Machtzuschreibungen, wie sie in Diskussionen tiber Digitalisierungsphinomene
anfallen, zu heben.

In Webers Stammformel verweist -Wille<auf das Moment der Intentionalitit im
Machtbegriff. Mit #1ist klar, dass an Praktiken von Menschen gedachtist, die etwas,
das sich nicht von selbst einstellt, bewerkstelligen wollen, mit oder gegen andere
Menschen, die etwas (anderes) bewerkstelligen wollen, oder in Auseinandersetzung
mit etwas Widerstindigem (Material, Sachen). Die Frage, ob und wieweit auch pas-
send organisierten nichtmenschlichen Lebewesen die Fihigkeit zugeschrieben wer-
den kann, etwas zu wollen und anderes nicht, fithrt in die philosophischen Labyrin-
the der Willenstheorien. Kénnten wir uns noch ungebrochen Kants praktischer Phi-
losophie iiberlassen, wire einfach zu sagen: Machtverhiltnisse gibt es nur von und
zwischen Wesen, die einen >verniinftigen Willen< haben. Aber wir kénnen die Biirde
dieser Antwort m.E. dadurch etwas erleichtern, dass wir den Sinn der Stammformel
durch den Zweckbegriff interpretieren, obwohl auch dieser seine metaphysischen
Tiicken hat: Macht (sensu Weber) meint so etwas wie ein situationsrelatives Vermo-
gen von zum Verfolgen von Zwecken befiihigten Akteuren, Beabsichtigtes durch Ergreifen
von Verwirklichungschancen zu erreichen.

Diese Umformulierung macht deutlich, dass eine Menge Kognition und Evalua-
tion und Motivation, kurz: Rationalitit, in den Machtbegriff investiert wird. Gege-
benheiten miissen erkannt und eingeschitzt werden als etwas, das moglicherweise
(d.h. potentiell) zur Verwirklichung von Zwecken so und so gut beitragen wiirde,
ebenso wie die Umstinde, unter denen es dies witrde, die also geeignete Umstinde
sein miissen. Und die Chancen miissen ergriffen werden, d.h. die Zwecke verfolgen-
den Akteure miissen sich entscheiden, zielstrebig titig zu werden.

Wie miissen Akteure beschaffen sein, die diese begrifflichen Biirden schultern?
Die beschriebenen Beschrinkungen, die einem machtgeeigneten Akteur-Begriff
auferlegt sind, lassen tiber menschliche Personen hinaus sicher auch Sozialgebilde
zu, die wir so normativ organisiert haben, dass wir ithnen genug Identitit und
Intentionalitit zuschreiben, um sie fiir handlungsfihig zu halten und dafir auch
nach normativen Standards (also nicht blof3 kausal) verantwortlich zu machen
(Moore 1999, Bratu 2017). Erlauben sie die Ausdehnung auch auf (einige) Tiere? Und
womdglich auch auf (einige) Artefakte, etwa maschinell intelligente Systeme, die
wir so konstruiert haben, dass sie Zwecke verfolgend und Entscheidungen treffend
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aktiv sind, wenngleich sie weder lebendig wie Tiere noch, wie etwa Unternehmen,
normativ organisiert sind?* Ich komme in Abschnitt 5 auf die Akteursfrage zuriick.

3. Macht als Steuerung von Veranderungsverlaufen durch Kontrolle
von Kraften

Obwohl unser vortheoretisches Verstindnis von Macht zweifellos die begriffliche
Komponente der Kraft oder Stirke enthilt, konnen wir Macht darauf nicht reduzie-
ren. Es fehlt etwas, das wir fiir selbstverstindlich halten, sobald wir erkliren miis-
sen, was normalerweise fiir uns die menschliche Handlungsfihigkeit ausmacht: Der
Aspekt der Kontrolle durch Absichten, die einer hat und handelnd in die Tat um-
setzen will. Fiir normal sozialisierte menschliche Personen ist das: eine durch den
verniinftig bestimmbaren Willen der handelnden Person sinnhaft bestimmte und
sinngemif wirksame Handlungsfihigkeit. Die im vorigen Abschnitt kurz auf den
Nenner von Rationalitit gebrachten intentionalen Fihigkeiten méchte ich nun als
das>Kontrollmoment«im Machtbegriff interpretieren. Dazu setze ich bei einfachen
alltagspraktischen Intuitionen an.

Angenommen, ich betrete einen dunklen Raum und weif nicht, dass die Luft
wegen eines defekten Rohrs mit explosivem Gas angereichert ist. Ich ertaste den
Lichtschalter, will Licht machen, und es gibt eine Riesenexplosion (die ich gliick-
licherweise iiberlebe). Mit meinem Verhalten habe ich tatsichlich eine sehr starke
Wirkung hervorgerufen. Aber wir wiirden nicht sagen, dass ich »die Macht hattes,
den Raum in die Luft zu jagen. Die Wirkung und die Art und Weise, wie sie erzeugt
wurde, lag auerhalb meiner Kontrolle, obwohl niemand anders als ich die Wirkung
durch mein Tun verursacht habe. Wenn man von der Moglichkeit der Boswillig-
keit absieht, war die Explosion ein Unfall, wurde also durch das ungliickliche Zu-
sammentreffen von Umstanden fiir mein Handeln durch mein Handeln verursacht.
Wenn wirkungsvolle Ereignisse durch das intentionale Verhalten eines Akteurs ver-
ursacht, aber auflerhalb seiner Kontrolle eintreten, dann ist das gewiss nicht das,
was wir meinen, wenn wir einem Akteur diesbeziiglich Macht zuschreiben. Es liegt
auf der Hand, dass wir in einen sinnvollen Machtbegrift ein Moment von Kontrolle
einbauen miissen.

Wir haben gesehen: Macht, die irgendwie michtige Akteure haben, ldsst sich
begrifflich nicht auf ihre Fihigkeit reduzieren, Ereignisse zu verursachen bzw. Wir-

13 Anscheinendistdas Rechtsmedium so plastisch, dass wir bei Bedarf auch Rechtskonstruktio-
nen entwerfen kénnen, unter denen die Frage, ob Roboter i.S. des Rechts schuldhaft handeln
konnen, zu einer sinnvollen Frage wird (Hilgendorf 2012). Im Prinzip mag das gehen, aber
es bleibt m.E. doch ein abenteuerlicher Gedanke, der an Tierprozesse und mittelalterliches
Strafrecht erinnert.
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kungen hervorzurufen. Ich schlage vor, den Begriff der Macht so zu konstruieren,
dass er ein Verhiltnis von Kriften impliziert. Macht und Machtverhiltnisse kann
es nur dort geben, wo es Kontrolle, Krifte und Verhiltnisse von Kriften gibt. Was
es heift, eine bestimmte Macht zu haben oder auszuiiben, lisst sich am besten als
Beherrschung von Kriften erkliren, ohne Webers Stammformel zu negieren.

Wenn wir Webers #1 lockern, konnen wir den springenden Punkt von Macht so
denken: Kontrolle iiber Verliufe durch Herrschaft itber Krifte innerhalb von Krifte-
verhiltnissen. Ich versuche nun diesen Gedanken ein wenig zu prizisieren. Was es
fiir einen machtvollen Akteur A bedeutet, Macht zu haben, kénnen wir als sein Ver-
mogen erkliren, Verinderungsverliufe, die Awichtig sind, kontrafaktisch robust zu
steuern. Um das in einer prignanten Formel schematisch auszudriicken:

Die Macht von A im Verhiltnis zur Macht anderer Akteure A'ist eine Funktion der Fihig-
keit, die A besitzt, bestimmte Krifte (nennen wir sie F+) mit Hilfe bestimmter anderer
Krdfte (nennen wir sie F*) zu beherrschen, die A bereits so sicher kontrollieren kann, dass
A zu Recht glaubt, dass A F* auch dann noch kontrollieren und F+ steuern knnte, wenn
andere als die aktuell wirklichen Umstinde bestehen wiirden, d.h. unter kontrafakti-
schen Umstdnden.

So gefasst, ist Macht eine Beziehung zwischen Kriften, von denen Personen (oder
andere passende Akteure) mit einer Zweckverfolgungsfihigkeit, die der von Perso-
nen in relevanten Hinsichten hnelt, zutreffend glauben, dass sie, in einem gewis-
sen Spielraum der gegebenen Umstinde zumindest, mit eigenkontrollierten Krif-
ten F* andere Krifte F+ steuern konnen (und dies im Fall der Aktualisierung ihrer
Macht wirklich auch tun).

Wenn wir das Machtvermdgen als ein Vermégen fassen, Verinderungsverliufe
kontrafaktisch robust zu steuern durch eigenkontrollierte Krifte, dann hingt offen-
bar der Machtbesitz von Akteuren davon ab, ob und welche Krifte F+ sie mit Hilfe
von bestimmten Kriften F*, auf deren Kontrolle sie vertrauen konnen, steuern kon-
nen. Zwar kénnten wir beide Weisen, wie F* und wie F+ sich auf die Akteursinstanz A
beziehen, als Beziehungen der >Kontrolle« beschreiben. Da Macht zu haben jedoch
stets einige Krifte voraussetzt, die bereits unmittelbar in den Aktionsméglichkei-
ten von A verankert sind, finde ich es sinnvoller, den Begriff der Kontrolle fir den
Bezug auf diese Krifte zu reservieren und die vergleichsweise breitere Bedeutung
des Begriffs >Steuerung« mit Bezug auf solche Krifte zu verwenden, die A mittelbar
kontrolliert (F+), nimlich mittels der Krifte, die A unmittelbar kontrolliert (F*). Was
es heifdt, dass A F* unmittelbar kontrolliert, lisst sich so prizisieren: Kontrolle, die A
iiber etwas hat, ist unmittelbar, wenn sie weder dezentralisiert noch delegiert wer-
den konnte, ohne dass A aufhéren miisste, fiir uns und/oder fiir sich selbst als der
alleinige Urheber etwaiger Verinderungen zu gelten, die in dem, woriiber A Kon-
trolle hat, auftreten.

https://dol.org/10.14361/9783830474976-016 - am 13.02.20286, 07:24:36. https://www.Inllbra.com/de/agh - Open Access - (I EEm—

445


https://doi.org/10.14361/9783839474976-016
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

448

Machtverhaltnisse

Kontrollieren, i.S. von etwas unter Kontrolle zu haben, bedeutet, etwas mafigeb-
lich beeinflussen oder beherrschen zu kénnen, entscheidenden Einfluss in einer An-
gelegenheit zu haben, oder effektive Autoritit iiber bestimmte Personen auszuiiben,
die an bestimmten Praktiken beteiligt sind.”* Die Kontrolle z.B., iiber die die spe-
zifisch politische Regierungstitigkeit verfiigen sollte, lisst sich wohl am besten als
eine Gestaltungsmacht charakterisieren.” Als Regieren oder Herrschen (governan-
ce) darf jede Titigkeit zihlen, die einen gestaltenden Einfluss auf den Verlauf von
Handlungen und Geschehnissen ausiibt, indem sie das Verhalten von signifikan-
ten Akteuren (u.U. einschlieflich des regierenden Akteurs selbst) lenkt, in Schach
hilt, jedenfalls im Ablauf entscheidend beeinflusst, z.B. durch die Ausiibung von
Autoritit oder die Durchsetzung von Disziplin, und dadurch die Verhiltnisse ge-
staltet. Die Semantik von Steuerung, Kontrolle, Regieren iiberschneidet sich sehr weit,
wenngleich Komposita in Gebrauch sind, um Machtvarianten auszuzeichnen (Kon-
troll-, Regierungs-, Steuerungsmacht). Ich wihle den Steuerungsbegriff statt des
Regierungs- oder Herrschaftsbegriffs, weil wir ihn ganz abstrakt nehmen konnen,
so dass er auf alle denkbar diversen Phinomene, in denen Macht in Erscheinung
treten kann, passt. Wir konnen dann sagen: Keine Macht ohne eine durch Kontrolle
von etwas vermittelte Steuerung von etwas anderem.

Wir haben uns in mehreren Schritten von Webers Stammformel wegbewegt, oh-
ne sie aus dem Blick zu verlieren, und sind bei einer abstrakteren Realdefinition
angekommen: Bezogen auf Menschen und relevant dhnliche Akteursinstanzen ist
Macht ihr Vermogen, Verinderungsverliufe kontrafaktisch robust zu steuern durch
Kontrolle eigener Krifte.

In diesem Begriff ist eine interne und eine externe Relation zu unterscheiden.
Die interne ist mit dem Krifteverhiltnis gegeben. Die Macht eines Akteurs A ist inner-
lich relativ, insofern als sie eine Beziehung zwischen unterscheidbaren aber aufein-
ander bezogenen Kriften beinhaltet. Die betreffenden Krifte, nach ihren Beziehun-
gen zum Akteur A unterschieden, habe ich schematisch als F* und F+ bezeichnet.
Durch Gebrauch von solchen Kriften, iiber die A verfiigt, weil sie im unmittelbaren
Bereich und Umfang dessen liegen, was A kontrollieren kann, kann A den Bereich
und Umfang dessen, was A iiberhaupt steuern kann, verindern (z.B. erweitern oder
verkleinern) und damit den Spielraum der fiir A qua Machthaber verfiigharen Mog-
lichkeiten, beabsichtigte Verinderungen von Verldufen zu bewerkstelligen. Falls an-
dere Machthaber A'im Spiel sind, kann A auch den Spielraum der fiir A' verfiigbaren
Moglichkeiten, beabsichtigte Verinderungen von Verldufen zu bewerkstelligen, zu
steuern versuchen. Das Verhiltnis zwischen Machthabern ist die externe Relation im

14 Vgl. Weber im Zitat in Abschnitt 2 zu Disziplin und Herrschaft.

15 Die Einengung der Bedeutung von Regieren auf Politik ist relativ neu, die urspriinglich wei-
te Bedeutung »bezog sich auf die unterschiedlichsten Formen der Fithrung von Menschen«
(Foucault 2006: 161f)).
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Begriff der Macht: Vermittelt durch ihre unmittelbaren und mittelbaren Krifte F*
und F+ verhalten A und A’ sich zueinander in einem Machtverhiltnis.

Die Macht, die mehrere Akteure in einer gemeinsamen Situation haben, findet
fiir jeden einzelnen Akteur ihre Grenze in dem, was die eigenen Krifte, iiber die je-
der Akteur in dieser Situation verfigt, in dieser Situation ausrichten bzw. verin-
dern konnte, und findet fiir alle zusammen ihre Grenze in dem, was sie mit den
Kriften, iiber die sie verfiigen witrden, wenn sie sich zu einem korporativen oder
kooperativen Akteur vereinen wiirden, an Verinderungsverliufen steuern kénnten.
Die Auswirkung von ausgeiibter Macht zeigt sich in allen durch sie bewirkten Verin-
derungen in allen Praktiken eines bestimmten Praxisbereichs (der klein sein kann,
wie eine punktuelle Interaktion, oder grof, wie ein soziales Funktionssystem, z.B.
Wirtschaft), nimlich desjenigen Bereichs, auf den wir unsere, nie anders als aus-
schnitthafte Beobachtung von Machtverhiltnissen und Machtwirkungen einstellen.

Ein kleinformatiges Beispiel: Eine im Vergleich zu den Gegenspielern bessere
Ballkontrolle (F*) gibt mehr Chancen, den Verlauf des Fuf3ballspiels in Richtung
des beabsichtigten Ziels zu steuern (F+), und das gilt fiir einzelne Spieler sowie fiir
Mannschaften als kooperative Akteure: ein asymmetrisches Machtverhiltnis unter-
schiedlich machtvoller Akteure, die sinnhaft orientiert (u.a.) im sozialen Kraftfeld
von sportlichem Wettbewerbsdruck aufeinander wechselwirken. Ein Beispiel im
Makroformat: Angenommen, wir betrachten die Menge aller Mitglieder einer
politisch verbundenen Gesellschaft, z.B. die Staatsbiirger Deutschlands. Wie viel
Macht ist in dieser Gesellschaft? Die machttheoretische Antwort lautet in gréfiter
Abstraktion: Die Gesamtheit aller Verinderungen von Verhaltensverliufen, die alle
Mitglieder mit allen Kriften, die sie kontrollieren koénnen, kontrafaktisch robust
zu steuern vermogen wiirden, falls sie bestimmte, ihnen wichtige Verinderungen
bewerkstelligen wollten.

4, Rechenkrafte und Geisteskrafte

Betrachten wir die Fahigkeit der meisten Menschen, einfache Rechnungen, z.B. die
Addition zweier Zahlen im Zahlenraum bis 100, im Kopf auszufithren. Wenn ich
will, kann ich meine vorhandene Fihigkeit des Kopfrechnens steigern, z.B. indem
ich eine Praxis des Ubens ausbilde oder indem ich eine einfache algorithmische Kul-
turtechnik erlerne, das Rechnen mit Papier und Bleistift, oder mit einem Abakus,
oder, wie es heute weltkulturell selbstverstindlich geworden ist, das Rechnen mit
elektronischen Rechenmaschinen in Form winziger Computer. Ich kann lernen wol-
len, solche Techniken zu beherrschen, z.B. weil ich besser (komplexer, schneller, zu-
verlissiger, in einem grofReren Zahlenraum) rechnen kénnen will. Ich kann es beab-
sichtigen und auch bewerkstelligen.
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Wir kénnten hier von der Macht des Erlernens sprechen. Die Kulturtechnik,
rechnen zu kénnen, ohne Agenten in Anspruch nehmen zu miissen, muss erlernt
werden und ermichtigt dann in begrenztem Umfang zum korrekten Rechnen. Aber
wenn ich gelernt habe (F*), leistungsfihige rechnende Agenten zu kontrollieren und
ihre Rechenkraft (F+) so zu steuern, dass sie sich meinen Wiinschen gemif3 verhal-
ten, habe ich mittelbar durch die Rechenleistung des Technofakts mein Vermégen
vergrofiert, alle Arten von Zielen zu erreichen, deren Erreichung Rechenkraft erfor-
dert: ein Machtzuwachs.

Die potentielle Rechenleistung, die stirkere Rechenkraft, die mir nun zu Verfii-
gung steht, erweitert den Spielraum der méglicherweise rational, als Erfolg, ver-
folgbarer Zwecke, die ich mir setzen kann, und insofern: meine Handlungsmacht.
Verfiigt A iitber mehr Leistungskraft beim Rechnen als A', hat A grofRere Chancen als
A', gesetzte Ziele, fiir die korrekte und rasche Berechnungen wichtig sind, zu errei-
chen. Angenommen, A und A' sind unternehmerisch titig, in Wettbewerbsprakti-
ken involviert, als solche aneinander sinnhaft orientiert und insofern wechselwir-
kend im sozialen Kraftfeld von Marktkriften situiert. Dann hat A im Wettbewerb mit
A' mehr Macht als A' z.B. dann, wenn es darauf ankommt, schneller als die Konkur-
renz die Profitabilitit einer Investition zu kalkulieren.

Wie steht es mit der Macht, die man der Vernunft zuschreiben méchte? Halten
wir uns an das vorige Beispiel vom Rechnen, an Regeln, Aktivititen und Leistungen.
Man konnte »die Vernunft« zu einem Machthaber verkliren, dem die Verniinftigen
loyal im Denken und Handeln verbunden sein sollen. Aber die Vernunft herrscht
nicht. Ob Kants Wendung trigt, Vernunft als urspriingliche Selbstgesetzgebung des ver-
niinftigen Willens und aller Wesen, die einen solchen haben, zu begreifen, sei da-
hingestellt. Wir Pragmatisten sprechen lieber von rationalen Aktivititen in Prakti-
ken und von den nétigen Fihigkeiten und Kompetenzen: Aktivititen in Praktiken
des Denkens, Nachdenkens, Vorausdenkens (wozu auch die Fihigkeit gehort, Re-
geln der Logik und vielen weiteren Systemen von Regeln denkend zu folgen, deren
Befolgung etwas leistet fiir rationale Aktivititen in Praktiken); Aktivititen in Prak-
tiken des Verstehens und Erklirens; und alles integrierend: die Kompetenz, im kul-
turell ausgelegten Raum der Griinde umsichtig so sich zu orientieren, wie es die
meisten anderen Menschen, die man als Interaktionspartner ernst nehmen wiirde,
gleicherweise tun (Haugaard/Kettner 2020).

Wenn wir mit den Fahigkeiten und Kompetenzen, deren Besitz wir summarisch
als den Besitz von Geisteskriften oder als die Fihigkeit, sich verniinftig orientieren
und verhalten zu kénnen, beschreiben, wirklich arbeiten und etwas ausrichten — in-
nerhalb von Praktiken in Situationen, in denen es auf die entsprechenden Leistun-
gen ankommyt, weil sie Chancen fir Erfolg im Ergebnis verindern — haben wir durch
Besitz und Kontrolle unserer Geisteskrifte eine gewisse Macht, viele Krifte, deren
Spiel wir andernfalls blo ausgesetzt wiren, mehr oder weniger zu steuern bzw. zu
sregierenc (u.a. durch Urteilskraft), sodass wir Ubel, die wir aus gutem Grund ver-
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meiden wollen, fernhalten und Zielen, die wir aus guten Griinden verfolgen wollen,
niherkommen kénnen. Mit der >Macht unserer Vernunft« finden wir uns in einem
kulturell immer schon ausgelegten Raum von Griinden vor, der gleichsam wie ein
Feld intelligibler Krifte wirkt, und wir vermégen diesen Raum dank der Macht un-
serer Vernunft auch tatkriftig zu verindern.

5. Arbeitende Krafte, Agenten und Akteure

Ich komme zuriick auf die am Ende von Abschnitt 2 liegengebliebene Frage nach der
allgemeinen Beschaffenheit machtvoller Akteursinstanzen.

Wenn wir, wie vorgeschlagen, Macht als eine komplexe Relation des Steuerns,
Kontrollierens, Beherrschens von Kriften denken, unterstreichen wir eine wichtige
Pointe von Macht, nimlich die Verrichtung einer Arbeit. Wo Macht ausgeiibt wird,
wird etwas getan, wird etwas ausgerichtet und geschieht etwas; im Falle der blo-
fRen Potenzialitit von Macht eine Arbeit, die stattfinden wiirde, wenn machtvolle
Akteure ihre Machtpotentiale verwirklichen wiirden. Natiirlich ist es auch moglich,
dassein Akteur iiber eine bestimmte Macht verfigt, um etwas zu verhindern, was an-
dernfalls geschehen, sich materialisieren oder getan werden wiirde. Auch in diesem
Fall wird Arbeit verrichtet, eine Widerstands- oder Blockadearbeit. Es muss Energie
(= aktualisierbare Arbeit) aufgewendet werden.

Versuchen wir fiir einen Augenblick in einer naturalistisch klingenden, aber
kultural gedachten Redeweise iiber Krifte, Arbeit und Energie gewissen Analogien
nachzugehen, die zwischen dem naturalistischen Machtvokabular der Mechanik,
das in der Physik prazisiert wird, und dem der Lebenswelt, das in Kulturwissen-
schaften prizisiert wird, bestehen. Soweit solche Analogien sachhaltig sind, sind
sie es nicht durch den Machtbegriff selbst, der im Begriffsrahmen des Natura-
lismus als solcher ortlos bleibt.”® Sachhaltig sind sie vielmehr dank des Begriffs
der Kraft. Er dient in der Physik zur Beschreibung und Erklirung des Verhal-
tens von Objekten bestimmter Art (z.B. mechanischer Kérper), wenn sie durch
eine Kraft (z.B. Gravitation) aufeinander wechselwirken. Kategorial haben Krif-
te Vektorform, also Grofie und Richtung. Sie bewirken (oder zeigen sich uns als
wirksam in) Verinderungen oder im Verindern von Verinderungen (z.B. wenn

16 Nur in der Lebenswelt kann Macht missbraucht werden. Auch ist physikalisch weder ein
Machtausiibender, ein Subjekt von Herrschaft (Herrscher) zu denken, noch ein machtunter-
worfenes Objekt (Untertan). Allenfalls die Totalitit der Naturgesetze, die zumindest nach
Ansicht von physikalistischen Deterministen alles, was sich im Universum ereignen kann,
vollstindig beherrscht, bote eine Analogie zum Herrscher, eine allerdings lbermafiig ange-
strengte. Sinnfalliger fiir Theologen ist die Allmacht Gottes.
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eine Gegenkraft eine Verinderung, die andernfalls bewirkt wiirde, blockiert). Ty-
pische Verinderungswirkungen von Kriften, wie sie in der klassischen Mechanik
interessieren (Gravitation, Reibungs- Druck- und Zugkrifte), sind Geschwindig-
keitsinderungen (Beschleunigen, Abbremsen, Andern der Bewegungsrichtung)
und Formverinderungen (Verformungen). Verinderungswirkungen von typischen
Kriften, wie sie nur in kulturellen Welten wirken (z.B. Willenskraft, Gesetzeskraft,
Kaufkraft, Eigentum'), lassen sich nicht auf mechanische Krifte und deren Ver-
inderungswirkungen reduzieren, sondern involvieren sie nur (z.B. in Korperkraft,
Feuerkraft). Denn die Kraftfelder, die von wesentlich kulturell konstituierten Kriften
im Hintergrund der Lebenswelten sozialisierter Menschen aufgespannt werden,
manifestieren sich in gerichteten Verinderungen im Willen und der Motivation von
Personen sowie in gerichteten Verinderungen im Netzwerk ihrer Uberzeugungen,
mit allen Folgen, die derartige gerichtete Verinderungen fiir alle méglichen Prakti-
ken haben.™® In soziale Praktiken involviert, sind Personen, die sich so oder anders
verhalten konnen, aneinander sinnhaft orientiert und insofern wechselwirkend.
Die vieldeutige Semantik des englischen spower« ist viel niher an physikalisch
verstandener Arbeitsleistung, Kraft und Stirke, als die von sMachts, die sinngemaf3
die Herrschaft von Menschen itber Menschen in den Vordergrund riickt. Zwar wi-
re es unsinnig, zur empirischen Angemessenheit eines Machtbegriffs zu fordern,
er miisse gleichsinnig zum Sinn beitragen in Feststellungen tiber die Energie (horse-
power) von Dampfmaschinen und die von Sumo-Ringern (Kirperkraft). In den beiden
Sitzenist zwar Ahnliches gemeint, und beides hat auch mit Macht zu tun, aber nicht
im selben Sinne. Eine Sinngemeinsamkeit wird erst auf einer abstrakteren Ebene
deutlich, wenn wir den Arbeitsleister oder -verrichter als eine ontologisch offene Va-
riable behandeln. Wir kénnen die Werte dieser Variablen >Agenten<nennen. Dienste
leistende menschliche Arbeitskrifte sind machtheoretisch betrachtet Agenten, leis-
tungsfixierte Maschinen sind es ebenso. Die Dampfmaschine soll eine bestimmte
Arbeit leisten, zu nichts sonst haben >wir« sie konstruiert, und diese Arbeit konn-
te auch von anderen Maschinen, z.B. Windmiihlen geleistet werden als auch von
abgerichteten tierischen Arbeitskriften (z.B. von Pferden) und vertraglich festge-
legten oder in anderer Form eingebundenen und angewiesenen menschlichen Ar-
beitskriften (Freiwillige, beauftragte Dienstleister, Untergebene, Sklaven). Um im
Vergleich zu bleiben: Jemand kontrolliert (F*) die Dampfmaschine so, dass die Ar-
beit, die sie leistet (F+), ein angesteuertes Ziel niherbringt. In diesem machtvollen

17 Eigentum zu haben (nicht: Besitz) verleiht innerhalb des normativen Kraftfelds von Eigen-
tumsrechten die Macht, zu vermogen, andere vom Gebrauch des Eigentums auszuschliefien.

18 Alle etablierten Praktiken bilden den »Background«sensu Searle 2019: 145—173. Hier verlasst
der spate Searle auf erhellende kulturreflexive Weise den Rahmen seiner ansonsten eng in-
tentionalistisch interpretierten Sprechakttheorie, die Soziologen mit einem gewissen Recht
als reduktionistisch kritisieren (Witte/Suntrup 2017).
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Mensch-Maschine-Ensemble ist die Maschine ein Agent, u.U. innerhalb eines Gefii-
gesvon mehreren Agenten, und ihre Aktivitit wird von Personen, die untereinander
in diversen Machtverhiltnissen stehen kénnen (von Bedienern, Auftraggebern, Be-
sitzern, Gewerbeaufsehern u.a.), eingestellt, beherrscht und gesteuert. Mutatis mu-
tandis fiir Knechte,” auch Rechenknechte bzw. leistungsfestgelegte algorithmisch
gesteuerte Computer.

Es erscheint mir sinnvoll, begrifflich deutlich zu unterscheiden zwischen hand-
lungsfihigen Personen, Akteuren und Agenten. Die iibliche englischsprachige Ter-
minologie ist hier unzuverlissig. Bejahen wir methodologischen Anthropozentris-
mus, dann bleiben Personen, die etwas bewerkstelligen wollen und dies verméogen,
der paradigmatische und in puncto Intentionalitit anspruchsvollste Fall einer Ak-
teursinstanz im Machtbegriff. Wenn wir, wie in Abschnitt 2 vorgeschlagen, die Un-
terstellung eines griinderesponsiven freien Willens abschattieren und durch die Fi-
higkeit ersetzen, die Erfiillung von Zwecken zu leisten, dann kénnen wir hier den
Schnitt zwischen Personen und Agenten legen. Wo es auf Unterschiede nicht an-
kommt, kann der abstrakte Begriff eines »Akteurs« einspringen.

Als Agenten und Agentensysteme®® kénnen zum einen rechtlich verfasste En-
tititen gelten, aber nach dem Sprachgebrauch in Informatik und KI-Forschung
auch maschinentechnische Artefakte, z.B. Computerprogramme, die in Aktion
ein Stiick weit unabhingig von Benutzereingriffen ablaufen, in einem definierten
Spielraum selbststindig Entscheidungen treffen, mit anderen Programmen Infor-
mationen austauschen (kommunizierend und aus eigenen Kriften (autonoms)
mehr oder weniger adaptiv (intelligent<) auf verinderte Randbedingungen und
Inputs reagieren konnen.*

Geniigt es machttheoretisch vielleicht, Agenten als >Mittel oder >Hilfsmittel
(fir Personen, die etwas bewerkstelligen wollen) zu denken? In vielen Fillen wird
diese eher banale Kategorisierung tatsichlich geniigen. Etwa bei teilautonomen
Systemen, die ihre Arbeitsaktivititen zwar selbst steuern, dabei aber auch auf
menschliche Eingaben angewiesen bleiben, sogenannte Human in the Loop (HITL)

19 Knechte erbringen Arbeitsleistungen, in der Regel 6konomische, fiir ihre Herren. Hier be-
rithren wir das seit Hegels Phdnomenologie des Geistes (Kapitel 1V) berithmte Denkmodell ei-
nes Zusammenhangs von Selbstbewusstsein, Abhdngigkeit, Unabhingigkeit, Herrschaft und
Knechtschaft, auf das ich an dieser Stelle nicht eingehen kann, das aber fiir die immens ge-
steigerte Technikabhangigkeit, die wirim Kulturprozess der Digitalisierung eintreten lassen,
erhellend ist.

20 Die Konstruktion von Multiple-Agenten-Systemen spielt fiir die Interaktion von Menschen
und Robotern eine wichtige Rolle (Dahiya et al. 2023). Solche Systeme machttheoretisch zu
analysieren wire interessant.

21 MitBlick auf das neue philosophische Forschungsfeld Maschinenethik siehe Cervantes et al
2020; fiir eine Ubersicht iiber die seit den 1960er Jahren immens angewachsene Forschungs-
literatur speziell zu Konversations-Agenten siehe Schobel et al. 2024.

https://dol.org/10.14361/9783830474976-016 - am 13.02.20286, 07:24:36. https://www.Inllbra.com/de/agh - Open Access - (I EEm—

451


https://doi.org/10.14361/9783839474976-016
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

452

Machtverhaltnisse

Systeme. Solche Systeme sind machterweiternde Hilfsmittel fiir Personen, oder
>Machtmittelc, wenn man so will. Machtmittel erméglichen Macht, haben aber
keine. Es fehlt die Instanz eines rational wollenden Subjekts (Person) oder eines
wenigstens Zwecke verfolgenden Akteurs. Algorithmen als Code bzw. Programm
verfolgen keine Zwecke, sondern wir mit ihrer Hilfe. Auch als in der passenden
maschinellen Umgebung laufendes Programm bzw. als Performanz verfolgen sie
keine eigenen Zwecke, sondern verrichten nur die Arbeit, die wir ihnen zugedacht
haben.

Wenn wir algorithmisch gesteuerte Maschinen allerdings so konstruieren wol-
len, dass sie funktionsiquivalent reproduzieren, was unter Menschen (und einigen
Tieren) die Macht des Lernens ausmacht, ermdichtigen wir sie in bestimmten Hin-
sichten. Dadurch entsteht innerhalb der Beziehung von Personen auf Maschinen ein
Machtverhiltnis. Man kénnte das Ermichtigen der Maschine als >Externalisierung«
menschlicher Macht charakterisieren.?” Sie tritt bei vollautonomen Systemen her-
vor, die nicht mehr auf von Menschen kontrollierte Eingaben angewiesen sind und
insofern als Human-out-of-the-Loop (HOOL) bezeichnet werden. Denken wir z.B.
an militirische HOOL-Waffensysteme, etwa autonom ihr Ziel verfolgende Flugab-
wehrraketen, dann ist diese Machtexternalisierung, einmal losgelassen, vielleicht
nicht mehr einzufangen, bleibt aber doch in dem gewollten und technisch einge-
richteten Spielraum unserer Zwecke fiir diese Art von Gerit. Weitergehende Exter-
nalisierung von Macht ist denkbar mit selbstlernenden Maschinen. Die Macht des
Lernens, die wir iibertragen haben, ermichtigt selbstlernenden Maschinen womog-
lich, den gewollten und technisch eingerichteten Spielraum unserer Zwecke fiir sie
zu verlassen (Davidson 2023).

Wenn ich mir passende Software-Agenten dienstbar machen kann, kann ich da-
durch meine Handlungsmacht fiir sehr vielfiltige Aufgaben steigern.? Falls es mir
wichtig ist z.B. fur Zwecke der gezielten Recherche im Internet, zum Priifen und
Priorisieren meiner Mails, zum Ausfiillen von elektronischen Formularen, zum Syn-
chronisieren von Profilen in sozialen Netzwerken und Kuratieren von Nachrichten-
Feeds, und last not least zum Finden guter Angebote im Online-Handel. Digitali-
sierung als Kulturprozess zeigt sich nicht zuletzt durch die Aufnahme von immer
mehr algorithmisch organisierten Agenten in die Routinen und Gewohnheiten un-
serer Alltagspraxis. Der durchschlagende Welterfolg von Sprache, Bild und Ton ge-
nerierenden KI-Modellen, der nach dem Coup von Open AI Ende 2022 einsetzte —

22 Delegierens, wie es im Marketingjargon der Werbung fiir digitalkulturelle >persénliche in-
telligente Assistenten< manchmal heifst, mochte ich es nicht nennen, wegen der fehlenden
Reziprozitat (Loer 2021) von Person zu Person. Wenn ich mein Smartphone anweise, mich um
5 Uhr zu wecken, delegiere ich das Aufwecken nicht an mein Smartphone.

23 Anschaulich zum Stand der Technik im Zeichen von KI: [https://www.personal.ai/] und [http
s://openai.com/index/gpt-4/].
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Matthias Kettner: Notizen zu Macht und Algorithmen

eine vielleicht dhnlich bedeutsame historische Zisur wie die Ankunft marktreifer
Smartphones es 2007 war —, bezeugt ein ungeheuer starkes allgemeines Interesse
an machterweiternden Technofakten jeder Art. Es wire naiv, dieses Interesse fur
unvermittelt zu halten.

Wir stof3en hier auf einen neuen wichtigen Aspekt der >Macht der Algorithmens,
nimlich die ideologische Kraft digitalkultureller Innovationen, als jingste die der
>kitnstlichen Intelligenz, die sich allesamt im Phantasma des Algorithmus resiimie-
ren. Being digital war die Zukunftsformel der 1990er Jahre, als das Internet zu einer
globalen Wirklichkeit wurde, becoming smart ist heute das einzige libidinds besetzte
Narrativ eines Fortschritts, der die Reste fritherer Sozialutopien ablésen soll in ei-
ner Welt der kiinstlichen Intelligenz. Imaginir begriifRen die Fortschrittsfreudigen
den Algorithmus als Symbol einer besseren Zukunft. Der Vergleich mit der Alche-
mie, auf die die Goldmacher hofften, dringt sich auf. Das Vermogen, Faszination
und mimetische Konkurrenz anzukurbeln, das Blaue vom Himmel zu versprechen
und damit durchzukommen, ist eine Macht, die Macht der Steuerung kollektiver
Aufmerksambkeit zum Ziel von Verklirung, Hype und Affirmation. Bekanntlich sind
die machtvollsten Akteure dieser sehr ungleich verteilten Macht kommerzielle.

Mir scheint, die Perspektivierung von KI und Algorithmen als verklirende Ideo-
logie eroftnet ein weites Feld fruchtbare Forschungsfragen fiir Philosophie, Kultur-
und Sozialwissenschaften.

Eine Formulierung von David Beer weist in die richtige Richtung:

»The notion of the algorithm is part of a wider vocabulary, a vocabulary that we
might see deployed to promote a certain rationality, a rationality based upon
the virtues of calculation, competition, efficiency, objectivity and the need to
be strategic. As such, the notion of the algorithm can be powerful in shaping
decisions, influencing behaviour and ushering in certain approaches and ide-
als. The algorithm’s power may then not just be in the code, but in that way
that it becomes part of a discursive understanding of desirability and efficiency
in which the mention of algorithms is part of »a code of normalization«« (Beer
2016:9)

Ein Gleiches gilt fiir »KI< und das damit verbundene Vokabular, das inflationir ver-
wendet wird, um eine gewisse Rationalitit zu beschworen, die auf den Tugenden
der Berechnung, des Wettbewerbs, der Effizienz, der Objektivitit und der Strate-
gie beruht. Bei der Formulierung der suggestivsten Schlagworte, Rhetoriken und
Narrative gibt es viele Akteure mit sehr geringer und einige wenige mit enormer
Kommunikationskraft, die die entsprechenden Frames zu formen und zu verstirken
vermdgen: ein stark asymmetrisches Machtverhiltnis.

Wir sollten die Art und Weise, in der Algorithmen Teil umfassenderer Program-
me des sozialen Wandels und der Entwicklung sind, die als rational und fortschritt-
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lich angepriesen werden, sorgfiltig untersuchen. Ein weiteres lohnendes Anliegen
auf der Agenda philosophischer Digitalisierungsforschung zu Machtfragen kénn-
te darin bestehen, das massive unreflektierte Vertrauen aufzudecken, das in Syste-
me gesetzt wird, die als algorithmisch und als kiinstlich intelligent bezeichnet wer-
den. Interessant erscheint mir vor allem die grundlos optimistische Vorstellung,
dass diese Systeme, sobald einige unschone Probleme digitaler kultureller Diskri-
minierung technisch gelost sind, neutral und vertrauenswiirdig sein und viel bes-
ser funktionieren werden als alles, was Menschen ohne sie vermogen. Diejenigen
unter uns, die sich als kritische Humanisten verstehen, sollten untersuchen, wer
durch die soziale Konstruktion und selektive Verteilung dieses Vertrauens gewinnt
und wer verliert. Auch in dem Vermégen, die von Giinther Anders auf den Begriff
einer>prometheischen Scham« gebrachte Selbstabwertung angesichts der Vollkom-
menheit unserer Maschinenwelt zu steuern, liegt Macht.*

6. Algorithmische Steuerung, normative Steuerung, Diskursivitat

Wenn Steuerung viele Formen annehmen kann, worin unterscheiden sich die Steue-
rung durch Normen und die Steuerung durch Algorithmen? Aufgrund ihrer Ver-
ankerung in Sprechakten haben normative sProgrammes, von den banalsten und
schwichsten, die individuell fiir private Zwecke als Mittel gewihlt werden, wie et-
wa ein Kochrezept, bis hin zu den kraftvollsten, politisch autorisierten allseits bin-
denden Gesetzen, von Natur aus die Eigenschaft, dass simtliche normativen Krifte,
die durch Sprechakte ins Spiel gebracht werden, und alle Wirkungen, die durch sie
ins Spiel kommen, von nahezu jedem, der zur einschligigen Kommunikationsge-
meinschaft gehort, in der das betreffende normative >Programmc« liuft, umfassend
reflektiert werden konnen. Personen konnen Adressaten, aber auch Autoren oder
Modifikatoren normativer Texturen sein, d.h. kulturell ausgebildeter Gefiige nor-
mativer Krifte. Sie konnen die Normen aufihre angebliche Sinnhaftigkeit befragen,
gute Griinde fur deren Anerkennungswiirdigkeit einfordern und angeben, wirkli-
che von blof} vermeintlichen unterscheiden und schlechte verwerfen. Die Ausiibung
von Geltungsreflexion, die sMacht der Reflexion« (F¥) kann die verfiigbaren Recht-
fertigungen und damit die normative Kraft (F+) der fraglichen Normen verindern,
stirken oder schwichen.

Die prinzipielle Offenheit fiir Geltungsreflexion - kurz: >Diskursivierbarkeit«
— ist fiir normative Texturen, die kulturell formiert und in einer natiirlichen Spra-
che formuliert sind, eine angestammte Eigenschaft. Algorithmische Programme

24  Der von Anders gepragte sozialpsychologische Begriff meint eine »Scham vor der >beschi-
mend< hohen Qualitit der selbstgemachten Dinge« (Anders 1985: 23) und hat m.E. im Kul-
turprozess der Digitalisierung einen betrachtlichen Erkenntniswert.
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hingegen, d.h. die in Programmiersprachen formulierten Kompositionen von Be-
fehlen, die zum Zweck der Steuerung der Verinderungsverliufe der Operationen
von Rechenmaschinen entworfen werden, haben diese Eigenschaft nicht von Haus
aus. Konnen algorithmische Steuerungsprogramme diese Eigenschaft iiberhaupt
erhalten? In gewisser Weise ja, aber nur in dem Maf3e, wie swir< Diskursivierbarkeit
zielgerichtet und bewusst aufbauen. In die Programme selbst wird sie sich umso
weniger einschreiben lassen, je mehr >wir< die Programme befihigen, sich selbst zu
verdndern, und zwar so, dass sich ihre Selbstverinderung nach einer Anfangsphase
von der menschlichen Macht des Belehrens immer unabhingiger machen soll. Der
maschinell lernende Apparat ist in einer Trainingsphase belehrungsbediirftig, aber
wenn er funktioniert, wie er soll, lernt er weiter wie von selbst, und die Box wird
schwarz. Die genauen Aktivititen des Programms innerhalb seiner unmittelbaren
operativen Umgebung werden fiir uns dann opak. >Wir« haben diesen Kontroll-
verlust gewollt oder nehmen ihn zumindest in Kauf. Wollen >wir« ihn riickgingig
machen oder wenigstens in Grenzen halten, dann sind technische Anstrengungen
erforderlich, die (derzeit noch) mit fast absurd anmutendem Aufwand verbun-
den sind.”® Und selbst wenn die XAI-Forschung grofRe Fortschritte machen sollte
und die technische Seite des Problems intransparenter maschineller Lernprozesse
16st (Ali et al. 2023), bleibt die normative, letztlich politische Problematik, dass
unterschiedliche Gruppen an ganz unterschiedlichen Positionen im Gesamtzu-
sammenhang der Entwicklungs- und Anwendungspraktiken eines (teil)autonomen
ML-Systems in der Regel auch ganz unterschiedliche Kontrollinteressen und
-auffassungen haben. >Wir« sind viele und haben vielfiltige Interessen.

Man denke etwa an die Schiller, deren Eltern, das Lehrpersonal, die Verwal-
tungsbeschiftigten, Systementwickler, Unternehmer, Datenschutzbeauftragten
und Bildungspolitiker im Rahmen der Transformation einer herkémmlichen Schu-
le in eine Smart School (McConvey/Guha 2024). Die utopische (dystopische?) Vision
ist hier ein KI-gesteuerter personalisierter Unterricht und die automatisierte Uber-
wachung aller pidagogisch relevanten psychosomatischen Parameter aller Schiiler
(Dimitriadou/Lanitis 2023). Was sie interpretiert haben wollen und was nicht, was
sie unter besseren und schlechteren Erklirungen verstehen und worauf jeder ein
Recht zu haben meint, all das wird ohne verniinftige politische Aushandlungspro-
zesse nicht auf einen gemeinsamen Nenner zu bringen sein. Solche politischen
Aushandlungsprozesse kénnen nicht ihrerseits an algorithmisch gesteuerte Agen-
ten delegiert werden, es sei denn, die in politisch regierenden Akteuren organisierte
Gestaltungsmacht wollte ihre Selbstauflosung gestalten.

Beim Problem der Diskursivierbarkeit von Praktiken, in die >wir< algorithmisch
gesteuerte maschinell lernende Systeme eingelassen haben, geht es um mehr als

25  Zum Forschungsfeld XAl siehe den Beitrag von Alpsancar im vorliegenden Band. Mit Bezug
auf normative Regulationsbemiihungen siehe Pangutti et al. 2023.
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nur um >erklirbare« und interpretierbare« KI1.> Vielmehr wirft es wichtige wissen-
schaftliche und politische Fragen auf (Hedlund/Persson 2024; Walter 2024). Wie sol-
len die Befugnisse verteilt werden? Wer von >uns«< kann, wer sollte befihigt und er-
michtigt werden, im Zweifelsfall Rechtfertigungsgriinde einzufordern, zu geben,
zu bewerten? Und welche Akteure filllen dieses idealisierte und potenzielle >Wir«
heute tatsichlich aus?

Diese Fragen verweisen auf die komplexe Problematik, ob im Kulturprozesses
der Digitalisierung die Innovation, Dissemination und Applikation digitaltechni-
scher Produkte iberhaupt noch gesteuert werden kénnen durch die sozialen Krif-
te, tiber die der politische Souverin verfiigt. Angesichts heutiger Erniichterung iiber
die Steuerungskapazitit politischer Macht in Demokratien erscheint die Regulie-
rungsproblematik als eine Herausforderung, die so massivist, dass sie die politische
Gestaltungsmacht zu iiberfordern droht.
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