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In the group of hierarchical classification proce­
dures those ones have been predominant so far 
which classify observation units according to 
metrical or classificatory characteristics. Classifi­
cation procedures based on comparative character­
istics differing only in their degree of intensity 
have so far been neglected. The present paper 
looks into the problems of similarity measure­
ment in the use of comparative characteristics 
and investigates - by means of data simulation­
the efficiency of a pertinent procedure proposed 
by Lance and Williams. (Author) 

1 .  Aufgabenstellung 

Das Interesse an statistischen Verfahren, die eine zweck­
maflige Zusammenfassung der Vielfalt realer Erscheinun­
gen gestatten, ist in den letzten Jahren zunehmend gro­
fler geworden. Ziel der Kiassifizierungsmethode, nach 
dem englisch-amerikanischen Sprachgebrauch auch Clus­
ter-Analyse genannt, ist eine Untergliederung der Ge­
samtheit aIler Beobachtungseinheiten in eine liberschau­
bare Anzahl von Klassen, die beztiglich mehrerer interes­
sierender Merkmale in sich moglichst homogen, unterein­
ander dagegen moglichst heterogen sein sollen. 

Hierarchische Klassifizierungsverfahren beginnen auf 
der ersten Stufe mit einer Messung der paarweisen AM­
lichkeit der zu betrachtenden Einheiten und verschmel­
zen dann schrittweise diejenigen Einheiten und Gruppen 
von Einheiten, die untereinander am ahnlichsten sind. 
Das Ergebnis einer solchen schrittweise vorgenommenen 
Agglomeration von Einheiten und Gruppen wird in 
einem Dendrogramm dargestellt (Anderberg 1973, Vogel 
1975,Sodeur 1975,Bock 1974). 

In der Literatur wird eine Flille soleher hierarchischen 
Prozeduren vorgeschlagen, die sich in der Messung der 
Ahnlichkeit zwischen Einheiten und/oder Gruppen un­
terscheiden. Die anzuwendenden MaBe sind ganz ent­
scheidend abhangig von der Art der Merkmale, die zur 
Klassifizierung herangezogen werden. In der Statistik 
werden im wesentlichen drei Merkmalstypen mit unter­
schiedlichem Mefl- oder Skalenniveau unterschieden: 
klassifikatorische Merkmale, deren Auspragungen sich 
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nur der Art nach unterscheiden, komparative Merkmale, 
deren Auspragungen nur eine Anordnung aufweisen und 
metrische Merkmale, zwischen deren Auspragungen ein 
Abstand definiert werden kann. Insbesondere flir den 
letzteren Merkmalstyp, der bisher in der multivariablen 
Statistik bevorzugt untersucht worden ist, existiert eine 
Reihe von Unahnlichkeits- bzw. Distanz- und Streuungs­
maflen, die sich in vielen praktischen Anwendungen be­
wahrt haben. Flir klassifikatorische Merkmale haben vor 
a1lem die australischen F orscher Lance und Williams 
(I 967 A) spezielle Informationsmafle angegeben, die den 
Maflen fUr metrische Merkmale analoge Eigenschaften 
aufweisen. Auch diese MaBe wurden in empirischen Un­
tersuchungen mit Erfolg eingesetzt. 

Die Gruppe der komparativen Merkmale, die vom 
Mefl· und Informationsniveau eine miltlere Ste1lung 
zwischen klassifikatorischen und metrischen Merkmalen 
einnimmt, wurde dagegen bisher vernachlassig!. Dies laflt 
sich vermutlich darauf zurUckftihren, dafl flir diesen 
Merkmalstyp kein geschiossenes System von Streuungs­
bzw. HeterogenitatsmaBen angegeben werden kann, wie 
es fUr die anderen Merkmalstypen moglich is!. Dennoch 
ist es zumindest erstaunlich, daB die Versuche zur Defi­
nition eines diesem Merkmalstyp adaquaten Kiassifizie­
rungsverfahrens nur sehr sparlich sind, da komparative 
Merkmale in vielen Anwendungsbereichen, etwa der So­
ziologie, Psychologie oder Wirtschaftswissenschaften, 
recht haufig auftreten. 

In vielen empirischen Untersuchungen werden kom­
parative Merkmale entweder wie klassifikatorische oder 
wie metrische Merkmale behandelt. In Grenzfa1len, wenn 
etwa die Anzahi der Auspragungen sehr gering oder sehr 
groB ist, mag diese Vorgehensweise gerechtfertigt sein, in 
den vorherrschenden Fallen wird jedoch bei der Behand­
lung als klassifikatorisches Merkmal ein Teil der Informa­
tion, namlich die in den Auspragungen enthaltene An­
ordnungsinformation, nicht ausgenutzt, oder aber es 
wird bei der Behandlung als metrisches Merkmal unter­
stellt, dafl die Unterschiede zwischen den einzelnen Aus­
pragungen des komparativen Merkmals annahernd gleich 
grofl sind. 

Die vorliegende Arbeit untersucht die Probleme bei 
der Ahnlichkeitsmessung fUr komparative Merkmale und 
stellt ein hierarchisches Klassifizierungsverfahren flir 
komparative Merkmale vor, das ursprlinglich von Lance 
und Williams (I967B) vorgeschlagen wurde. Die Lei­
stungsfahigkeit dieses merkmalsadaquaten Verfahrens 
wird anschlieflend anhand von Datensimulationen liber­
prtift. 

2. Messung der paarweisen Ahnlichkeit von Einheiten 
bei komparativen Merkmalen 

Zu Beginn der hierarchischen Klassifizierungsprozedur 
wird die Ahnlichkeitsmatrix berechnet, die die Mafle fUr 
die paarweise Ahnlichkeit der Einheiten als Komponen­
ten enthalt: 
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Diese Matrix ist symmetrisch, d.h. es gilt: 

(I) ftir i <j = 1, 2, . . .  , n, 

wobei n = Anzahl der Beobachtungseinheiten, 
und enthiilt in der Hauptdiagonale den Maximalwert des 
il.hnlichkeitsmalles bzw. den Minhualwert des Uniihn· 
lichkeits· oder Heterogenitiitsmalles. Die Betrachtung 
kann daher auf die untere oder obere Dreiecksmatrix 
beschriinkt werden. 

Das zu berechnende il.hnlichkeits· bzw. Uniihnlich· 
keitsmall sollte bei komparativen Merkmalen speziell die 
Forderung erfUllen, daB es die in den Auspriigungen ent· 
haltene Ordnungsinformation ausnutzt. 

Betrachtet man eine komparatives Merkmal mit den 
Auspriigungen A" A2, . . .  Ak, so bestehen zwischen die· 
sen Auspriigungen folgende Relationen: 

(2) A, < A2 < . . .  < Ak 

Aufgrund dieser zwischen den Auspriigungen gelten· 
den Ordnungsbeziehungen lassen sich entsprechende 
Ordnungsrelationen fUr il.hnlichkeitsmalle fordern, die 
die il.hnlichkeit der Auspriigungen untereinander messen. 
Eine Einheit, die die Auspriigung A, triigt, ist z.B. der 
Einheit mit der Auspriigung A2 iihnlicher als einer Ein· 
heit mit der dritten Auspriigung des komparativen Merk· 
mals, d.h. fUr das il.hnlichkeitsmall mull gefordert wer· 
den, dall 

(3) S(A, ,A2 ) > S(A, ,A3)  

Allgemein mlissen folgende Ordnungsrelationen erflillt 
sein, die anhand einer il.hnlichkeitsmatrix fUr Ausprii· 
gungen abgeleitet werden k6nnen (Si; = S(A"A; )): 

Relationen zwischen Zeilenelementen: 

(4) S12 > S'3 > > Slk 
s" > . . . > S2k 

Relationen zwischen Spaltenelementen: 

(5) S23 > S13 

Sk-l,k > . . .  > sZk > Slk 
Flir UniihnlichkeitsmaBe gelten entsprechende entgegen· 
gesetzte Ordnungsrelationen. 

Die fUr metrische Merkmale entwickelten il.hnlich· 
keits· bzw. AbstandsmaBe erfUllen siimtliche der genann· 
ten Ordnungsrelationen, wenn man sie auf die (nume­
risch codierten) Auspriigungen der komparativen Merk· 
male anwendet. Ais Beispiel sei der einfache euklidische 
Abstand genannt, der die Uniihnlichkeit der Auspriigun· 
gen durch die absolut gesetzte Differenz zwischen den 
Indices i und j millt: 

(6) dij = l i - j l 

Solche MaBe k6nnen jedoch deswegen nicht auf kom· 
parative Merkmale libertragen werden, weil ihre Anwen· 
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dung die Annahrne gleich groller Unterschiede bzw. Ab· 
stande zwischen den Auspragungen der komparativen 
Merkmale impliziert, d.h. es wird angenommen, daB die 
Malle in den Nebendiagonalen der il.hnlichkeits· bzw. 
Unahnlichkeitsmatrix tibereinstimmende Werte anneh­
men. Flir die oben dargestellte il.hnlichkeitsmatrix ergii· 
be sich folgende Annahme: 

(7) S12 = SZ3 = . . .  = Sk-l,k 
S13 = 824 = . . .  = sk_2,k 

Eine solehe Annahme entspricht jedoch nicht dem In· 
formafionsniveau komparativer Merkmale. 

Ais Ausweg aus diesem Dilemma bietet sich lediglich 
die M6glichkeit an, auf ein niedrigeres Informations­
niveau hinabzusteigen und solehe il.hnlichkeits· bzw. Un· 
iihnlichkeitsmalle zu verwenden, die ftir k1assifrkatori· 
sche Merkmale entwickelt worden sind. Ais Heterogeni· 
tiitsmall bietet sich speziell das EntropiemaB nach 
Shannon (1948) an, das sehr glinstige Eigenschaften be· 
sitzt. Flir Paare von Einheiten ist es wie folgt definiert 
(Lance/Williams 1967): 

(8) Hi; = ai; . 2 log 2 , 

wobei aij ::; Anzahl def Merkmalsauspragungen, in denen 
die Einheiten i und j nicht libereinstimmen. 

Das MaB nhumt den Wert 0 an, wenn die Einheiten 
bezliglich aller Merkmale libereinstimmende Auspriigun· 
gen aufweisen. Jede Nichttibereinstimmung fUhrt dage. 
gen zu einer Vergr6�erung des EntropiemaBes urn 2 
log 2. Da die Merkmalsauspriigungen nur auf Dberein· 
stimmung geprilft werden. die "Entfernung" zwischen 
ihnen jedoch auBer acht gelassen wird, geht die Anord· 
nungsinformation auf dieser Stufe verloren. 

3 .  Das Klassifizierungsverfahren nach Lance und 
Williams 

Lance und Williams (i967B) haben versucht, ein Verfah· 
ren ftir komparative Merkmale zu entwickeln, das zumin· 
dest auf den weiteren Stufen der hierarchlschen Klassifi· 
zierung die Anordnung der Merkmalsauspriigungen be· 
rticksichtigt. Das Verfahren ist informationsanalytisch 
und basiert auf dem Shannonschen EntropiemaB (Shan· 
non 1948). Methodisch stell! es eine Modifrkation des 
informationsanalytischen Verfahrens fUr k1assifikatori· 
sehe Merkmale dar, das zunachst kurz beschrieben wer· 
den soli (Dale, Lance, Albrecht 1971). 

Betrachtet man zwei Gruppen von Einheiten, so wird 
def Homogenitatsverlust, def bei def Verschmelzung die­
ser Gruppen entstehen wtirde (die "Uniihnlichkeit" der 
beiden Gruppen) durch den Zuwachs an Entropie inner· 
halb der Gruppen gemessen. Die Entropie einer Gruppe 
Ch ist wie folgt definiert: 

mit 
ki 

(9) H,(Ch) = nhlognh - k n,; log n,; , wobei 
j�1 

Hi(Ch) = Entropie des Merkmals i in Ch 
nij Anzahl der Einheiten mit der j·ten Ausprii· 

gung des Merkmals i in Ch 
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ki = Anzah! der Ausprligungen des Merlanals i 
nh = Anzahl der Einheilen in Ch 
m = Anzah! der Merlanale 

Der Entropiezuwachs .6H, def durch die Fusion zwei� 
er Gruppen Ch und C] entsteht, ist: 

(10) LIH(Ch,C]) = H(Ch U CIl - H(Ch) - H(C]) 

Bei der Modifikation des Verfahrens fur komparative 
Merkmale werden die Ausprligungen des jeweiligen Merk­
mals var Berechnung def EntropiemaBe dichotomisiert, 
und zwar so, daB die Ordnungsrelation in der Dichoto­
mie erhalten bleibt. Betrachtet man ein komparatives 
Merlanal mit den Ausprligungen 1 , 2 ,  ... , k, so sind fol­
gende Dichotomisierungen unter Beibehaltung der Ord­
nungsrelation mogIich: 

1 ;  2, 3, . . .  , k 
1,2; 3,4, . . .  , k  

1 ,2, . . . , k- l ;  k 

Insgesamt sind k- l Dichotornien konstruierbar. 
Fur jede dieser Dichotomien wird der durch die Fu­

sion zweier Gruppen Ch und C] entstehende Entropie­
zuwachs fUr das jeweilige Merkmal i berechnet: 

( 1 1) LlHid = Hid(Ch U C]) - Hid(Ch) - Hid(C]) 

fUr d = 1, . . .  , ki - 1  

Als Beitrag des Merkmals i zum Gesamtentropiezuwachs 
wird der maximale Wert von LlHid ausgewlihlt: 

(12) LlHi = Max (LlHid) 

Diese Berechnungen werden fUr alIe m Merkmale durch­
geftihr!. Der Gesamtentropiezuwachs ist dann gleich der 
Summe def abgeleiteten maximalen Entropiezuwachse: 

m 
( 1 3) LIH = L LlHi 

i=l 
Die einzelnen Schritte des Algorithmus mage folgen­

des .einfache Beispiel verdeutlichen, wobei die entspre­
chenden Ergebnisse fUr das Verfahren mit klassifikatori­
schen Merkmalen gegentibergestelIt werden: 

Datenmatrix 

Ein- Merlanal 
heil 1 I 2 I 3 

1 1 I 1 
2 2 1 I 
3 1 3 2 
4 3 2 2 
5 2 2 3 

Matrix mit Informationsmal1en fUr Paare von Einheiten 
(fur beide Verfahren identisch!): 

1 2 3 4 5 

I 0 1,39 2,77 4,16 4,16 
2 1 ,39 0 4,16 4,16 2,77 
3 2,77 4,16 0 2,77 4,16 
4 4,1 6 4,16 2,77 0 2,77 
5 4,16 2,77 4,16 2,77 0 

Min LIH = 1 ,39 (fUr beide Verfahren) 
Die Einheiten 1 und 2 werden fusionier!. 
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Korrigierte Matrix mit Entropiezuwlichsen (fUr beide 
Verfahren identisch): 

1,2 3 4 5 

1 ,2 0 4,34 5,72 4,34 
3 4,34 0 2,77 4,16 
4 5,72 2,77 0 2,77 
5 4,34 4,16 2,77 0 

Min LIH = 2,77 (fUr beide Verfahren) 
Die Einheilen 3 und 4 werden fusioniert (keine eindeuti­
ge Lasung!) 

Korrigierte Matrix mit Entropiezuwachsen: 

1,2 3,4 5 

1,2 0 6,41 4,34 
3,4 6,41 0 2,96 
5 4,34 2,96 0 

Min LIH = 2,96 

Die Gruppen 3,4 und 5 
werden fusioniert. 

1 ,2 3,4 5 

1,2 0 6,93 4,34 
3,4 6,93 0 4,34 
5 4,34 4,34 0 

Min LIH = 4,34 (keine eindeu­
tige Lasung!) 
Die Gruppen 1 ,2 und 5 wer­
den fusioniert. 

Korrigierte Matrix mit Entropiezuwachsen: 

1 ,2 3,4,5 1,2,5 3,4 

1 ,2 0 7,32 1 ,2,5 0 7,32 
3,4,5 7,32 0 3,4 7,32 0 

Min LIH = 7,32 Mill LlH = 7,32 

Fusion der beiden Gruppen 1 ,2 und 3, 4, 5 bzw. der 
Gruppen 1 , 2 , 5  und 3,4. 

Unterschiede zwischen den beiden Verfahren lassen 
sich insbesondere auf der Stufe 3 der hierarchischen Pro­
zedur erkennen. Die Entropiezuwachse unterscheiden 
sich dort erheblich. Der Heterogenitlitszuwachs, der 
durch die Fusion der Gruppe 3, 4 mit der Einheit 5 her­
vorgerufen wird, wird vom Verfahren fUr komparative 
Merkmale mit 2,96, beim Verfahren fUr klassifikatori­
sche Merlanale dagegen mit 4,34 angegeben. Die Herlei­
tung des Entropiezuwachses nach dem Verfahren von 
Lance/Williams soll fur diesen Fall ausftihrlicher nach­
vollzogen werden: 

Randverteilungen der Merkmale fUr die zu untersuchen­
den Gruppen: 

Merkmal l '  
absolute Hliufigkeil in 

Ausprligung 
Gruppe 3,41 Einheit 51 Gruppe 3,4,5 

1 I 0 1 
2 0 1 1 
3 1 0 1 

Merkma1 2 '  
absolute Hiiufigkeit in 

Auspriigung Gruppe 3,4 1 Einheit 5 1 Gruppe 3,4,5 

1 0 0 0 
2 1 1 2 
3 I 0 I 
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Merkmal 3 :  

absolute Haufigkeit in 
Auspragung 

Gruppe 3,4 1 Einbeit 5 1 Gruppe 3,4,5 

1 0 0 0 
2 2 0 2 
3 0 1 1 

Entropiezuwachse bei der Fusion der Gruppen 3 ,  4 mit 
der Einheit 5 

Verfahren fUr Verfahren fUr 
Merkmal Nr. komparative kla'ssifikatorische 

Merkmale Merkmale 

1 0,52 1 ,91  
2 0,52 0,52 
3 1 ,9 1  1 ,91 

Vergleicht man die Entropiezuwachse, die auf die ein­
zelnen Merkmale entfallen, mit den entsprechenden 
Entropiezuwachsen bei Anwendung des Verfahrens fUr 
klassifikatorische Merkmale, so erkennt man, daB die 
Unterschiede nur durch Merkmal 1 verursacht werden. 
Bei Fusion der Gruppe 3,4 mit der Einbeit 5 entsteht 
beztiglich Merkmal 1 eine Gleichverteilung (jede Auspra­
gung ist einmal besetzt) mit def rnaximalen Entropie von 
3 log 3 (= 3 ,2958). Werden die Merkmalsauspragungen 
hingegen dichotomisiert, entsteht eine Ungleichvertei­
lung mit entsprechend geringerer Entropie. Durch das 
Dichotomisierungskonzept wird berticksichligt, dal> be­
nachbarte Auspragungen untereinander sehr ahnlich sein 
und im Grenzfall sogar als eine Kategorie betrachtet wer­
den konnen. Da nicht bekannt ist, wie ahnlich sich die 
Auspragungen sind, mtissen sarntliche Zusammenfassun­
gen dieser Art tiberprtift werden. Zur Messung des Homo­
genWitsverlustes ist dann diejenige Konstellation rele­
vant, die zu einer maximalen Steigerung def Entropie 
fUhrt. 

Das Dichotomisierungskonzept hat sich librigens auch 
in einem weiteren Bereich def multivariablen Analyse, 
def "Kontrastgruppenanalyse", bereits bewahrt. Dort 
werden diejenigen Dichotomien def komparativen Pra­
diktorvariablen, die zu einer maximalen Streuungsreduk� 
lion der Pradikandenvariablen fUhren, zur Bildung der 
Kontrastgruppen herangezogen (Gillo/Shelly 1973). 

Lance und Williams betonen mit besonderem Nach­
druck, dal> dieses Konzept nicht hnpliziert, dal> Unter­
schiede zwischen benachbarten Auspragungen des kom­
parativen Merkmals als weniger wichlig erachtet werden 
als Unterschiede zwischen weiter entfernten Auspragun� 
gen (Lance/Williams 1967B, S. 18). Es wird also nichts 
tiber die Unterschiede zwischen den Auspragungen vor� 
ausgesetzt. Diese Eigenschaft des Verfahrens ist im Hin� 
blick auf das Informationsniveau komparativer Merk­
male besonders wichtig. 

Das modifizierte Mal> fUr den Entropiezuwachs bei 
komparativen Merkmalen hat im Gegensatz zum entspre­
chen den Mal> fUr klassifikatorische Merkmale keine 
Addilivitatseigenschaft, d.h. die Summe der Entropie­
zuwachse auf den Stufen der Klassifikationshierarchie ist 
nicht gleich der entsprechend definierten Entropie der 
Datenmatrix. Eine Aufspaltung in die Entropie innerhalb 

84 

bzw. zwischen den Gruppen ist anband dieses Mal>es da­
her nicht moglich. 

Ein weiterer Nachteil ist, dal> die Folge der Entropie­
zuwachse auf den Stufen der Hierarchie haufig nicht mo­
noton wachsend ist. Es treten Reversals auf, die sich im 
Dendrogramm recht storend bemerkbar machen konnen. 
Bei den durchgefUhrten Datensimulationen (vgl. Abschn. 
4) traten in der Regel etwa 2 bis 3 Reversals vornehmlich 
auf den unteren Stufen der Hierarcbie auf. Auch Lance/ 
Williams beschreiben dieses Phanomen, weisen aber dar� 
auf hin, dal> diese Erscheinung im Gegensatz zu den Ver­
fahren "Centroid Sorting" oder ,,Median Group Average 
Sorting" fUr rnetrische Merkmale nur recht harrnlose 
Formen annimmt. Dies kann im wesentlichen bestlitigt 
werden. 

4. Leistungsflihigkeit des Verfahrens 

Das vorgestellte hierarchische Klassifizierungsverfahren 
fUr komparalive Merkmale wurde einem Leistungstest 
unterzogen, urn zu tiberprtifen, inwieweit das von Lance 
und Williams vorgeschlagene Konzept die Ordnungsinfor­
mation der Merkmale ausnutzt. Dazu wurden verschiede� 
ne Datensimulalionen auf der CDC-Rechenanlage der 
Universitat zu K61n vorgenommen. 

Urn den Aufwand moglichst gering zu halten, wurden 
Datensatze mit relativ kleiner Anzahl von Einheiten und 
Merkmalen (n = 50, m = 4) untersucht. Zur Erzeugung 
der Merkmalswerte wurden mit einem CDC-spezifischen 
Zufallszahlengenerator hn Intervall [0, I ]  rechteckver­
teilte Zufallzahlen generiert, die anschliel>end mittels der 
Box-Muller-Transformation in standardnormalverteilte 
Zufallszabien tiberflihrt wurden (vgl. Box/Muller 1958). 
Durch Addition von Konstanten flir jedes Merkmal wur­
de die Halfte der Einheiten mittelwertverschoben, so dal> 
die Zufallsvektoren zwei beztiglich der Merkmalsmittel­
werte unterschiedlichen Gesamtheiten entstammten. 
Komparative Merkmalswerte wurden aus diesen Daten 
durch Einteilung in Klassen und Zuweisung der Klassen­
nurnmern erzeugt. Die Zufallszahlen wurden vor der 
Klassifizierung standardisiert. Insgesamt wurden 100 
soleher Datensatze erstellt und anschliel>end mit dem 
FORTRAN IV-Programm YGROUP klassifiziert. Die 
ilbereinstimmung der resultierenden Klassifizierung mit 
der a-priori bekannten Aufteilung wurde mit Hilfe des 
Concordanzmal>es nach W. Rand (1971) gemessen. 

FUr die erste Simulationsuntersuchung wurden mit 
Ausnahme der Randklassen die standardisierten Merk­
malswerte in 6 gleichbreite Klassen aufgeteilt: 

Tabelle 1 :  Klassengrenzen in Simulalionsuntersuchung 1 

Klassen Nr. Klassengrenzen 

1 � - 2  
2 > -2 bis -I 
3 > - I  bis 0 
4 > O bis + 1 
5 > + l bis +2 
6 > +2 

Die Datensatze wurden mit folgenden Verfahren klassi­
fiziert: 
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Tabelle 2 '  Angewendete Klassifizierungsverfahren 

Nr. Verfahren Kurzbe-
zeichnung 

1 Verfahren naeh Ward WARD 
2 Verfahren fUr komparative Merkmale 

nach Lance/Williams KOMP 
3 Verfahren fUr k1assifikatorisehe 

Merkmale KLAS 

Tabelle 3 zeigt die Mittelwerte und StandaedabwelChun­
gen fUr das ConeordanzmaJb: 

Tabelle 3 :  Ergebnisse der Simulationsuntersuchung 1 

Ver· Mittelw. d. Stand.abw. d. Laufzeit fUr 
faheen Concordanz- Concordanz- 1 00 Datensatze 

ma�es ma�es in sec. 

WARD 0,63 0,07 27 
KOMP 0,59 0,08 176 
KLAS 0,54 0,06 1 30 

..  
Das Simulationsergebnis zeigt deutlich dte Dberlegen­

heit des Verfahrens KOMP gegeniiber dem Verfahren 
KLAS. Die BerUcksichtigung dee Ordnungsinformatiou 
fUhrt im Mittel zu einer wesentlichen Verbesserung des 
Klassifizierungsergebnisses. Gemessen an dem Simula· 
tionsergebnis, das skh fUr die nieht k1assierten Ur· 
sprungsdaten unter Verwendung des Verfahrens von Ward 
ergibt, Mittelwert 0,65 und Slandardabweichung 0,08, 
nimmt das KOMP-Verfahren die yom geringeren Mell· 
niveau der Merkmale her zu erwartende mittlere Position 
ein. Der zeitliehe Mehraufwand (hier von ca. 35 %) gegen· 
tiber dem Verfahren KLAS lohut sieh offensichtlich. Das 
tiberraschend gute Absehneiden des Verfabreris von 
Ward - hier auf die komparativen Merkmalswerte an· 
gewendet - lallt skh vermutlich damit erklaren, dall bei 
der Klassierung der Merkmalswerte im relevanten Bereich 
[-2, +2] gleiche Klassenbreiten verwendel wurden. In 
diesem Falle ist die Annahme, dall die Unterschiede zwi· 
schen den Klassennummern gleieh groll sind, gereeht· 
fertig!. Insofern ist es plausibel, dall das Verfahren von 
Ward das die Abstande zwischen den Klassennummern 
berticksichtigt, erfolgreicher sein muE. 

Ein wesentlich anderes Bild ergibt sich, wenn man bei 
der Klassierung der Merkmalswerte extrem ungleiehe 
Klassenbreiten verwendet. In einer zweiten Simulations­
untersuehung wurden folgende Klassengrenzen vorgege· 
ben: 

Tabelle 4' Klassengrenzen in Simulationsuntersuchung 2 

Klassennummer Klassengrenzen 

1 < -2 
2 > -2 bis -1,8 
3 > -1,8 bis -1,4 
4 > -1 ,4 bis -0,5 
5 > -0,5 bis+2 
6 > +2 

Intern. Classificat. 5 (1978) No. 2 Forst - Hierarchica1 classification 

In Tabelle 5 sind die Simulationsergebnisse fUr ci..iesen 
Fall zusammengestell!. 

Tabelle 5' Ergebnisse der Simulationsuntersuchung 2 

Ver- Mittelwert des Stand.abw. des 
fahren Concordanzmalles ConcordanzmaEes 

WARD 0,52 0,04 
KOMP 0,58 0,06 
KLAS 0,55 0,06 

Man erkennt, dall das Verfabren von Ward sehr 
deutlich scheitert, wei! die Voraussetzung gleichgroller 
Unterschiede bzw. Abstiinde zwischen den KlassennulU_ 
mern nicht erfUllt ist. Demgegentiber reagieren die beiden 
Verfahren KOMP und KLAS erwartungsgemiill "Unemp_ 
findlieh gegenUber def Anderung in den Klassengr enze n .  

Zusammenfassend ist festzustellen, dall das Verfahren 
fUr komparative Merkmale dem Verfahren flir klassifika_ 
torisehe Merkmale uberlegen ist, wei! es zusiitzlich einen 
grollen Teil der Ordnungsinformation in den Merkmalen 
ausnutz!. Weiterhin ist vor der Anwendung des. Verfah . 
rens von Ward auf komparative Merkmale zu warnen 
wei! es sehr sensibel auf die Verletzung det Annahlh� 
gleielt groller Unlersehiede zwischen den Auspragungen 
der Merkmale reagiert. Es empfiehlt sich daher, in den 
Fallen, in denen keine weiteren Informationen tiber Zu. grundeliegende Klassenbreiten und ·untersehiede vorlie. 
gen - das dtirfle der Regelfan 8ein -, dem skalenadiiqua. 
ten Verfahren KOMP den Vorzug zu geben. 
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