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Bernhard Porksen | Das Menschenbild der

Kiinstlichen Intelligenz
Ein Gesprach mit Joseph Weizenbaum

Joseph Weizenbaum, Jahrgang 1923, floh 1936 - als Kind jiidischer
Eltern - vor den Nationalsozialisten in die USA und studierte spiter
Mathematik. Als Assistent an der Wayne University in Detroit begann er,
sich mit Computern zu beschiftigen, schrieb die Programmiersprache
Slip, entwarf 1955 das Computersystem fiir die Bank of America und
unterrichtete als Gastdozent an der Stanford-University. 1963 wurde
Weizenbaum Professor fiir Computerwissenschaft am Massachusetts In-
stitute of Technology (MIT), wo er bis zu seiner Emeritierung im Jahre
1988 lehrte. Beriihmt hat in das Programm Eliza gemacht, das einen
Psychotherapeuten simuliert, der sich - scheinbar zumindest - um psy-
chologisches Verstdndnis seines Klienten miiht und in seinen Antworten
und Fragen an einen Psychotherapeuten der Schule von Carl Rogers
erinnert. Seit dem Vietnamkrieg ist Weizenbaum in der Friedensbewe-
gung aktiv; er gehort zu den Mitbegriindern der ,,Computer Professionals
for Social Responsibility” und des ,Forums der Informatiker fiir Frieden
und gesellschaftliche Verantwortung” in der Bundesrepublik. 1977 er-
schien sein Hauptwerk Die Macht der Computer und die Ohnmacht der
Vernunft erstmals in deutscher Sprache: Es behandelt die Auswirkungen
des Computers auf die menschliche Erfahrungswelt - damals ein neues
und in seiner Brisanz noch weitgehend unbekanntes Thema. In zwei
weiteren Biichern (Kurs auf den Eisberg und Wer findet die Computermy-
then?), die aus Gesprachen hervorgegangen sind, macht er auf die enge
Verbindung von militdrischer und computerwissenschaftlicher For-
schung aufmerksam und kritisiert die Protagonisten der Kiinstlichen
Intelligenz (K1) vehement.

Das Modell der Maschine und das Modell des Menschen

Porksen: Wer sich mit der Kiinstlichen Intelligenz befasst, der stofit
immer wieder auf zwei grundsitzlich unterschiedliche Perspektiven:
Manche KI-Protagonisten betrachten den Menschen als Modell der Ma-
schine; die Maschinenintelligenz soll, so ihre Vorstellung, eine Imitation
menschlicher Intelligenz darstellen. Bei einer anderen Gruppe von For-
schern hat der Mensch diese Rolle als ideales Imitationsmodell jedoch
eingebiifdt: Jetzt sind es die Maschinen der Zukunft, die - wie man meint
- dem Menschen iiberlegen sein werden. Sie erscheinen als weitgehend
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vollkommene, mit einer phantastischen Denkkraft ausgestattete Enti-
titen. Lifdt sich rekonstruieren, welcher dieser beiden Forschungs-
stringe am Anfang stand?

Weizenbaum: Diese beiden Stringe laufen seit den Anfingen der K1 -
der beriilhmten Dartmouth-Konferenz im Jahre 1956 - in irgendeiner
Form nebeneinander her; auch schon zu Beginn kann man ahnen und
sehen, dass nicht nur der Mensch als Vorbild und Ideal gilt, sondern dass
man auch die Maschine als das Muster fiir das zu bauende Modell be-
greift. Auf der einen Seite findet sich also ein statement wie der Satz von
Marvin Minsky, der gesagt hat, dass das Gehirn nichts weiter als eine
Fleischmaschine sei. Im Original: ,The brain is merely a meat machine.”
Man muss das wirklich auf englisch zitieren, denn im Englischen gibt es
zwei Worte fiir Fleich - meat und flesh. Flesh ist lebendes, ist lebendiges
Fleisch. Mit meat kann man dagegen machen, was man will, man kann es
essen, man kann es braten und verbrennen, es handelt sich um etwas
Totes. In diesem Satz ist allerdings noch der Mensch das Muster; er ist
es, dessen Intelligenz man nachbauen will. Was hier jedoch mitschwingt,
ist die Idee, dass dies iiberhaupt keine Schwierigkeit sein diirfte; denn
sein zentrales Organ - das Gehirn, das ihn determiniert und charakteri-
siert - sei eben blofd eine Fleischmaschine, nichts weiter. Auf der ande-
ren Seite findet sich das ebenfalls von Marvin Minsky ausgesprochene
Dogma, Gott sei kein besonders fahiger Ingenieur gewesen und bei dem
Menschen handele es sich um eine Fehlentwicklung mit vielen {iber-
fliissigen Schwéchen: Er braucht Schlaf, er lernt nur mithsam und vergifdt
wieder; auflerdem ist er sterblich. Wir dagegen, so die in der KI-Gemein-
de schon sehr frith verbreitete Auffassung, kénnen etwas viel Besseres
und Vollkommeneres erschaffen: Wir bauen das Idealmodell - eine Krea-
tion, die sich zwar noch in manchem am Menschen orientiert, aber die der
Perfektion doch ndherkommt.

Porksen: Das bedeutet - wenn man diesen Gedanken weiterspinnt -
eigentlich, dass der Mensch aus dieser Perspektive zu einem evolutiven
Bindeglied zwischen dem Affen und einem ihn iibertrumpfenden Maschi-
nenwesen wird. Luc Stells, KI-Professor an der Freien Universitit Briis-
sel, schligt vor, dieses Wesen der Zukunft ,Homo cyber sapiens“ oder
alternativ ,Robot hominidus intelligens” zu nennen.

Weizenbaum: In eine dhnliche Richtung zielt auch der Vorschlag, den
Hans Moravec, Leiter des Mobile Robot Laboratory der Carnegie Mellon
University, in seinem Buch Mind children macht: Er glaubt, das menschli-
che Bewusstsein liefe sich auf einen Roboter herunterladen; und man
kénne und solle es kopieren, um es von seinem notwendig sterblichen
Kérper abzulésen, der als blofies Vehikel des Geistes gilt. Das Wesentli-
che des Menschen ist, so meint er, Information. Den Korper verachtet er.
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Porksen: Andere Autoren, die Moravec gedanklich nahestehen, nen-
nen den menschlichen Koérper ebenso wenig freundlich ,ein Stiick
Fleisch”, ,Brei“ oder ,Siilze".

Weizenbaum: So wird eben in dieser Szene geredet. In jedem Fall
gelten die Roboter der Zukunft aus dieser Perspektive als eine Korrektur
und Verbesserung der Natur: Moravec behauptet, dass solche Maschinen
Junsere zivilisatorische Evolution vorantreiben” kénnten. Was er will, ist
den bewussten und steuernden Eingriff in den Prozess der Evolution, den
er fiir fehlerhaft hilt. Seine Ideen gelten in den USA iibrigens nicht als
Science-fiction oder als blofle Trivialititen, sondern sie kursieren an den
Spitzenuniversititen des Landes. Immerhin ist sein Buch von der Har-
vard University Press veroffentlicht worden.

Prometheische Scham und prometheischer Stolz

Porksen: In dieser Verehrung der Maschine als einer neuen Krone der
Schopfung driickt sich, so kann man vermuten, ein Grundgefiihl aus, das
der Philosoph Giinther Anders einmal als ,prometeische Scham“ be-
zeichnet hat: Er meint damit ein Gefiihl der Unterlegenheit, so etwas wie
Hilflosigkeit oder eben Scham angesichts der emormen Qualitit der
selbstentworfenen Maschinen. Teilen Sie die Diagnose von Giinther An-
ders?

Weizenbaum Ganz gewiss gibt es dieses allgemeine psychologische
Phinomen, dass man sich, wenn man mit einer besonders perfekten
Leistung konfrontiert wird, unterlegen fiihlt und sich fiir seine eigene
Schwiche schamt. In diesem Sinne hat Giinther Anders recht.

Poérksen: Marvin Minsky hat ja auch einmal gesagt, die Denkkraft der
Silizium-Gehirne sei so phantastisch, dass wir - er meinte: die Menschen
- froh sein kénnten, wenn uns die Robter der Zukunft als Haustiere
behalten.

Weizenbaum: Aber es geht nicht allein um Scham: Beobachtbar ist
eine Dialektik der Gefiihle, die fast jeder Programmierer kennt. Ein ge-
wisser Stolz bleibt auch dann bestehen, wenn man den Computer aus
irgendeinem Grund fiir besser und kliiger halten sollte. Denn immerhin
war man selbst derjenige, der dieses besondere Programm geschrieben
hat. Auf diese Weise entsteht ein grundsatzliches Paradox: Man schémt
sich der eigenen Schwiéche und ist doch gleichzeitig stolz, dass man ein
derartig iiberlegenes Programm zu schreiben und zu erschaffen vermoch-
te.

Porksen: Moravec spricht auch von den neuen Robotern - das wiirde
fiir diese These eines gewissen Stolzes sprechen - als seinen ,Geistes-
kindern“.
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Weizenbaum: Noch etwas anderes ist hier auffillig: Es ist ein Mann,
der so spricht. Ist das Zufall? Ich glaube nicht, wenn man sich klarmacht,
dass das Feld der KI von Médnnern dominiert wird. Mir scheint hier nicht
nur der Wahn, Gott zu spielen, sondern auch der Neid auf die Frauen und
ihre Fahigkeit, Kinder zu gebiren, als ein treibendes Motiv. Was hier zum
Ausdruck kommt, wiirde ich als Uterusneid bezeichnen.

Porksen: Sie meinen ein komplementédres Phdnomen zu dem von Sig-
mund Freud beschriebenen Penisneid?

Weizenbaum: Genau. Man tut nun so, als kénne man auch Kinder
hervorbringen - nur sind diese eben, wie man verbreitet, besser und in-
telligenter als jedes menschliche Wesen.

Porksen: Aber derartige Behauptungen sind doch vollkommen speku-
lativ. Und auch die Ankiindigung von Minsky, wir kénnten froh sein,
wenn uns die Maschinen der Zukunft ,als Haustiere behalten”, scheint
angesichts der Roboter, die man bis heute zustandegebracht hat, véllig
iiberzogen. Konnte die relative Erfolgslosigkeit der KI-Forschung nicht
gerade die Quelle eines neuen Selbsthewufttseins sein: Der Mensch sieht,
was die Maschine alles nicht kann.

Weizenbaum: Natiirlich kénnte man, wenn man die unerfiillten Pro-
phezeiungen der KI betrachtet, sagen: Sind wir nicht wunderbar? Sind
wir nicht grofartig? Aber das ist Unsinn? Man sollte die menschliche
Wiirde nicht danach bemessen, was eine Maschine kann oder nicht kann
oder wie gut ein Computer Schach spielt. Der fatale Fehler dieser Form
des noch humanistisch gemeinten Denkens ist, dass hier die Maschine
zum Mafd fiir den Menschen wird. Das Vermdgen und Unvermégen eines
Roboters ist doch keine Grundlage zur Bestimmung des menschlichen
Selbstbewufbtseins.

Die heimliche Anthropologie der technischen Welt

Pérksen: Fiir mich stellt sich trotzdem die Frage, ob man die diversen
Prognosen aus dem Fabelreich der KI eigentlich ernst nehmen sollte.
Vieles scheint einfach absurd, manches ist aber auch witzig, amiisant
und anregend: Man wird mit verriickten Wahrnehmungen, schrillen Ide-
en und verbliiffenden Gedanken konfrontiert. Nochmals: Mufs man die
Vorstellungen eines Minsky oder Moravec ernst nehmen?

Weizenbaum: Das sind eigentlich zwei Fragen. Die erste lautet: Muf’
man damit rechnen, dass Menschen tatsichlich derartig iiberlegene Ma-
schinen herstellen kénnen? Miissen wir uns fiirchten, dass derartige
Roboter tatsdchlich eines Tages existieren und wir in der Folge zu ihren
Haustieren werden? Dazu sage ich: Nein, das miissen wir nicht. Und ich
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fiige hinzu, dass es auch wenig sinnvoll ist, mit diesen Leuten die Proble-
me der technischen Machbarkeit zu debattieren. Das ist ein loosing game,
ein verlorenes Spiel, das nur neue und vielleicht ebenso unerwiinschte
Entwicklungen anstoft. Die zweite und entscheidende Frage ist aber, ob
man die Ideen, die hier verbreitet werden, ernstnehmen sollte. Und dazu
sage ich: Ja, unbedingt! Der Grund ist, dass diese und andere Autoren an
der Schwelle des Jahrtausends ein dufierst gefihrliches Menschenbild
propagieren. |

Porksen: Wie sieht dieses Menschenbild aus?

Weizenbaum: Es basiert auf der Vorstellung, der Mensch sei eine
Maschine, die man im Prinzip und in naher Zukunft verstehen und ent-
schliisseln kénne, um sie dann entsprechend zu korrigieren und zu ver-
bessern. Das zentrale Dogma dieses Menschenbildes ist die Idee, dass
jeder Aspekt des Lebens computable sei, dass er sich in berechenbare und
formalisierbare Vorgidnge auflésen liefie.

Porksen: Wenn ich richtig verstehe, geht es Thnen gar nicht primar
um die Frage der technischen Realisierbarkeit, sondern um eine Art
wortlose Ideologie, die mit der technischen Utopie ins Leben tritt. Mar-
shall McLuhan hat wohl etwas sehr Ahnliches gemeint, als er von der
symbolischen Wirkung von Technik - ,,the symbolic fallout of technology* -
sprach; Technik lasse, so McLuhan, ein Umfeld und eine Welt von Sym-
bolen entstehen und verdndere auf diesem Weg unser menschliches
Selbstverstindnis.

Weizenbaum: Sollte es tatsdchlich moglich sein, derartig intelligente
Maschinen herzustellen, dann wird dies erst in ferner Zukunft und nach
vielen weiteren Generationen geschehen. Aber das Menschenbild wird,
darauf kommt es an, heute gedndert - und dies geschieht durchaus mit
groflem Erfolg: Minsky oder Moravec sind ja nicht einfach vom Himmel
gefallen, sondern sie formulieren ihre Thesen in einer Kultur und in einer
Zeit, in der man unbedingt an die Naturwissenschaften und die moderne
Technologie glaubt.

Poérksen: Nochmals nachgefragt: Was sind die Gefahren eines Men-
schenbildes, das sich an Analogien aus der Welt der Maschinen orien-
tiert?

Weizenbaum: Wir kénnen aus der Geschichte dieses Jahrhunderts,
vielleicht des brutalsten Jahrhunderts, lernen, welche entscheidende
Rolle das Menschenbild in den Verbrechen der Vergangenheit spielte.
Und wir miissen uns daran erinnern, dass die grausamsten Verbrechen
moéglich wurden, weil die T4ter das Menschsein der Opfer leugneten. In
der NS-Zeit stellte man Juden als Ungeziefer dar - eine Metapher, die den
Massenmord legitimierte. Heute gewinnt, unterstiitzt durch die Autoritat
der Naturwissenschaften, die Vorstellung an Substanz und Macht, der
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Mensch sei lediglich eine informationsverarbeitende Maschine, die von
einem Roboter ersetzt werden konne. Es ist aus dieser Perspektive nur
konsequent, dass Moravec ganz selbstverstindlich von einer , postbiolo-
gischen Gesellschaft” spricht, regiert von Robotern.

Von den Folgen einer Metapher

Porksen: Sie meinen, dass sich Tier- und Maschinenmetaphern ih-
neln?

Weizenbaum: Genau - und zwar in einer entscheidenden Hinsicht:
Diese Metaphern vernichten die Ehrfurcht vor dem Menschen; sie lassen
sein mogliches Ende ertrédglich erscheinen. Vor dem Ungeziefer und einer
meat machine miissen wir keinen Respekt mehr haben. Man kann, wenn
man von solchen Metaphern ausgeht, jede nur vorstellbare Grausamkeit
veriiben. Dies ist in unserem Jahrhundert auf furchtbare Weise bestitigt
worden.

Pérksen: Sie haben insbesondere auf das Buch von Hans Moravec
Mind children sehr wiitend reagiert und gesagt, Moravec ziele letztlich auf
eine ,Endlosung der Menschheitsfrage“. Warum dieser Hinweis auf die
Verbrechen der Nationalsozialisten? Mir leuchtet ein solcher Analogie-
verweis nicht wirklich ein.

Weizenbaum: Das mag sein. Aber wir sind alle das Ergebnis unserer
Geschichte - einer Geschichte, die schon vor unserer Geburt beginnt.
Was uns prigt, sind die Erfahrungen, die wir machen; was uns
beeinflufit, ist die gesellschaftliche Situation, in die wir hineingeboren
werden. Und so ist es nicht verwunderlich, dass gerade mir - vielleicht
sollte ich in Anfithrungsstrichen hinzufiigen: ,einem deutschen Juden“ -
diese Analogie einfillt. Ein anderer wiirde vermutlich etwas anderes be-
merken.

Porksen: Trotzdem stellt sich die Frage, worin Ihrer Auffassung nach
die Gemeinsamkeit zwischen einem nationalsozialistischen Rassenwahn
und den Phantasien eines KI-Professors besteht?

Weizenbaum: Natiirlich stellt sich Hans Moravec nicht jeden Morgen
vor den Spiegel und iibt den Hitlergruf}, das ist nicht der Punkt. Worauf
ich hinauswill, ist die ungeheure Macht eines inhumanen Menschenbil-
des, das sich wie ein Virus in einer Gesellschaft auszubreiten vermag. Die
wesentliche Gemeinsmkeit zwischen dem Nationalsozialismus und den
Ideen eines Hans Moravec liegt, so meine ich, in der Entwiirdigung des
Humanen und der Phantasie eines perfekten neuen Menschen, der um
jeden Preis geschaffen werden mufs; am Schluf} dieser Perfektionierung
ist der Mensch allerdings nicht mehr da; er verschwindet in Moravecs
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postbiologischer Gesellschaft. Ein humanes Menschenbild muft heute,
davon bin ich zutiefst {iberzeugt, gegen die Dominanz der Maschinen-
Metaphern verteidigt werden.

Pérksen: Tatidschlich ist ja niemand einem von der Maschinen-Meta-
pher bestimmten Menschenbild hilflos ausgeliefert; Menschen empfinden
doch sehr verschieden, sie agieren und rezipieren als Individuen, sind
nicht notwendig gefiigig gegeniiber Wahrnehmungsrastern.

Weizenbaum: Das sehe ich anders; die Verletzbarkeit des Individu-
ums ist grof. Sie ldsst sich leicht durch die Bilder vélliger Hingabe, die
aus der NS-Zeit bekannt sind, belegen. Man denke nur an das Schreien
und Jubeln und die ekstatischen ,Sieg Heil“-Rufe der Deutschen. Men-
schen haben sich ja - gerade in diesem Jahrhundert - mehrfach begei-
stert ausgeliefert, bis es zu spit war und man entsetzt vor den Mas-
sengrdbern stand.

Das Credo der Kiinstlichen Intelligenz

Porksen: Nun sind aber Metaphern aus der Welt der Maschine allge-
genwartig und waren immer schon da. Sie stammen noch aus den Zeiten
der Dampfmaschinen und der Ridchen und Schrauben. Vom Herz reden
wir als Pumpe; aus einer Sache, die wir betreiben, kann die Luft raus
sein, eine andere lauft dagegen wie geschmiert. Von Menschen sagen wir,
sie seien nicht mehr ganz dicht, sie wiirden durchdrehen, bei ihnen sei
eine Schraube locker. Mit dem Jahrhundert der Elektrizitit stehen wir
dann plétzlich unter Strom und schalten nicht mehr schnell genug. Es
brennen Sicherungen durch. Und so weiter.

Weizenbaum: Faktisch ist das mechanistische Welt- und Menschen-
bild, das uns solche Redewendungen beschert hat, etwa dreihundert Jah-
re alt. Insofern wire ich sehr vorsichtig mit der Behauptung, derartige
Metaphern seien immer schon da gewesen. Noch vor wenigen Jahrhun-
derten war fiir die Menschen Dantes Bild der Hélle und die Vorstellung
eines Paradieses, in das man Dank eigener Anstrengungen oder der Giite
Gottes gelangt, Realitit. Aber natiirlich stimme ich zu, wenn Sie sagen,
dass Metaphern allgegenwdrtig sind; jede Erkenntnis und jeder Versuch,
etwas zu verstehen, sind - so wiirde ich sogar behaupten - letztlich
metaphorischer Natur: Alles, was wir wissen, wissen wir in Form von
Analogien, Vergleichen und Metaphern. Wenn wir glauben, dass wir et-
was verstehen, so benutzen wir stets das Modell der Analogie, das heifdt,
wir konstruieren Ahnlichkeiten, um etwas Fremdes oder Unbekanntes
im Rahmen von etwas Vertrautem und Bekannten zu erfassen.

Porksen: Kénnte man dann nicht Marvin Minskys metaphorische Re-
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de von der meat machine dhnlich undramatisch als einen Versuch begrei-
fen, das Gehirn zu verstehen?

Weizenbaum: Natiirlich, aber wenn ich sage, dass das Gehirn nichts
weiter als eine Fleischmaschine ist, dann dndert sich etwas, und das ist
entscheidend. Man meint ndmlich, es handele sich um eine vollstindige,
umfassende und komplett ausreichende Beschreibung. Meine Kritik be-
zieht sich somit gar nicht auf die jeweilige Analogie oder die einzelne
Metapher, die in irgendeinem Moment zur Beschreibung des Gehirns
oder des Menschen verwendet wird. Dies ist in der Tat ein ganz ge-
wohnlicher und in der Wissenschaftsgeschichte spatestens seit Newton
nachweisbarer Vorgang. Ich protestiere aber gegen die Behauptung, das
Gehirn sei nichts weiter als eine Fleischmaschine, der Mensch sei nichts
weiter als informationsverarbeitendes System.

Porksen: Sie protestieren gegen Reduktionismus?

Weizenbaum: Mich entriistet und ekelt das Credo der KI-Forschung,
jeder Aspekt des menschlichen Lebens sei berechenbar und liefle sich
entschliisseln. Natiirlich verarbeitet der Mensch Informationen. Und
natiirlich haben diese Metaphern als reduktionistische Modelle fiir die
wissenschaftliche Arbeit und Erkenntnis ihren enormen Wert. Sie sind
schlicht notwendig, sie sind brauchbar, um bestimmte Aspekte des
menschlichen Lebens zu verstehen - aber sie sind eben, und dies geréat
zunehmend aus dem Blick, Abstraktionen und erfassen nie das Ganze
und Gesamte.

Porksen: Welche andere Sprache oder Form der Beschreibung
schwebt Thnen vor?

Weizenbaum: Ganz spontan gesagt: Ich wire - hitte ich tatsdchlich
die Autoritdt, derartige Vorschldge zu machen - in grofiter Versuchung,
aus jedem wissenschaftlichen Text Formulierungen wie nichts anderes als
... zu streichen. Worauf es ankommt, ist, dass Phinomene und Objekte,
Gefithle und Handlungen immer vielgestaltig sind und sich auf sehr ver-
schiedene Weise charakterisieren lassen. Ihre Bedeutung wird erst in
einem Kontext offenbar. Um ein einfaches Beispiel zu geben: Was bedeu-
tet es, wenn man eine Hand auf der Schulter spiirt? Eine Antwort ist nur
moglich, wenn ich eine Geschichte erzdhle. Nehmen wir einmal an, dass
diese Geschichte von einem jungen Mann handelt. Er hat sich mit seiner
Freundin gestritten und sitzt nun zerstreut und traurig in der Bibliothek
und versucht zu arbeiten. Doch plétzlich spiirt er eine Hand auf seiner
Schulter. Oder nehmen wir an, dass es sich bei diesem jungen Mann um
einen Verbrecher handelt: Er wird von der Polizei gesucht, sitzt im War-
tesaal eines Bahnhofs - und plétzlich spiirt er eine Hand auf der Schulter.
Was ich damit sagen will? Nie ist etwas fiir immer und fiir alle Zeiten
beschrieben; zu jeder Beschreibung gehért ein bestimmter Kontext.
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Vom Golem zum Roboter

Porksen: Ich mochte - nach unserem kleinen Disput iiber notwendige
und gefahrliche Metaphern und Redewendungen - nochmals in anderer
Weise versuchen, Marvin Minsky und Hans Moravec in Schutz zu neh-
men, Man kann ja leicht erkennen, dass auch der Traum von einem
kinstlichen Menschen schon sehr alt ist. Moravec und Minsky erfiillen
lediglich, so meine These, mit modernen Mitteln die Ziele des Rabbi Léw
von Prag, der - glaubt man der Legende - einen Golem erschuf; sie folgen
den Phantasien eines Paracelsus, der danach strebte den Homunculus zu
schaffen; sie stehen in der Tradition der Automatenmanie, die sich bis in
das Zeitalter der Aufklarung zuriick verfolgen lafst.

Weizenbaum: Auch Ihre Frage enthilt implizit die reduktionistische
Formel nichts anderes als ... Sie sagen letztlich: Die Trdume von Moravec
und Minsky sind doch nichts anderes als der Traum, der schon die ge-
samte Geschichte der Menschheit hindurch getrdumt wurde. Die Tatsa-
che, dass die Pygmalion-Idee so alt ist und sich womdglich bis zu den
Anfingen der Menschheit zuriick verfolgen lafit, ist jedoch kein Beweis
fiir die Harmlosigkeit von Moravec und Minsky, sondern belegt einfach
nur die enorme Machte dieses Traums. Was sich zeigt, ist, dass Ideen,
auch falsche Ideen, einen gewaltigen Einfluss besitzen. Der Unterschied
zur Vergangenheit ist allerdings der gegenwértige Glaube an die moder-
nen Naturwissenschaften: Sie werden es uns, so meint man, in Kiirze
erlauben, den Menschen wirklich zu verstehen, und die Hochleistungs-
computer erscheinen als die richtigen Werkzeuge, um den Pygmalion-
Mythos, den man heute mit besonderer Euphone und Arroganz vertritt,
endlich Realitit werden zu lassen.

Porksen: Sind die Protagonisten der KI wirklich so arrogant und eu-
phorisch? Zunehmend setzt sich doch die deutlich weniger reduktionisti-
sche Denkschule des Konnektionismus durch, die Intelligenz als Emer-
genzphdnomen betracht: Man versucht, lernfihige neuronale Netze zu
bauen, in denen Intelligenz plétzlich entsteht, emergiert. Das Gehirn be-
trachtet man aus dieser Perspektive als ein gigantisches neuronales
Netzwerk, das auf der Basis zahlreicher Verkniipfungen arbeitet. Inspi-
riert durch die Friihzeit der Kybernetik und geschult an den Modellen der
Selbstorganisation bekommt damit auch die mégliche Intelligenzleistung
einer Maschine etwas Geheimnisvolles und unauflésbar Komplexes.

Weizenbaum: An eine neue Bescheidenheit der Konnektionisten
glaube ich nicht. Auch Marvin Minsky ist inzwischen umgeschwenkt und
hat erkannt, dass manche Ansitze aus den Anfingen der KI einfach
falsch waren, selbst wenn man mit ihnen woméglich spektakulére Ergeb-
nisse erzielen konnte. Man musste sich eingestehen, dass der Kontext
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eine zentrale Rolle spielt, wenn es um das Verstehen von Sprache geht.
Man musste erkennen, dass der Koérper des Menschen fiir unsere Art
Intelligenz sehr entscheidend ist. Und es zeigte sich schlieRlich, dass es
wenig Sinn hat, kleinere oder grofiere Programme herzustellen, die es der
Maschine erlauben sollen, etwas scheinbar Intelligentes zu tun. Aber
dieses Eingestindnis von Fehlern hat nicht zu einer anderen Haltung
oder gar zu einer neuen Demut gefiihrt. Im Gegenteil. Vielmehr wird die
Einsicht in die eigenen Fehler als riesiger Fortschritt verkauft. Und die
heimliche Hoffnung, den Menschen eines Tages zu vestehen und ein
neuronales Netz, das dem Gehirn entspricht, zu bauen, um es dann in
einem zweiten Schritt doch noch zu entschliisseln, ist geblieben.

Porksen: In Ihrer Kritik an der K1 ist spiirbar, dass Sie das Leben und
den Menschen eigentlich fiir etwas fundamental Geheimnisvolles halten
und sich wiinschen, dass dieses Ritselhafte unserer Existenz anerkannt
wird.

Weizenbaum: Die Welt ist voller Geheimnisse - und das Credo der
KI-Szene, dass alles berechenbar sei, verleugnet das Geheimnis des Le-
bendigen, es erzeugt die Illusion vollstindiger Durchschaubarkeit und
legt nahe, alle Aspekte unserer Existenz seien entrdtselbar. Der Glaube
an Wunder und Mysterium erscheint aus dieser Perspektive lediglich als
eine besondere Form von Dummbheit. Mich verletzt diese Behauptung
totaler Berechenbarkeit zutiefst.

Mysterium und Geheimnis

Porksen: Schon ziemlich am Schluf’ Thres Buches Die Macht der Compu-
ter und die Ohnmacht der Vernunft findet sich eine Szene, die von dieser
Begegnung mit dem Wunder und dem Geheimnisvollen handelt: ,Als
meine Kinder noch klein waren®, so liest man hier, ,stand ich zuweilen
zusammen mit meiner Frau iiber das Bett gebeugt, in dem sie schliefen.
Wir sprachen miteinander, ohne zu reden; es war die Wiederholung einer
Szene, so alt wie die Menschheit selbst. Es ist schon so, wie Ionesco
einmal seinem Tagebuch anvertraut hat: ,Man kann vieles mit Worten
ausdriicken, nur nicht die lebendige Wahrheit.*

Weizenbaum: Meine Auffassung ist in der Tat, dass es etwas Unsag-
bares gibt, eine lebendige Wahrheit, die sich nicht in Worte fassen 1afit.

Porksen: Ein Mystiker wiirde in derselben Bedeutung von Gott spre-
chen.

Weizenbaum: Ich mdchte eine kleine Geschichte erzdhlen. Am MIT
arbeitete einmal ein episkopalischer Priester, er hiefs kurioser Weise
Scott Paradise. Eines Tages und schon Jahre nachdem wir uns kennen-
gelernt und angefreundet hatten, feierte ich einmal eine kleine Party.
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Scott Paradise war unter den Gisten. Meine Tochter Naomi sprach mit
ihm und kam dann ganz erstaunt zu mir. Dein Vater, so hatte Scott
Paradise zu ihr gesagt, ist ein besonders religioser Mensch, er ist ein
Mystiker.

Porksen: Hat die Schérfe, mit der Sie gegen die KI-Forschung und die
Computerisierung des Alltags streiten, demnach einen religisen Halt?

Weizenbaum: Naja, es ist nicht meine Absicht, ein Glaubenssystem
jiidisch-christlicher Herkunft oder eine organisierte Religion zu verteidi-
gen; und ich denke auch nicht, dass es irgendwo oben im Himmel einen
alten Mann gibt, der, in Bettwische gehiillt, das Geschehen in der Welt
beobachtet, umgeben von blonden Frauen mit Fliigeln, die um ihn herum-
fliegen. Aber es hat doch in meinem Leben die Erfahrung des Wunders
gegeben. Da ist die Erfahrung der Trauer und der Erschiitterung, da ist
die plétzliche Freude am Morgen, da ist die Erfahrung der Liebe zwischen
Menschen. Nun, ein Wunder ist eben ein Wunder; man kann es nicht
beschreiben, man miisste ein Kiinstler sein, um sich ihm anzunihern.

Pérksen: Gott ist fiir Sie keine Person - was ist er dann?

Weizenbaum: Meine Antwort ist sehr einfach: Gott ist Liebe. Seine
Allmacht und seine Gnade und die anderen Eigenschaften, die wir ihm
zuschreiben, iibersetze ich mir mit dem Wort Liebe. Ein solches
Verstidndnis macht auch die Idee der gottlichen Allgegenwart auf einmal
sinnvoll. Das bedeutet fiir mich ndmlich, dass Gott auch in Auschwitz
war, denn auch dort gab es Menschen, die versucht haben, aus Liebe zu
helfen - und wenn diese Hilfe nur darin bestand, dass sie einem anderen
die Hand auf die Schulter legten, um ihn zu trésten.

Porksen: Gibt es Erfahrungen, autobiographische Erlebnisse, von de-
nen Sie berichten mégen?

Weizenbaum: Als jiidische Kinder im Berlin der 30er Jahre das Gym-
nasium verlassen mussten, schickte man mich - ich war damals zwslf -
auf eine jiidische Knabenschule. Dort hérte ich auf einmal Jiddisch und
traf zum ersten Mal osteuropdische Juden, die im so genannten Scheu-
nenviertel lebten. Sie waren entsetzlich arm. Ich habe mich damals regel-
recht in einen jiidischen Jungen verliebt, der wirklich in Lumpen und
Fetzen gekleidet war. Meine Mutter und ich haben versucht, ihm zu
helfen, und ich habe ihm immer mal wieder ein paar Sachen mitgebracht.
Es ist die Atmosphire dieser Begegnung, die mich zutiefst gepégt hat.
Sie 14f3t sich am Besten mit dem Wort Liebe beschreiben.

Porksen: Die Vordenker eines postbiologischen Zeitalters wiirden
sich vermutlich iiber einen derartigen Respekt vor dem Unsagbaren und
dem Mysterium der Liebe lustig machen. So schreibt Max Moore, ein
kalifornischer Autor und Vordenker der Roboter-Ara: ,Religion ist eine
Kraft, die unserer posthumanen Gesellschaft entgegensteht. “
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Weizenbaum: Man macht sich licherlich in bestimmten Kreisen, si-
cher. Man verbreite Opium fiir das Volk oder einfach Quatsch, so hort
man. Zahlreiche moderne Menschen sind iiberzeugt, dass die Naturwis-
senschaft - im Gegensatz zu einer religiésen Idee - einen festen Boden
des Wissens bietet. Ich bin da einer ganz anderen Auffassung. Fiir mich
ist die Naturwissenschaft lediglich die heute vorherrschende Weltreligi-
on mit Novizen (Studenten), Kirchen und Kathedralen (Universititen),
Priestern und Héiretikern; auch die Kardindle (die Nobelpreistrdger) und
ganz bestimmte Rituale, um das Ausmaf der eigenen Hingabe und
Loyalitat zu beweisen, fehlen nicht. Selbst die so genannten Laien glau-
ben einfach - und zwar unabhéngig von ihrer alltdglichen Erfahrung. Die
meisten Menschen sind beispielsweise davon iiberzeugt, dass sich die
Erde um die Sonne dreht und nicht umgekehrt. Sie kénnen aber diese
Annahme nicht beweisen und akzeptieren sie, obwohl sie ihrer all-
taglichen Erfahrung widerspricht: Was sie sehen, ist eine bewegungslose
Erde und eine sich bewegende Sonne. Und trotzdem vertrauen sie der
Naturwissenschaft blind und unbegrenzt. Es ist diese quasi religiése In-
brunst, die den Glauben unterstiitzt, die Naturwissenschaft werde es
eines Tages moglich machen mit Hilfe der KI und der Genetik, einen
kiinstlichen, einen besseren Menschen zu erschaffen. Und mit jedem
neuen Triumph der Technik nimmt dieser Glaube weiter zu.

Die unvermeidliche Individualitdt des Lebendigen

Pérksen: Es sind diese Triumphe der Technik und die sich heute bereits
abzeichnenden Moglichkeiten der Menschenverdnderung, die eine ent-
schiedene Antwort auf die Grundfrage der philosophischen Anthropolo-
gie notwendig machen. Sie lautet: Was ist der Mensch?

Weizenbaum: Ich schlage vor, diese Frage etwas anders zu formulie-
ren - sie konnte auch lauten: Was ist das Wesen des Menschen? Worin
besteht die fundamentale Differenz zwischen dem Menschen und irgend-
einer Maschine, die sich herstellen 14f3t? Und worin unterscheidet sich
der Mensch von einem anderen beliebigen Wesen, das existiert? Es mag
etwas arrogant klingen, aber meiner Meinung nach ist die Antwort
dufderst offensichtlich und einfach: Ich werde nicht miide zu wiederholen,
dass jeder Mensch das Ergebnis seiner persénlichen und individuellen
Geschichte ist. Er hat seine eigene Biographie, er lebt zu einem bestimm-
ten Zeitpunkt und ist unausweichlich in die ihn umgebende Gesellschaft
eingebettet. Das heifit, jeder Mensch ist ein Sonderfall. Und wenn wir
einmal hypothetisch die verriickte Idee fiir moglich halten, dass es eines
Tages tatsdchlich eine intelligente Maschine geben kénnte, die sich wie
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ein Mensch bewegt und ihm zum Verwechseln ghnlich sieht, dann wird
diese doch niemals ein Mensch sein. Denn auch ihre Geschichte ist eine
andere, sie muf} eine andere sein -~ und sie wird sich deshalb immer von
einem Menschen unterscheiden.

Porksen: Zu rechnen ist wohl vorerst mit einem Mischwesen aus orga-
nischen und anorganischen Anteilen: Schon heute implantieren wir Elek-
tronik in unsere Korper, beniitzen Herzschrittmacher und diverse Pro-
thesen, tragen selbstverstindlich Horgerdte und lassen uns kiinstliche
Hiiften und Herzklappen einsetzen. Die Wissenschaftshistorikerin und
Feministin Donna Haraway hat diese sich anbahnende Verschmelzung
von Mensch und Maschine in ihrem berithmten Manifest fiir Cyborgs ge-
feiert und dazu aufgefordert, sie zu geniefien und ihre emanzipative Kraft
zu erkennen. Thr feministisch inspiriertes Argument ist, etwas zugespitzt
formuliert, dass durch Verschmelzung von Mensch und Maschine und die
Entstehung des so genannten Cyborgs auch die Unterscheidung von
Mann und Frau - das ist die fundamentale Differenz als Basis der Un-
terdriickung - ihre Grundlage verliert. Wenn wir alle endgiiltig zu Cy-
borgs werden, dann fehlt die Basis, um die Frau noch als die andere und
als Unterdriickungsobjekt zu konstituieren. Haraway schreibt: ,Daher
steht die Cyborg-Politik auf dem Rauschen und auf der Verschmutzung
und bejubelt die illegitime Verschmelung von Tier und Maschine. Solche
Verbindungen machen die Frau und den Mann problematisch, sie unter-
graben die Struktur des Begehrens, die imaginierte Macht, die Sprache
und Gender hervorgebracht hat und unterlaufen damit die Strukturen
und Reproduktionsweisen westlicher Identitdt, Natur und Kultur, Spiegel
und Auge, Knecht und Herr, Kérper und Geist.”

Weizenbaum: Das ist gut geschrieben, aber duferst oberflichlich ge-
dacht. Ein hohes Maf} an Naivitiit, das stelle ich immer wieder fest, ist
geradezu ein Merkmal der Tiefdenker, die sich mit Themen dieser Art
beschiftigen. Was mich an den Ideen von Donna Haraway stért? Zum
einen glaube ich iiberhaupt nicht, dass der Unterschied zwischen Mann
und Frau aufgelost wird. In den meisten Science-fiction-Filmen hat der
Cyborg sehr wohl ein Geschlecht; und dieses Faktum sollte man nicht
einfach, wenn man in dieser Weise argumentiert, ignorieren. Zum ande-
ren ist diese kurze Passage, die Sie zitiert haben, ein Beispiel fiir eine
andere Art der Fortschrittseuphorie: Man hofft auf die Maschinen als
Hilfsmittel der Emanzipation, verlagert ein soziales Problem - den ewi-
gen Konflikt zwischen Mann und Frau - ins Technische und behauptet,
es besitze auch eine technische Lésung. Eine mathematische Gleichung
kann ich gewiss 16sen, aber menschliche und gesellschaftliche Probleme
werde nie in dieser Weise endgiiltig und ein fiir allemal geldst.

Porksen: Aber miissen wir den Maschinen nicht in anderer Hinsicht
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dankbar sein? Der Schriftsteller Peter Glaser wurde einmal von einem
Fernsehsender dazu aufgefordert, in zehn Sitzen eine Rede an die
Menschheit zu halten. Sein letzter Satz hat mich beeindruckt. Peter Gla-
ser beendete seine kleine Rede mit der Aufforderung: ,Seid freundlich zu
den Maschinen!” Das heif’t fiir mich, dass die Maschinen womdéglich
‘nicht als Friedensstifter im Geschlechterkampf in Frage kommen, aber
sie sind doch Erkenntnishilfen: Sie zwingen uns zur anthropologischen
Reflexion und deshalb sollten wir ihnen dankbar sein und ihnen freund-
lich begegnen.

Weizenbaum: Auch mir gefillt dieser Satz, ich verstehe ich aber et-
was anders. Wenn man seine Maschinen nicht verachtet, sondern sie gut
behandelt, dann entsteht vielleicht auch eine andere Haltung gegeniiber
den Mitmenschen. Das ist nicht notwendiger Weise der Fall, aber im-
merhin méglich, und zumindest bedeutet dieser Satz, dass man iiber-
haupt freundlich sein sollte - unabhéngig davon, ob man es mit einer
Maschine oder einem anderen Menschen zu tun hat. Dieser Schriftsteller
sagt: ,Seid freundlich zn den Maschinen!“ Man konnte auch sagen: ,Seid
freundlich zu der Welt!“

Dieser Beitrag erscheint im Mai auch in dem von Bernd Flessner herausge-
gebenen Band: Nach dem Menschen. Der Mythos einer zweiten Schépfung
und das Entstehen einer posthumanen Kultur. Rombach-Verlag, Freiburg.
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