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Abstract: This paper presents the main topics, arguments, and positions in the philosophy of

AI at present (excluding ethics). Apart from the basic concepts of intelligence and compu-

tation, the main topics of artificial cognition are perception, action, meaning, rational

choice, freewill, consciousness, and normativity.Through a better understanding of the-

se topics, the philosophy of AI contributes to our understanding of the nature, prospects, and

value of AI. Furthermore, these topics can be understoodmore deeply through the discussion of

AI; so we suggest that »AI Philosophy« provides a newmethod for philosophy.
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1. Thema und Methode

1.1 Künstliche Intelligenz

Der Begriff Künstliche Intelligenz wurde nach dem »Dartmouth Summer Research

Project on Artificial Intelligence« von 1956 populär, dessen Ziele wie folgt formuliert

wurden:

»Die Studie geht von der Vermutung aus, dass jeder Aspekt des Lernens oder

jedes andere Merkmal der Intelligenz im Prinzip so genau beschrieben werden

kann, dass eine Maschine in der Lage ist, ihn zu simulieren.« (McCarthy et al.

1955: 1)1

Dies ist das ehrgeizige Forschungsprogramm,das davon ausgeht, dassmenschliche

Intelligenz oder Kognition als regelbasierte Berechnung über eine symbolische Re-

präsentation verstanden odermodelliert werden kann, so dass dieseModelle getes-

1 Alle in diesem Beitrag vorkommenden Übersetzungen zitierter fremdsprachiger Literatur

stammen von Matthias Kettner. [Anm. der Hrsg.]
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tet werden können, indem sie auf verschiedenen (künstlichen) Computern ausge-

führt werden. ImErfolgsfall würden die Computer, auf denen dieseModelle laufen,

künstliche Intelligenz aufweisen. KI und Kognitionswissenschaft sind zwei Seiten

derselbenMedaille.Dieses Programmwird gewöhnlich als klassischeKI bezeichnet:2

a) KI ist ein Forschungsprogrammzur Entwicklung intelligenter computerbasier-

ter Agenten.

Die von John Searle eingeführten Begriffe Starke KI und Schwache KI stehen in der

gleichen Tradition. StarkeKI bezieht sich auf die Idee, dass »der entsprechend pro-

grammierteComputerwirklich einGeist ist, indemSinne,dass vonComputern,die

die richtigen Programme erhalten, buchstäblich gesagt werden kann, dass sie ver-

stehen und andere kognitive Zustände haben.« SchwacheKI bedeutet, dass KI ledig-

lich mentale Zustände simuliert. In diesem schwachen Sinne »besteht der Haupt-

wert des Computers für die Erforschung des Geistes darin, dass er uns ein sehr

mächtigesWerkzeug an die Hand gibt.« (Searle 1980: 353).

Andererseits wird der Begriff »KI« in der Informatik häufig in einem Sinne ver-

wendet, den ich als technische KI bezeichnenmöchte:

b) KI ist eine Sammlung von Informatikmethoden für Wahrnehmung, Model-

lierung, Planung und Handlung (Suche, logische Programmierung, proba-

bilistisches Schließen, Expertensysteme, Optimierung, Steuerungstechnik,

neuromorphes Engineering, maschinelles Lernen usw.). (Görz et al. 2020;

Pearl/Mackenzie 2018; Russell 2019; Russell/Norvig 2020).

Es gibt auch eineMinderheit in der KI, die dafür plädiert, dass sich dieDisziplin auf

die Ziele von a) konzentriert, während die derzeitigeMethodik unter b) beibehalten

wird,meist unter demNamen Artificial General Intelligence (AGI).3

Das Vorhandensein der beiden Traditionen (klassisch und technisch) führt ge-

legentlich zu Vorschlägen, dass wir den Begriff »KI« nicht verwenden sollten, weil

er starkeBehauptungen impliziert, die aus demForschungsprogramma) stammen,

aber sehr wenigmit der eigentlichen Arbeit unter b) zu tun haben. Vielleicht sollten

wir lieber von »maschinellem Lernen« oder »entscheidungsunterstützenden Ma-

schinen« oder einfach von »Automatisierung« sprechen (wie im Lighthill-Bericht

von 1973 vorgeschlagen: Lighthill 1973). Im Folgenden werden wir den Begriff der

»Intelligenz« klären, und es wird sich zeigen, dass es ein einigermaßen kohärentes

ForschungsprogrammderKIgibt,dasdie beidenTraditionenvereint:DieErzeugung

intelligenten Verhaltens durch Rechenmaschinen.

2 Ein Beispiel dafür: Dietrich 2002. Der klassische historische Überblick ist Boden 2006.

3 Die AGI-Konferenzen werden seit 2008 organisiert.
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Diese beiden Traditionen bedürfen nun einer Fußnote: Beide wurden weitge-

hendunterdemBegriff der klassischenKIentwickelt,washat sichalsomitdemÜber-

gang zum maschinellen Lernen (ML) geändert? ML ist eine traditionelle (konnekti-

vistische) Rechenmethode in neuronalen Netzen, die keine Repräsentationen ver-

wendet. (Rosenblatt 1957; Buckner (forthcoming); Garson/Buckner 2019; LeCun et

al. 2015) Seit ca. 2015,mit dem Aufkommen vonmassiver Rechenleistung undmas-

siven Daten für tiefe neuronale Netze, hat sich die Leistung von ML-Systemen in

Bereichenwie Übersetzung, Textproduktion, Spracherkennung, Spiele, visuelle Er-

kennungund autonomes Fahrendramatisch verbessert, so dass sie in einigen Fällen

demMenschen überlegen ist. ML ist jetzt die Standardmethode in der KI. Was be-

deutet dieserWandel für die Zukunft derDisziplin?Die ehrlicheAntwort lautet:Wir

wissen es noch nicht.Wie jedeMethode hat auchML ihreGrenzen, aber dieseGren-

zen sindweniger restriktiv, alsman viele Jahre langdachte,denndie Systemezeigen

eine nichtlineare Verbesserung –mitmehr Daten können sie sich plötzlich deutlich

verbessern. Ihre Schwächen (z.B.Überanpassung, kausale Schlussfolgerungen, Zu-

verlässigkeit, Relevanz, Blackbox) können denen der menschlichen rationalen Ent-

scheidung recht nahe kommen, insbesondere wenn »prädiktive Verarbeitung« die

richtigeTheorie des menschlichen Geistes ist (s. unten Abschnitte 4.1, 6).

1.2 »Philosophie der KI« und Philosophie

Eine Möglichkeit, die Philosophie der KI zu verstehen, ist, dass sie sich hauptsäch-

lichmit drei kantischen Fragen beschäftigt:Was ist KI?Was kann KI tun?Was sollte

KI sein? Ein wichtiger Teil der Philosophie der KI ist die Ethik der KI, aber wir wer-

den diesen Bereich hier nicht diskutieren.4

Traditionell befasst sich die Philosophie der KImit einigen ausgewählten Punk-

ten, bei denen Philosophen etwas über KI zu sagen haben, z. B. zu der These, dass

Kognition eigentlich Berechnung ist oder dass Computer sinnvolle Symbole als sol-

che verarbeiten können.5 Eine Überprüfung dieser Punkte und der entsprechenden

Autoren (Turing, Wiener, Dreyfus, Dennett, Searle, u.a.) würde zu einer fragmen-

tiertenDiskussion führen,die nie einBild desGesamtprojekts ergibt.Eswäre so, als

würdeman eineMenschheitsgeschichte im alten Stil anhand einiger weniger »Hel-

den« schreiben. Außerdemwird in dieser Sichtweise die Philosophie der KI von ih-

4 Im vorliegenden Band sind die Texte in der Rubrik »Verantwortungsverhältnisse« dafür ein-

schlägig.

5 Es gibt nur sehr wenige Überblicksartikel und keine aktuellen. Siehe Carter 2007; Copeland

1993; Dietrich 2002; Floridi 2003; Floridi 2011. Einiges von dem, was Philosophen zu sagen

hatten, kann als Unterminierung des Projekts der KI angesehen werden, vgl. Dietrich et al.

2021.
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rer Cousine, der Philosophie der Kognitionswissenschaft, getrennt, die wiederum

engmit der Philosophie des Geistes verbunden ist (Margolis et al. 2012).

Im Folgenden versuche ich einen anderen Weg: Wir betrachten die Komponen-

ten eines intelligenten Systems,wie sie sich in der Philosophie, der Kognitionswissen-

schaft und der KI darstellen. EineMöglichkeit, solche Komponenten zu betrachten,

ist, dass es relativ einfache Tiere gibt, die relativ einfache Dinge tun können, und

dann können wir uns zu komplizierteren Tieren »hocharbeiten«, die außer diesen

einfachen Dingen noch mehr tun können. Ein schematisches Beispiel: Eine Fliege

wird immer wieder gegen das Glas stoßen, um zum Licht zu gelangen; eine Kobra

wird verstehen, dass sich hier ein Hindernis befindet, und versuchen, es zu umge-

hen; eine Katzewird sich vielleicht daran erinnern, dass sich hier beim letzten Mal

ein Hindernis befand, und sofort einen anderen Weg einschlagen; ein Schimpanse

wird vielleicht erkennen, dass das Glas mit einem Stein zerbrochen werden kann;

einMenschwird vielleicht den Schlüssel finden und die Glastür aufschließen ... oder

aber das Fenster nehmen, um hinauszukommen. Um sich mit der Philosophie der

künstlichen Intelligenz zu befassen, brauchenwir also ein breites Spektruman Phi-

losophie: Philosophie des Geistes, Erkenntnistheorie, Sprache, Werte, Kultur, Ge-

sellschaft, u.a.m.

Außerdem ist die Philosophie der KI in unserem Ansatz nicht nur »angewandte

Philosophie«: Es geht nicht darum, dass wir eine Lösung in der Werkzeugkiste des

Philosophen bereithalten und sie »anwenden«, um Probleme der KI zu lösen. Das

philosophische Verständnis selbst ändert sich,wennmanden Fall der KI betrachtet:

Eswirdweniger anthropozentrisch,weniger aufunseren eigenenmenschlichenFall

konzentriert.Ein tiefererBlick aufKonzeptemuss normativ vonder Funktion gelei-

tet werden, die diese Konzepte erfüllen, und diese Funktion kann besser verstanden

werden, wenn wir sowohl die natürlichen Fälle als auch den Fall der aktuellen und

möglichenKI betrachten.Dieses Papier ist somit auch ein »proof of concept« für die

Philosophie durch die begriffliche Analyse von KI: Ich nenne dies KI-Philosophie.

Ich schlage also vor, die Frage vomKopf auf die Füße zu stellen,wieMarx gesagt

hätte:WennwirKI verstehenwollen,müssenwiruns selbst verstehen;undwennwir

uns selbst verstehen wollen,müssen wir auch KI verstehen!

2. Intelligenz

2.1 Der Turing-Test

»Ich schlage vor, die Frage ›Können Maschinen denken?‹ zu untersuchen« schrieb

Alan Turing zu Beginn seines Aufsatzes in der führenden philosophischen Zeit-

schrift Mind (Turing 1950). Das war 1950, Turing war einer der Gründerväter des

Computers, und viele Leser des Aufsatzes werden damals noch nicht einmal von
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solchen Maschinen gehört haben, denn es gab nur ein halbes Dutzend Universal-

computer auf derWelt (Z3, Z4, ENIAC, SSEM,HarvardMark III, Manchester Mark

I) (s. Anonym 1950). Turing erklärt kurzerhand, dass die Suche nach einer Defini-

tion des Begriffs »Denken« sinnlos sei, und schlägt vor, seine ursprüngliche Frage

durch die Frage zu ersetzen, ob eineMaschine erfolgreich ein »Nachahmungsspiel«

spielen könne.Dieses Spiel ist unter demNamen »Turing-Test« bekannt geworden:

Ein menschlicher Befrager wird über »Teleprinting« mit einem anderen Menschen

und einer Maschine verbunden, und wenn der Befrager die Maschine nicht von

dem Menschen unterscheiden kann, indem er ein Gespräch führt, dann sagen

wir, dass die Maschine »denkt«. Am Ende des Aufsatzes kommt Turing auf die

Frage zurück, ob Maschinen denken können, und sagt: »Ich glaube, dass sich am

Ende des Jahrhunderts der Wortgebrauch und die allgemeine gebildete Meinung

so sehr verändert haben werden, dass man von denkenden Maschinen sprechen

kann, ohne mit Widerspruch zu rechnen.« (Turing 1950: 442) Turing schlägt also

vor, unseren alltäglichen Begriff des »Denkens« durch einen operativ definierten

Begriff zu ersetzen, einen Begriff, den wir mit einem Verfahren testen können, das

ein messbares Ergebnis hat.

Turings Vorschlag, die Definition des Denkens durch eine operative Definition

zu ersetzen, die sich ausschließlich auf das Verhalten stützt, passt in das intellek-

tuelle Klima der damaligen Zeit, in der der Behaviorismus noch eine dominierende

Kraft war: In der Psychologie ist der Behaviorismus einmethodologischer Vorschlag,

der besagt, dass die Psychologie zu einer echten wissenschaftlichen Disziplin wer-

den sollte, indemsie sich aufüberprüfbareBeobachtungenundExperimente stützt,

anstatt auf subjektive Selbstbeobachtung. Angesichts der Tatsache, dass der Geist

anderer eine »Black Box« ist, sollte die Psychologie zur Wissenschaft von Reiz und

Verhaltensreaktion, von Input-Output-Beziehungen werden.Die frühe analytische

Philosophie führte zu einem reduktionistischen Behaviorismus. Wenn die Bedeutung

eines Begriffs seine »Überprüfungsbedingungen« sind, dann bedeutet ein mentaler

Begriff wie »Schmerz« lediglich, dassdie Person zu einembestimmtenVerhalten be-

reit ist.

Ist der Turing-Test über beobachtbares Verhalten eine nützliche Definition von

Intelligenz? Kann er unsere Rede von Intelligenz »ersetzen«? Es ist klar, dass es in-

telligenteWesengebenwird,diediesenTestnicht bestehen,zumBeispielMenschen

oder Tiere, die nicht tippen können. Man kann also mit Fug und Recht behaupten,

dass Turing das Bestehen des Tests nur als hinreichende Voraussetzung für Intelli-

genz ansah, nicht als notwendige Voraussetzung.Wenn also ein System diesen Test

besteht, muss es dann intelligent sein? Das hängt davon ab, ob Sie glauben, dass

Intelligenz nur intelligentes Verhalten ist, oder ob Sie glauben, dass wir für die Zu-

schreibung von Intelligenz auch die interne Struktur betrachten müssen.
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2.2 Was ist Intelligenz?

Intuitiv betrachtet ist Intelligenz eine Fähigkeit, die intelligentemHandeln zugrun-

de liegt.Welches Handeln intelligent ist, hängt von den Zielen ab, die verfolgt wer-

den, und vom Erfolg beim Erreichen dieser Ziele – denken Sie an die oben erwähn-

tenBeispiele tierischenVerhaltens.DerErfolghängtnichtnur vomAgentenab, son-

dern auch von den Bedingungen, unter denen er agiert, so dass ein Systemmit we-

nigerMöglichkeiten, einZiel zu erreichen (z.B.Nahrung zufinden),weniger intelli-

gent ist. In diesemSinne lautet eine klassischeDefinition: »Intelligenzmisst die Fä-

higkeit eines Agenten, Ziele in einem breiten Spektrum von Umgebungen zu errei-

chen.« (Legg/Hutter 2007: 402)Hier ist Intelligenz die Fähigkeit, flexibel Ziele zu verfol-

gen,wobei FlexibilitätmitHilfe unterschiedlicherUmgebungen erklärt wird.Dieser

Intelligenzbegriff aus der KI ist ein instrumenteller (bezogen auf Zielerreichung) und

normativer Begriff von Intelligenz, in der Tradition der klassischen Entscheidungs-

theorie,die besagt,dass ein rationalerAgent immer versuchen sollte,den erwarteten

Nutzen zumaximieren (siehe Abschnitt 6).6

Wenn die KI-Philosophie Intelligenz als relativ zu einer Umgebung versteht,

dann kann man, um mehr Intelligenz zu erreichen, entweder den Akteur oder die

Umgebung verändern. DerMensch hat beides in großemUmfang durch das getan,

was als »Kultur« bekannt ist: Wir haben nicht nur ein ausgeklügeltes Lernsystem

für Menschen geschaffen (um den Agenten zu verändern), sondern auch die Welt

physisch so gestaltet, dass wir unsere Ziele in ihr verfolgen können; um zu reisen,

haben wir z. B. Straßen, Autos mit Lenkrädern, Karten, Straßenschilder, digitale

Routenplanung und KI-Systeme geschaffen. Das Gleiche tun wir jetzt für KI-Sys-

teme, sowohl für das lernende System als auch für die Veränderung der Umgebung

(Autos mit Computerschnittstellen, GPS usw.). Indem wir die Umwelt verändern,

werden wir auch unsereWahrnehmung und unser Leben verändern – vielleicht auf

eine Art undWeise, die sich zu unseremNachteil auswirkt.

In denAbschnitten 4-9werdenwir unsmit denwichtigstenKomponenten eines

intelligenten Systems befassen, doch zuvor werden wir den Mechanismus der KI

erörtern: die Berechnung.

6 Z.B. Simon 1955; Thoma 2019. Siehe auch den neo-behavioristischen Vorschlag in Coelho

Mollo 2022.
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3 Berechnung (»Computation«)

3.1 Der Begriff des Rechnens

DieMaschinen, auf denen KI-Systeme laufen, sind »Computer« oder »Rechner«, so

dass es für unsere Aufgabewichtig seinwird, herauszufinden,was ein Computer ist

und was er prinzipiell tun kann. Eine damit zusammenhängende Frage ist, ob die

menschliche Intelligenz vollständig oder teilweise auf Berechnungen zurückzufüh-

ren ist. Wenn sie vollständig auf Berechnungen zurückzuführen ist, wie die klassi-

sche KI angenommen hatte, dann scheint es möglich zu sein, diese Berechnungen

auf einem künstlichen Computer nachzubilden.

Um zu verstehen, was ein Computer ist, ist es nützlich, sich die Geschichte der

Rechenmaschinen in Erinnerung zu rufen – ich sage »Maschinen«, denn vor ca.

1945 war das Wort »Computer« oder »Rechner« eine Bezeichnung für einen Men-

schen, der einen bestimmten Beruf hat, für jemanden, der Berechnungen durch-

führt. Diese Berechnungen, z.B. die Multiplikation zweier großer Zahlen, werden

durch ein mechanisches Schritt-für-Schritt-Verfahren durchgeführt, das, wenn es

einmal vollständig ausgeführt ist, zu einem Ergebnis führt. Solche Verfahren wer-

den »Algorithmen« genannt. 1936 schlug Alan Turing als Antwort auf Gödels »Ent-

scheidungsproblem« vor, dass der Begriff »etwas berechnen« dadurch erklärt wer-

den könnte, »was eine bestimmte Art von Maschine tun kann« (genau wie er vor-

schlug, den Begriff der Intelligenz im »Turing-Test« zu operationalisieren). Turing

skizzierte, wie eine solche Maschine aussehen würde, mit einem unendlich langen

Band als Speicher und einem Kopf, der Symbole von diesem Band lesen und dar-

auf schreiben kann. Diese Zustände auf dem Band sind immer spezifische diskrete

Zustände, so dass jeder Zustand von einem Typ aus einer endlichen Liste ist (Sym-

bole, Zahlen, u.a.), also zum Beispiel entweder der Buchstabe »V« oder der Buch-

stabe »C«, nicht etwa ein bisschen von jedem.Mit anderenWorten, dieMaschine ist

»digital« (nicht analog).7 Etwas Entscheidendes kommt hinzu: In der »universellen«

VersionderMaschine kannmandas,was derComputer tut,durchweitereEingaben

verändern. Mit anderenWorten: Die Maschine kann so programmiert werden, dass sie

einen bestimmten Algorithmus ausführt, und sie speichert dieses Programm in ih-

rem Speicher.8 Ein solcher Computer ist ein Universalcomputer, d.h. er kann jeden

beliebigen Algorithmus berechnen. Es sollte erwähnt werden, dass auch weiter ge-

fasste Begriffe der Berechnung vorgeschlagen wurden, z.B. analoges Rechnen und

Hypercomputing (Piccinini 2021; Shagrir 2022; Siegelmann 1995; Siegelmann 1997).

7 Negroponte 1995. Siehe auch Haugeland 1985: 57; Müller 2013.

8 Gödel 1931; Turing 1936. Das ursprüngliche Programm ist skizziert in Hilbert 1900. Siehe z.B.

Copeland et al. 2013.

https://doi.org/10.14361/9783839474976-013 - am 13.02.2026, 09:26:33. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.14361/9783839474976-013
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/


352 Vernunftverhältnisse

Es stellt sich auch die Frage, ob das Rechnen eine reale Eigenschaft physikali-

scher Systeme ist, oder eher nur eine nützliche Art, diese Systeme zu beschreiben.

Searle hat gesagt: »Die elektrischen Zustandsübergänge sind der Maschine imma-

nent, aber die Berechnung liegt im Auge des Betrachters.« (Dodig-Crnkovic/Müller

2011; Searle 2004: 64)Wennwir eine antirealistische Sichtweise der Berechnung an-

nehmen, dann ändert sich die Situation radikal.

Genau dieselbe Berechnung kann auf verschiedenen physischen Computern

durchgeführt werden und eine unterschiedliche Semantik haben. Es gibt also drei

Beschreibungsebenen, die für einen bestimmten Computer besonders relevant

sind: (a) die physische Ebene der tatsächlichen »Realisierung« des Computers, (b) die

syntaktische Ebene des berechneten Algorithmus und (c) die symbolische Ebene des

Inhalts, dessen, was berechnet wird.

Physikalisch gesehen kann eine Rechenmaschine aus allem gebaut werden und

jede Eigenschaft der physikalischen Welt nutzen (Zahnräder, Relais, DNA, Quan-

tenzustände usw.).Dies kann als Verwendung eines physikalischenSystems zurKo-

dierung eines formalen Systems angesehen werden (Horsman et al. 2014). Tatsäch-

lich wurden alle Universalcomputer mittels großer Mengen von Schaltern gebaut.

Ein Schalter hat zwei Zustände (offen/geschlossen), also arbeiten die darauf basie-

renden Computer mit zwei Zuständen (ein/aus, 0/1), sie sind binär – dies ist eine

Designentscheidung. Binäre Schalter können leicht zu »Logikgattern« kombiniert

werden, die auf Eingaben in Form der logischen Verknüpfungen in der booleschen

Logik (die ebenfalls zweiwertig ist) reagieren:NOT,AND,OR,usw.Wenn sich solche

Schalter in einem Zustand befinden, der syntaktisch als 1010110 verstanden werden

kann, dann könnte dies semantisch (nach den derzeitigen ASCII/ANSI-Konventio-

nen) den Buchstaben »V«, die Zahl »86«, einen hellgrauen Farbton, einen grünen

Farbton usw. darstellen.

3.2 »Computationalismus«

Wie wir gesehen haben, ist die Vorstellung, dass im Berechnen die Ursache für die

Intelligenz natürlicher Systeme, z.B. des Menschen, zu finden ist und zur Model-

lierung und Reproduktion dieser Intelligenz verwendet werden kann, eine Grund-

annahme der klassischen KI. Diese Auffassung ist häufig mit der Ansicht gekop-

pelt (und durch sie motiviert), dass menschliche mentale Zustände funktionale Zu-

stände sind und dass diese funktionalen Zustände die eines Computers sind: »Ma-

schinenfunktionalismus«. Diese These wird in den Kognitions- und Neurowissen-

schaften oft als Selbstverständlichkeit vorausgesetzt, ist aber in den letzten Jahr-

zehnten auch erheblich kritisiert worden.9 Die Hauptquellen für diese Ansicht sind

9 Edelman 2008; Miłkowski 2018. Zur Diskussion: Harnad 1990; Scheutz 2002; Shagrir 1997;

Varela et al. 1991.
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die Begeisterung für die universelle Technologie des digitalen Rechnens sowie frü-

he neurowissenschaftliche Befunde, die darauf hindeuten, dass menschliche Neu-

ronen (im Gehirn und im Körper) ebenfalls in gewisser Weise binär sind, d.h. ent-

weder senden sie ein Signal an andereNeuronen, sie »feuern«, oder sie tun es nicht.

Einige Autoren verteidigen die Physikalische Symbolsystemhypothese, d.h. den Com-

putationalismus, sowie dieBehauptung,dass nurComputer intelligent sein können

(vgl. Boden 2006: 1419ff.; Newell/Simon 1976: 116).

4. Wahrnehmung und Handlung

4.1 Passive Wahrnehmung

Esmagüberraschen,dassdieÜberschrift diesesKapitelsWahrnehmungundHand-

lung verbindet. Aus der KI und der Kognitionswissenschaft könnenwir aber lernen,

dass dieHauptfunktionderWahrnehmungdarin besteht,Handeln zu ermöglichen;

ja, dass die Wahrnehmung eine Art von Handeln ist. Das traditionelle Verständnis

vonWahrnehmung in der Philosophie ist die passiveWahrnehmung, bei der wir uns

selbst beobachten,wiewir dieWelt beobachten, und zwar in dem,wasDanDennett

das kartesischeTheater genannt hat: Es ist, als ob ein kleinerMensch inmeinemKopf

säße, der die Außenwelt durch unsere Ohren hört und durch unsere Augen beob-

achtet (Dennett 1991: 107). Diese Vorstellung ist letztlich absurd, vor allem weil sie

voraussetzen würde, dass noch ein weiterer kleiner Mensch im Kopf dieses kleinen

Menschen sitzt. Und doch wird in der philosophischen Literatur ein Großteil der

Diskussion über die menschliche Wahrnehmung so behandelt, als wäre sie etwas,

das in meinem Kopf passiert.

Da ist zumBeispiel das 2D-3D-ProblembeimSehen; das Problem,wie ichdie vi-

suelle Erfahrung einer dreidimensionalenWelt durch ein zweidimensionalesWahr-

nehmungssystem erzeugen kann (die Netzhaut ist eine zweidimensionale Schicht,

die unsere Augäpfel von innen bedeckt). Esmuss doch einenWeg geben, die visuel-

len Informationen in derNetzhaut, demSehnerv undden optischenVerarbeitungs-

zentren des Gehirns zu verarbeiten, um diese dreidimensionale Erfahrung zu er-

zeugen. Aber so geht es nicht wirklich zu.10

4.2 Aktive Wahrnehmung

Tatsächlich entsteht der dreidimensionale Eindruck durch eine Interaktion zwi-

schenmir undderWelt (imFalle des Sehens durch die Bewegungmeiner Augenund

meines Körpers). Es ist besser, dieWahrnehmung in Anlehnung an den Tastsinn zu

10 Für eine Einführung in die Vision siehe O’Regan 2011: Kap. 1–5.
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betrachten: Berühren ist etwas, das ich tue, um die Weichheit eines Gegenstandes,

die Beschaffenheit seiner Oberfläche, seine Temperatur, sein Gewicht, seine Bieg-

samkeit usw. zu erfahren. Ich tue dies, indem ich handle und dann die Veränderung

des sensorischen Inputs wahrnehme. Das nennt man eine Wahrnehmungs-Hand-

lungs-Schleife: Ich tue etwas, das die Welt verändert, und verändere damit die

Wahrnehmung, die ich habe.

Es wird nützlich sein zu betonen, dass dies auch bei der Wahrnehmung mei-

nes eigenen Körpers geschieht. Ich weiß nur deshalb, dass ich eine Hand habe, weil

meine visuelleWahrnehmung derHand, die Propriozeption und der Tastsinn über-

einstimmen.Wenn das nicht der Fall ist, ist es ziemlich einfach, mir das Gefühl zu

geben, dass z.B. eine Gummihand meine eigene Hand ist – dies ist als die »Gum-

mihand-Illusion« bekannt. Wenn eine Handprothese in geeigneter Weise mit dem

NervensystemeinesMenschenverbunden ist,kanndieWahrnehmungs-undHand-

lungsschleife wieder geschlossen werden, und der Mensch wird sie als seine eigene

Hand empfinden.

4.3 Prädiktive Verarbeitung und Verkörperung

Diese Sichtweise der Wahrnehmung hat kürzlich zu einer Theorie des »prädikti-

ven/vorhersagenden Gehirns« (predictive brain) geführt: Das Gehirn wartet nicht

passiv auf Eingaben, sondern ist immer aktiv an der Handlungs-Wahrnehmungs-

Schleife beteiligt. Es erstellt Vorhersagen darüber, wie der sensorische Input in An-

betracht meiner Handlungen sein wird, und gleicht diese Vorhersagen dann mit

dem tatsächlichen sensorischen Input ab.Der Unterschied zwischen den beiden ist

etwas, das wir zu minimieren versuchen, was als »Prinzip der freien Energie« be-

zeichnet wird (Clark 2013; Clark 2016; Friston 2010).

In dieser Tradition ist die Wahrnehmung eines natürlichen Agenten oder auch

eines KI-Systems etwas, das eng mit der physischen Interaktion des Körpers des

Agenten mit der Umwelt verbunden ist; die Wahrnehmung ist somit eine Kompo-

nente der verkörpertenKognition.Ein nützlicher Slogan in diesemZusammenhang

ist »4E-Kognition«, der besagt, dass Kognition verkörpert ist; sie ist in eine Umge-

bung mit anderen Agenten eingebettet; sie ist eher enaktiv als passiv; und sie ist aus-

gedehnt (»extended«), d.h. sie findet nicht nur im Kopf statt (Clark/Chalmers 1998;

Clark 2003; Newen et al. 2018). Ein Aspekt, der eng mit der 4E-Kognition zusam-

menhängt, ist die Frage, ob Kognition beim Menschen grundsätzlich repräsenta-

tional ist und ob Kognition in der KI repräsentational sein muss (siehe Abschnitt

5).

Verkörperte Kognition wird manchmal als empirischeThese über die tatsächli-

cheKognition (insbesondere beimMenschen) oder aber alsThese über die geeignete

Gestaltung vonKI-Systemenundmanchmal auch als Analyse dessen,wasKognition

ist und seinmuss, dargestellt. In letzteremVerständniswürde eine nicht verkörper-
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te KI zwangsläufig bestimmte Merkmale der Kognition vermissen lassen (Dreyfus

1972; Pfeifer/Bongard 2007).

5. Bedeutung und Repräsentation

5.1 Das Argument des Chinesischen Zimmers

Wie wir oben gesehen haben, beruht die klassische KI auf der Annahme, dass

der entsprechend programmierte Computer tatsächlich ein Geist ist – mit dieser

Annahme kennzeichnete John Searle die starke KI. In seinem berühmten Aufsatz

»Minds, Brains and Programs« stellte Searle das Gedankenexperiment des »Chi-

nesischen Zimmers« vor (Searle 1980). Das Chinesische Zimmer ist ein Computer,

der wie folgt aufgebaut ist: Es gibt einen geschlossenen Raum, in dem John Searle

sitzt und ein großes Buch in der Hand hält, das ihm ein Computerprogramm mit

Algorithmen vorgibt, wie die Eingabe zu verarbeiten und die Ausgabe zu liefern ist.

Was er nicht weiß, ist, dass die Eingabe, die er erhält, ein chinesischer Text ist, und

dass die Ausgabe, die er liefert, sinnvolle chinesische Antworten oder Kommentare

zu dieser sprachlichen Eingabe darstellen. Die Ausgabe, so die Annahme, ist von

der eines kompetenten chinesischen Sprechers nicht zu unterscheiden. Und doch

versteht Searle in diesem Raum kein Chinesisch und wird mit dem Input, den er

erhält, auch nicht Chinesisch lernen. Daraus schließt Searle, dass Berechnungen für

Verstehen nicht ausreichen. Es kann keine starke KI geben.

In der weiteren Erörterung seines Arguments des Chinesischen Zimmers geht

Searle auf zwei erwartbare typische Entgegnungen ein: Die System-Antwort akzep-

tiert zwar, dass Searle gezeigt hat, dass keine einfache Manipulation der Person im

RaumdiesePerson indieLageversetzenwird,Chinesischzuverstehen,wendet aber

ein,dassdieManipulationvonSymbolendochvielleichtdasumfassendereSystem,von

demdie Person nur ein Teil ist, in die Lage versetzenwird,Chinesisch zu verstehen.

Steckt in Searles Argument also vielleicht ein Fehlschluss vom Teil aufs Ganze? Die-

ser Einwand wirft allerdings die Frage auf, warumman denken sollte, dass das Ge-

samtsystem Eigenschaften aufweist, die der algorithmische Prozessor selbst nicht

hat.

Eine Möglichkeit, auf diese Herausforderung mit dem Vorschlag einer be-

stimmten Systemveränderungen zu antworten, nennt Searle die Roboter-Antwort.

Sie räumt ein, dass das größere System, so wie es beschrieben ist, zwar kein Chi-

nesisch versteht, aber nur weil dem System etwas fehlt, was Chinesisch sprechende

Menschen haben, nämlich eine kausale Verbindung zwischen den Worten und der

Welt.Wirmüssten also SensorenundEffektoren zuunserenComputer hinzufügen,

die für die notwendige kausale Verbindung sorgen würden. Searle entgegnet auf

diesen Vorschlag, dass die Eingabe von Sensoren für den Searle im Inneren des
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Zimmers »nur noch mehr Chinesisch« wäre; sie würde kein weiteres Verständnis

liefern, tatsächlich hätte Searle keine Ahnung, dass die Eingabe von einem Sensor

stammt (Cole 2020; Preston/Bishop 2002).

5.2 Rekonstruktion

Ich denke, wir können den Kern des Arguments des Chinesischen Zimmers als eine

Erweiterung der folgenden Beobachtung Searles betrachten:

»Niemand würde annehmen, dass wir Milch und Zucker durch eine Computersi-

mulation der formalen Abläufe bei der Laktation und der Photosynthese erzeu-

gen können, aber wenn es um den Geist geht, sind viele Menschen bereit, an ein

solches Wunder zu glauben.« (Searle 1980: 424)

Der Kern des Arguments lässt sich dann so rekonstruieren:

1. Ein System, das nur syntaktischeManipulationen vornimmt, kann keine Bedeu-

tungen erfassen.

2. Ein Computer nimmt nur syntaktische Manipulationen vor.

3. Also kann ein Computer keine Bedeutungen erfassen.

In Searles Terminologie hat ein Computer nur eine Syntax und keine Semantik;

den Symbolen in einem Computer fehlt die Intentionalität (Gerichtetheit), die

der menschliche Sprachgebrauch hat. Am Schluss seines Aufsatzes fasst er seine

Position zusammen:

»›Könnte eineMaschine denken?‹ Die Antwort lautet natürlich: Ja.Wir sind genau

solche Maschinen. [...] Aber könnte etwas denken, verstehen und so weiter, allein

kraft dessen, dass es ein Computer mit der richtigen Art von Programm ist? [...]

die Antwort ist: Nein.« (Searle 1980: 422)

5.3 Berechnungen, Syntax und Kausalkräfte

Wennman Searles Argument auf dieseWeise rekonstruiert, stellt sich die Frage, ob

die Prämissen wahr sind.Mehrere Kommentatoren haben argumentiert, dass Prä-

misse2 falsch ist,weilmandas,waseinComputer tut,als sinnvolleReaktionauf sein

Programmverstehenmüsse (McCarthy 2007; Boden 1988: 97; Haugeland 2002: 385).

Ich binderMeinung,dass dies ein Irrtum ist,dennderComputer folgt diesenRegeln

nicht, er ist lediglich so konstruiert, dass er diesenRegeln entsprechendhandelt,wenn

seineZustände voneinemBeobachter entsprechend interpretiertwerden.11 Abgese-

11 Vgl. schon das Argument bei Wittgenstein 1960[1953]: §§ 82–86, 198, 217 usw.
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hen davon hat jeder tatsächliche Computer, jede physische Realisierung eines abs-

trakten Algorithmus-Prozessors, sehr wohl kausale Kräfte, er kann mehr als bloß

syntaktischeManipulationen durchführen.Er kann zumBeispiel das Licht an- oder

ausschalten.

Das Argument des Chinesischen Zimmers hat die Aufmerksamkeit in der

Sprachphilosophie weg von Konventionen und Logik hin zu den Bedingungen

gelenkt, unter denen ein Sprecher das meint, was er sagt (Sprecherbedeutung),

oder überhaupt etwas meint (Intentionalität); es hat neue Diskussionen angeregt,

insbesondere über die Rolle, die Repräsentationen in der Kognition spielen, und über

die Rolle des Rechnens mit Repräsentationen (Searle 1984; Searle 2004).

6 Rationale Wahl

6.1 Normative Entscheidungstheorie (MEU)

Ein rationaler Akteur nimmt die Umwelt wahr, findet heraus, welche Handlungs-

optionen bestehen, und trifft dann die beste Entscheidung. Genau darum geht es

in der Entscheidungstheorie. Sie ist eine normative Theorie darüber, wie ein ratio-

naler Akteur angesichts des ihm zur Verfügung stehenden Wissens handeln sollte

– und keine deskriptiveTheorie darüber, wie rationale Akteure tatsächlich handeln

werden.

Wie sollte also ein rationaler Akteur entscheiden, welche die bestmögliche

Handlung ist? Er bewertet die möglichen Ergebnisse jeder Wahl und wählt dann

die beste aus, d.h. diejenige, die den höchsten subjektiven Nutzen hat, d.h. Nutzen

aus der Sicht des jeweiligen Akteurs. Man beachte, dass rationale Entscheidungen

in diesem Sinne nicht notwendigerweise egoistisch sind. Es könnte durchaus sein,

dass der Akteur dem Glück einer anderen Person einen hohen Nutzen beimisst

und daher rational eine Handlungsweise wählt, die den Gesamtnutzen, wie er

diesen selber sieht, durch das Glück dieser anderen Person maximiert. In realen

Situationen weiß der Akteur in der Regel nicht, wie die Ergebnisse bestimmter

Entscheidungen aussehen werden, so dass er unter Unsicherheit handelt. Um

dieses Problem zu überwinden, wählt der rationale Akteur die Handlung mit dem

maximalen erwarteten Nutzen (MEU), wobei der Wert einer Wahl gleich dem Nutzen

des Ergebnisses multipliziert mit der Wahrscheinlichkeit des Eintretens dieses

Ergebnisses ist.Man denke an die rationalen Erwartungen, dieman hat,wennman

bei bestimmten Glücksspielen oder Lotterien mitmacht.

Komplizierter sind die Fälle von Entscheidungen, wo die Rationalität der je

bestimmtenWahl von den nachfolgenden Entscheidungen anderer Akteure abhängt.

Solche Fälle werden oft mit Hilfe von »Spielen« beschrieben, die zusammen mit

anderen Akteuren gespielt werden. In solchen Spielen ist es oft eine erfolgreiche
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Strategie, mit anderen Akteuren zu kooperieren, um den subjektiven Nutzen zu

maximieren.

Im Diskurs der künstlichen Intelligenz ist es üblich, KI-Agenten als rationale

Agenten im beschriebenen Sinne zu betrachten. So bemerkt beispielsweise Stuart

Russell:

»Kurz gesagt, ein rationaler Agent handelt so, dass er den erwarteten Nutzenma-

ximiert. Die Bedeutung dieser Schlussfolgerung kann gar nicht hoch genug ein-

geschätzt werden. In vielerlei Hinsicht ging es bei der künstlichen Intelligenz vor

allem darum, herauszufinden, wie man rationale Maschinen bauen kann.« (Rus-

sell 2019: 23)

6.2 Ressourcen und rationale Handlungsfähigkeit

Es ist nicht der Fall, dass ein rationaler Agent tatsächlich immer die perfekte Opti-

on wählt. Das liegt vor allem daran, dass ein solcher Agent damit zurechtkommen

muss,dass seineRessourcenbegrenzt sind, insbesondere Informationsspeicherung

(Datenspeicher) und Zeit (bei den meisten Entscheidungen ist Zeit eine kritische

Größe). Die Frage ist also nicht nur, was die beste Wahl ist, sondern auch, wie vie-

le Ressourcen ich für die Optimierung meiner Wahl aufwenden sollte; wann sollte

ich aufhören zu optimieren und anfangen zu handeln? Dieses Phänomen wird als

eingegrenzte Rationalität (bounded rationality) oder begrenzte Optimalität bezeichnet

und verlangt in der Kognitionswissenschaft eine ressourcenrationaleAnalyse (Lieder/

Griffiths 2020; Russell 2016: 16ff.; Simon 1955: 99; Wheeler 2020). Außerdem gibt es

keine feststehendeMenge diskreter Optionen, aus denenmanwählen kann, und so

muss ein rationaler Akteur nicht nur über seine Mittel nachdenken, sondern auch

über seine Ziele (siehe Abschnitt 9).

Die Tatsache, dass (natürliche oder künstliche) Akteure bei ihren Entscheidun-

gen mit begrenzten Ressourcen umgehen müssen, ist für das Verständnis der Ko-

gnition von enormer Bedeutung. In der Philosophie wird dies oft nicht in vollem

Umfang gewürdigt – selbst in der Literatur über die Grenzen der rationalen Wahl

scheint man oft der Meinung zu sein, es wäre irgendwie »falsch«, Heuristiken zu

verwenden,die Voreinstellungen (biases) enthalten, sich von der relevantenUmwelt

»anschubsen«zu lassen (nudging),oderdieUmwelt für »erweiterte«oder »situierte«

Kognition zu nutzen.12 Eigentlichwäre es jedoch irrational, nach perfekten kogniti-

ven Verfahren zu streben, ganz zu schweigen von kognitiven Verfahren, die in jeder

Umwelt perfekte Ergebnisse liefern.

12 Kahneman/Tversky 1979; Kahnemann 2011; Thaler/Sunstein 2008, vs. Kirsh 2009.
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6.3 Rahmungsproblem(e)

Das ursprüngliche sogenannte Rahmungsproblem (frame problem) der klassischen

KI bestand darin, wie das Überzeugungssystem eines Akteurs nach einer erfolg-

ten Handlung aktualisiert werden kann, ohne alles anführen zu müssen, was sich

nicht geändert hat. Dies erfordert eine Logik, in der sich die Schlussfolgerungen

ändern können, wenn eine Prämisse hinzugefügt wird – eine nicht-monotone Lo-

gik. (Shanahan 2016) Über dieses eher technische Problem hinaus gibt es ein philo-

sophisches Problem der Aktualisierung von Überzeugungen nach einer Handlung,

das vonDennett popularisiert wurde und die Frage aufwirft, wieman herausfinden

kann,was relevant ist und wie weit der Rahmen für Relevanz gezogen werden sollte.

Wie Shanahan bemerkt, ist »Relevanz ganzheitlich, ergebnisoffen und kontextab-

hängig«, aber logische Schlussfolgerungen sind es nicht (Dennett 1984a; Shanahan

2016).

Es gibt eine sehr allgemeine Version des Frame-Problems, die von Jerry Fodor

formuliert wurde. Er vergleicht es mit »Hamlets Problem: wann man aufhören soll

zu denken«. Und ermeint, dass »modulare kognitive Verarbeitung ipso facto irratio-

nal [...] ist,weil weniger als alle relevante und verfügbare Evidenz einbezogenwird«

(Fodor 1987: 140f.; Sperber/Wilson 1996). Fodor macht damit auf das Problem auf-

merksam, dassman, um eine logische Schlussfolgerung, insbesondere eine Abduk-

tion, durchzuführen, schon entschieden haben muss, was überhaupt als relevant

gelten soll. Er scheint jedoch die Tatsache zu unterschätzen, dass man sich nicht

um alles kümmern kann, was relevant und verfügbar ist (denn unsere Rationalität

ist eingegrenzt). Es ist derzeit unklar, ob das Rahmungsproblem ohne fragwürdi-

ge Annahmenüber Rationalität formuliertwerden kann.Ähnliche Bedenken treffen

die Behauptung,Gödel habe die tiefen Grenzen von KI-Systemen aufgezeigt (Koell-

ner 2018a; Koellner 2018b; Lucas 1996).Womöglich beinhaltet Intelligenz dochmehr

als nur instrumentelle Rationalität.

6.4 Kreativität

Entscheidungen, die mit Kreativität zu tun haben, werden oft für etwas gehalten,

das über alles Mechanische hinausgeht und daher für eine bloße Maschine uner-

reichbar ist.Der Begriff des »schöpferischen Schaffens« hat in unserer gesellschaft-

lichen Praxis erhebliches Gewicht, insbesondere wenn diese Schöpfung durch geis-

tigeEigentumsrechtegeschützt ist–undKI-SystemehabenMusik,Malerei undTex-

te geschaffen oder mitgeschaffen. Es ist überhaupt nicht klar, ob es einen Begriff

von Kreativität gibt, der ein Argument gegenmaschinelle Kreativität liefern würde.

Ein solcher Begriffmüsste zwei Aspektemiteinander verbinden,die in einemSpan-

nungsverhältnis zu stehen scheinen: Einerseits scheint Kreativität eine Ursächlich-

keit zu implizieren, die den Erwerb von Wissen und Techniken einschließt (man
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denke an J.S.Bach,wie er eine neueKantate komponiert), andererseits soll Kreativi-

tät so etwas wie ein nicht-verursachter, nicht-vorhersehbarer Einsichtsfunke sein.

Es ist gar nicht klar, ob ein solcher Begriff vonKreativität überhaupt formuliertwer-

den kann oder sollte (Boden 2014; Colton/Wiggins 2012; Halina 2021). Vielleicht er-

gibt sich eine plausible Erklärung von Kreativität, wenn wir davon ausgehen, dass

es bei Kreativität darum geht, sich zwischen verschiedenen Räumen der Relevanz

zu bewegen, ähnlich wie beim Rahmungsproblem.

7. Freier Wille und Kreativität

7.1 Determinismus, Kompatibilismus

Das Problem, das gewöhnlich unter der Überschrift »freier Wille« behandelt wird,

ist die Frage, wie physischeWesen wie Menschen oder KI-Systeme so etwas wie ei-

nen freien Willen haben können. Die übliche Einteilung möglicher Positionen im

Diskurs über den freien Willen lässt sich in Form eines Entscheidungsbaums dar-

stellen. Die erste Verzweigung ist die Frage, ob der Determinismuswahr ist, d.h. die

These, dass alle Ereignisse verursacht werden. Die zweite Verzweigung ist, ob der

Inkompatibilismus wahr ist, d.h. die These, dass es keinen freien Willen gibt, wenn

der Determinismus wahr ist.

Die als harter Determinismus bekannte Position besagt, dass der Determinismus

tatsächlich wahr ist und es deshalb so etwas wie Willensfreiheit nicht gibt – dies

ist die Schlussfolgerung, die die meisten seiner Gegner zu vermeiden versuchen.

Die Position, die als Libertarismus bekannt ist (nicht im politischen Sinne), stimmt

zu, dass der Inkompatibilismus wahr ist, fügt aber hinzu, dass der Determinismus

nicht wahr ist undwir daher frei sind.Die alsKompatibilismusbekannte Position be-

sagt, dassDeterminismus und freierWillemiteinander vereinbar sind und es daher

durchaus seinkann (undwohl tatsächlichauch so ist),dassderDeterminismuswahr

ist und der Mensch einen freienWillen hat.

Daraus ergibt sich eine kleine Matrix von Positionen:

Inkompatibilismus Kompatibilismus

Determinismus harter Determinismus optimistischer/pessimistischer

Kompatibilismus

Nicht-Determinismus Libertarismus [keine beliebte Option]

https://doi.org/10.14361/9783839474976-013 - am 13.02.2026, 09:26:33. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.14361/9783839474976-013
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/


Vincent C. Müller: Philosophie der Künstlichen Intelligenz 361

7.2 Kompatibilismus und Verantwortung in der KI

Wenn ich sage, dass ich etwas aus freien Stücken getan habe, bedeutet das in erster

Näherung, dass es anmir lag, dass ich dieKontrollehatte.Dieser Begriff von Kontrol-

le lässt sich erläutern, indem man sagt, ich hätte anders handeln können als ich es

getan habe, insbesondere hätte ich anders handeln können, wenn ich mich anders

entschiedenhätte. Und dass ichmich anders entschieden hätte, wenn ich andere Vor-

lieben oder Kenntnisse gehabt hätte (z.B. hätte ich diese Fleischbällchen nicht geges-

sen, wenn ich eine Abneigung gegen Schweinefleisch hätte und wenn ich gewusst

hätte, dass die Bällchen Schweinefleisch enthalten). Der entsprechende Freiheits-

begriff beinhaltet also eine epistemische Bedingung und eine Kontrollbedingung.

Ich handle also frei, wenn ich gemäß meinen Präferenzen (meinem subjekti-

ven Nutzen) handle. Aber warum habe ich diese Präferenzen? Wie schon Aristote-

les wusste, unterstehen sie nicht meiner willlentlichen Kontrolle, ich könnte nicht

einfach beschließen, andere Präferenzen zu haben und sie dann haben.Harry Frank-

furt hat allerdings deutlich gemacht hat, dass ich Präferenzen oderWünsche zweiter

Ordnung haben kann, d.h. ich kann präferieren, andere Präferenzen zu haben als

die, die ich tatsächlich habe (z.B. könnte ich esmögen, Fleischbällchen nicht zumö-

gen).Dass ichmeinePräferenzendurch rationalesDenken außerKraft setzen kann,

nennt Frankfurt denWillen, und dieser ist eine Bedingung dafür, dass ich eine Per-

son bin.Näherungsweise kannman also sagen, frei zu handeln bedeutet, so zu handeln,

wie ich mich entscheide; mich so zu entscheiden, wie ich es will; und so zu wollen, wie ich es

vernünftigerweise vorziehe, zu wollen (Dennett 1984b; Frankfurt 1971).

Die Debatte läuft darauf hinaus, dass der Begriff des freien Willens bei KI oder

Menschen die Funktion hat, persönliche Verantwortung zu ermöglichen, und nicht,

eine Ursache zu bestimmen. Die eigentliche Frage lautet: Unter welchen Bedingun-

gen ist ein Akteur für seine Handlungen verantwortlich und verdient es, dafür gelobt

oder getadelt zu werden? Dies gilt unabhängig davon, ob wir frei von kausaler De-

termination handeln; diese Art von Freiheit bekommenwir nicht und brauchen wir

auch nicht.

Zwischen »Optimisten« und »Pessimisten« gibt es eine weitere Debatte dar-

über, ob Menschen diese Bedingungen tatsächlich erfüllen (insbesondere, wieweit

sie wirklich ihre Präferenzen kausal hervorbringen können) und daher zu Recht

für ihre Handlungen verantwortlich sind und Lob oder Tadel verdienen – und ob

Belohnung oder Bestrafung dementsprechend hauptsächlich zukunftsorientier-

te Gründe haben sollten (Dennett/Caruso 2018; Mele 2006; Pink 2004; Strawson

2004). Was KI-Systeme betrifft, so hat das Nichtvorhandensein von Verantwor-

tung Konsequenzen für ihren Status als moralische Akteure, für die Existenz von

»Verantwortungslücken« und für die komplexe normative Frage, welche Art von
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Entscheidungenwir Systemen überlassen sollten, die nicht verantwortlich gemacht

werden können. (Müller 2021; Simpson/Müller 2016; Sparrow 2007)13

8 Bewusstsein

8.1 Bewusstheit und phänomenales Bewusstsein

Zunächst ist es sinnvoll, zwei Arten von Bewusstsein zu unterscheiden: Bewusstheit

und phänomenales Bewusstsein. Bewusstheit ist die Vorstellung, dass ein System ko-

gnitive Zustände auf einer Basisebene hat (z.B. spürt es Wärme) und auf einer Me-

taebeneZustände hat, in denen es sich der Zustände auf der Basisebene bewusst ist.

Diese Bewusstheit bzw. dieser Zugang beinhaltet die Fähigkeit, sich an die kogniti-

ven Zustände auf der Basisebene zu erinnern und sie zu nutzen.Dies ist der begriff-

licheSinnvon»bewusst« imUnterschiedzu»unbewusst« oder »unterbewusst«.Und

für ein mehrschichtiges KI-System scheinen diese Unterscheidungen auch mach-

bar zu sein.

Mit Bewusstheit geht oft, aber nicht notwendigerweise, einher, dass der kogni-

tive Zustand auf der Basisebene sich für das Subjekt auf eine bestimmte Weise an-

fühlt. Dies wird philosophisch als phänomenales Bewusstseinbezeichnet: dies,wiemir

dieDinge erscheinen (griechisch phaínetai).DieserBegriff desBewusstseins lässt sich

wahrscheinlich am besten mit Hilfe von zwei klassischen philosophischen Gedan-

kenexperimenten erklären: der Fledermaus und der Farbenwissenschaftlerin.

Angenommen, Sie und ich essen beide Schokoladeneis. Dann kann ich immer

noch nicht wissen, wie das Eis für Sie schmeckt, und ich würde es auch dann nicht

wissen,wenn ich alles über das Eis, über Sie, über IhrGehirn und IhreGeschmacks-

knospen wüsste.Wie es für Sie schmeckt, ist etwas, das für mich epistemisch un-

zugänglich ist, ich kann es niemals wissen, selbst wenn ich alles über die physische

Weltwüsste.Genausowenigkann ich jewissen,wie es sich anfühlt, eineFledermaus

zu sein (Nagel 1974; Nagel 1987: Kap. 3).

Eine ähnliche Pointe zur Frage des nichtWissbarenmacht Frank Jackson in dem

vieldiskutierten Artikel »Was Mary nicht wusste« (Jackson 1986). In seinem Gedan-

kenexperiment soll Mary eine Person sein, die in ihrem Leben noch nie etwas Farbi-

ges gesehen hat, die aber eine perfekte Farbenwissenschaftlerin ist: Sie weiß alles,

was es über Farbe zu wissen gibt. Eines Tages kommt sie aus ihrer schwarz-weißen

Umgebung heraus und sieht zum ersten Mal Farbe. Es scheint, als ob sie in diesem

Moment etwas Neues lernt.

Das Argument, das hier vorgebracht wird, scheint für einen geistig-physikali-

schenDualismusvonSubstanzenoder zumindestEigenschaftenzu sprechen: Ichkönn-

13 Siehe auch den Beitrag von Susanne Hahn im vorliegenden Band. [Anm. der Hrsg.]
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te alles Wissen der Physik haben, ohne das Wissen der phänomenalen Erfahrung

zu haben, also ist die phänomenale Erfahrung kein Teilgebiet der Physik.Wenn der

Dualismus wahr ist, dann schaut es so aus, dass wir nicht hoffen dürfen, mit der

richtigen physikalischen Technologie, wie z.B. der KI, phänomenales Bewusstsein

zu erzeugen. In der Gestalt des Substanzdualismus, wie ihn Descartes und ein Groß-

teil des religiösenDenkens angenommen haben, ist der Dualismus heute allerdings

unpopulär: Die meisten Philosophen gehen von einem Physikalismus aus, der be-

sagt, dass »alles physisch ist«.

Eine ganze Reihe von Argumenten gegen die Reduktionmentaler auf physische

Eigenschaften werden diskutiert, so dass man wohl mit Fug und Recht behaupten

kann, dass der Eigenschaftsdualismus eine große Anhängerschaft hat.Dieser wird oft

mit dem Substanzmonismus zu einer Version der »Supervenienz des Mentalen auf

dem Physischen« kombiniert, d.h. zu derThese, dass zwei Entitäten mit denselben

physischen Eigenschaften auch dieselben mentalen Eigenschaften haben müssen.

Einige Philosophen haben diese Beziehung zwischen dem Eigenschaftsdualismus

und der Möglichkeit eines künstlichen Bewusstseins in Frage gestellt. So behaup-

tet David Chalmers, dass »die physikalische Struktur der Welt – die genaue Vertei-

lung von Teilchen, Feldern und Kräften in der Raumzeit – logischmit der Abwesen-

heit vonBewusstsein vereinbar ist, so dass dasVorhandensein vonBewusstsein eine

weitere Tatsache über unsereWelt ist«. Trotz dieser Behauptung unterstützt er den

Computationalismusundmeint: »starkekünstliche Intelligenz istwahr:Esgibt eine

Klasse von Programmen, bei denen jede Implementierung eines Programms dieser

Klasse bewusst ist.« (Chalmers 1999: 436; Chalmers und Searle 1997; Davidson 1970)

Bedeutsamer aber als die Diskussion über Dualismen ist das Verständnis der

Funktion von Bewusstsein in KI-Systemen oder bei natürlichen Agenten:Warum ist

das phänomenale Bewusstsein beimMenschen so, wie es ist?Wie könnten wir fest-

stellen, ob ein System Bewusstsein hat? Könnte es einenMenschen geben, der phy-

sisch genauso gebaut wäre wie ich, aber kein Bewusstsein hätte (ein »philosophi-

scher Zombie«) (O’Regan 2011)?

8.2 Das Selbst

Die persönliche Identität ist für Menschen vor allem deshalb bedeutsam, weil sie

eine Voraussetzung für die Zuweisung von Verantwortung ist (siehe Abschnitt 6.4):

Um Schuld oder Lob zuzuweisen,muss ich in einem bestimmten Sinne dieselbe Per-

son sein inwie derjenige, der die betreffendeHandlung ausgeführt hat. Es gehört zu

unseremSelbstverständnis, dass es ein Leben in der Vergangenheit gibt, dasmeines

ist, und nurmeines –wie dasmöglich ist, ist als die »Frage der Persistenz« bekannt.

Die Standardkriterien dafür, dass ich dieselbe Person bin wie der kleine Junge auf

dem Foto, sind meine Erinnerung daran, dieser Junge zu sein, und die Kontinuität

meines Körpers über die Zeit. Wir Menschen neigen dazu zu glauben, dass Erinne-
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rung oder bewusste Erfahrung oder geistige Inhalte dieKriterien für persönliche Identi-

tät sind,weshalb wir uns auch vorstellen können, unseren Tod zu überleben oder in

einem anderen Körper zu leben (Metzinger 2009; Olsen 2019).

Was also ist ein »Teil« dieses beständigen Selbst? Abgesehen von philosophi-

schen Phantasien und neurologischen Raritäten14 gibt es heute keinen Zweifel

mehr daran, was »Teil von mir« ist und was nicht – ich arbeite ständig daran, diese

persönliche Identität aufrechtzuerhalten, indem ich prüfe, ob die verschiedenen

Sinne übereinstimmen, z. B. versuche ich, nach der Türklinke zu greifen, ich sehe,

wie meine Hand die Klinke berührt, ich kann sie fühlen ... und dann sehe ich, wie

sich die Tür öffnet, und spüre, wie meine Hand sich nach vorn bewegt. Das ist

etwas ganz anderes als ein Computer: Die Komponenten der Standard Von-Neu-

mann-Architektur (Eingabesystem, Speicher, Direktzugriffsspeicher, Prozessor,

Ausgabesystem) können sich im selben Gehäuse befinden oder meilenweit vonein-

ander entfernt sein, sie können sogar in mehrere Komponenten aufgeteilt sein (z.

B. bei Off-Board Arbeitsprozessen an rechenintensiven Aufgaben) oder in Räumen

wie der »Cloud« gespeichert sein, die nicht durch einen physischen Ort definiert

sind. Und das ist nur die Hardware, die Software steht vor ähnlichen Problemen,

so dass ein beständiges und abgegrenztes Selbst auszubilden keine leichte Aufgabe

für ein KI-System wäre. Es ist auch gar nicht klar, ob es überhaupt eine Funktion

für ein Selbst in der KI gibt und welche Konsequenzen für die Zuschreibung von

moralischemHandeln und Behandeltwerden das hat.

9. Normativität

Kehrenwir kurz zu den Fragen der rationalenWahl und der Verantwortung zurück.

Stuart Russellmeint, dass »dieKI das Standardmodell übernommenhat:Wir bauen

optimierende Maschinen, wir geben ihnen Ziele vor, und los geht’s.« (Russell 2019:

172) Nach diesemVerständnis ist die KI einWerkzeug, undwirmüssen ihr die Ziele

vorgeben, die sie erreichen soll. Die KI verfügt ausschließlich über instrumentelle In-

telligenz, um die vorgegebenen Ziele zu erreichen. Zur allgemeinen Intelligenz gehört

jedoch auch eine metakognitive Reflexionsfähigkeit, welche Ziele für mein jetziges

Handeln relevant sind (Nahrung oderUnterkunft?) und eineReflexion darüber,wel-

che Ziele man verfolgen sollte (Müller/Cannon 2022). Eine der vielen offenen Fra-

gen ist, ob ein nicht-lebendes System »echte Ziele« in dem Sinne haben kann, der

für Handlungsentscheidungen und Verantwortung erforderlich ist, d.h. Ziele, die

für das System einen subjektiven Wert haben und die das System reflektierend als

14 Z.B. »Der Mann, der aus dem Bett fiel« in (Sacks 1985) oder die Betrachtung des Menschen

als Superorganismus, basierend auf demmenschlichen Mikrobiom.
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wichtig erkennt.Ohne eine solcheReflexionüberZielewärenKI-Systemekeinemo-

ralischen Agenten und es könnte keine »Maschinenethik« geben, die diesen Namen

verdient. Ähnliche Überlegungen gelten für andere Formen der normativen Refle-

xion, z.B. in der Ästhetik und der Politik. Diese Diskussion in der KI-Philosophie

deutet darauf hin, dass der normativen Reflexion eine basale Funktion im kogniti-

ven System zukommt, ob beimMenschen oder bei KI-Systemen.
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