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The growing dissemination of virtual voice assistants in smartphones, smart 
speakers and vehicle onboard systems, such as Amazon’s Alexa, Apple’s Siri, Goo-
gle’s Assistant, Microsoft’s Cortana or Samsung’s Viv, represent a democratiza-
tion of artificial intelligence by sheer mass exposure.1 Voice assistants, generally 
referred to as intelligent virtual assistants (IVAs) or intelligent personal assistants 
(IPAs), belong to a class of software agents that can answer queries and perform 
tasks for users based on verbal commands and inquiries when equipped with a 
voice user interface (VUI). Tech corporations promote their voice-centered smart 
assistants as pinnacles of contemporary artificial intelligence and as new forms 
of seamless cooperation between man and machine, built to offer more intuitive 
ways of controlling and navigating digitally networked and cloud-based technol-
ogy. The imminent ubiquity of conversational AI, however, raises a number of 
fundamental questions regarding algorithmic control as well as the nature and 
history of sound-based human–machine interaction. How are these emergent 
forms of voice-based cooperation structured and how does voice control change 
our relationship with and critical assessment of software technology? What ram-
ifications result from AI technologies being based largely on cloud computing and 
thus from user data being sent to cloud servers to be processed? 

Given the black-box character of most commercially available AI technologies, 
it is naturally rather difficult to obtain detailed information about how the AI al-
gorithms of particular voice assistants exactly function. However, it is not neces-
sary to understand how they work algorithmically in every detail to understand 
their politics; it is sufficient to study what they are used for and how they are mar-
keted to different stakeholders and actors. I therefore conceptualize intelligent 
personal assistants—on mobile phones, operating systems, and especially smart 

1 �  A recent report by market analyst firm Canalys (2019) predicts that the worldwide smart speaker 
install base is set to grow 82.4 per cent from 114 million sold units to over 200 million by the end 
of 2019.
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speakers—as platforms in the sense of media scholar Tarleton Gillespie. In his 
well-received paper, Gillespie argues that the politics of platforms can be traced 
by examining how

online content providers such as YouTube are carefully positioning themselves to 
users, clients, advertisers and policymakers, making strategic claims for what they 
do and do not do, and how their place in the information landscape should be un-
derstood. One term in particular, ‘platform’, reveals the contours of this discursive 
work. (Gillespie 2010: 347)

Similarly, I will focus in this paper less on the inner workings of the machines 
themselves than on the various relations of voice interfaces to their immediate 
surrounding environment and on the purposes they serve for different actors, 
such as users, call center agents, businesses, major tech corporations, and surveil-
lance states. However, I will take a considerable historical detour in the effort to 
ground conversational AI in a broader history of sound- and voice-based human–
machine interaction and to emphasize continuities and caesuras between con-
temporary voice assistants and previous sound- and voice-based user interfaces 
for networked services. Another reason for this approach is that despite the cur-
rent hype around voice assistants, auditory and speech-based human–machine 
interfaces are far from being recent developments. Ever since the psychologically 
troubled board computer HAL from Stanley Kubrick’s 2001: A Space Odyssey (1968), 
speech interfaces for human–computer interaction have had a permanent place in 
the cultural imaginary of industrialized societies. 

Although sophisticated artificial intelligence systems like HAL still remain 
science fiction, sound and speech indeed represent one of the oldest interfaces 
for interacting with remote systems. However, early applications did not emerge 
in the computer industry but in the telecommunications sector. Shortly after the 
release of 2001, AT&T promoted its Touch-Tone telephones for queries in digi-
tal-inquiry/voice-answer (DIVA) systems, which allowed for information retriev-
al in the form of computer-controlled voice messages through and triggered by 
Touch-Tone commands. Telephonic practices of interacting with distributed ser-
vices via sound and speech date back to even the 1940s and 1950s, before they were 
further developed in the growing call center industry. Contemporary practices of 
speaking to machines therefore reinterpret forgotten or discarded user experi-
ences connected to the telephone. To this effect, I second media scholar Jonathan 
Sterne’s (2012) emphasis on the centrality of telephony and sound technologies to 
the history of digitality:

Telephony is of ten considered anaesthetic matter in comparison with the usual, 
more aestheticized subjects of twentieth-century media history such as cinema, 
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television, sound recording, radio, print, and computers. But telephony and the 
peculiar characteristics of its infrastructure are central to the sound of most audio 
technologies over the past 130-odd years. The institutional and technical protocols 
of telephony also helped frame the definitions of communication that we still use, 
the basic idea of information that subtends the whole swath of “algorithmic cul-
ture” from packet switching to dvds and games, and the protocols and routines of 
digital technologies we use every day. (2-3)

While Sterne used the history of the telephone system, and especially develop-
ments in signal compression methods and perceptual coding to unpack the mp3 
format as a “cultural artifact” (Sterne 2006), I discuss speech-related artificial 
intelligence applications against the backdrop of a longer history of remote tele-
phone services and processes of (semi-)automation in the telecommunications and 
customer service industry, with particular attention to call centers. Automation 
has been a driving force, if not the condition of possibility, of call centers from the 
very beginning. Most of these attempts are based on what I want to call productive 
sounds, i.e., sounds that serve specific purposes within a (semi-)automated system 
or even literally perform work, such as triggering switching or algorithmic pro-
cesses.2 Productive sounds such as Touch-Tone signals, hold music and recorded 
voice messages lie at the center of a transformational process in which telephone 
companies aimed to extend the telephone system from a special-purpose applica-
tion for voice transmission into a general-purpose information network (cf. Lipar-
tito 2003). Taking the form of synthesized voices in conversational AI and digital 
personal assistants, sounds became productive as special-purpose substitutes for 
general-purpose manual tasks previously performed by computer users. 

In media theoretical terms, we can understand this transition by conceptu-
alizing productive sound media not as media of communication but, in the words 
of German media theorist Erhard Schüttpelz, as potentially powerful media of 
cooperation (Schüttpelz 2017: 14; cf. Volmar 2017). For instance, to speak of the tele-
phone as a cooperative medium means to conceive it not as a mere conversational 
medium but as a more universal means to facilitate logistical, bureaucratic, prob-
lem-solving, and other quotidian personal tasks of work-related “infrastructur-
ing” (Star/Bowker 2002). At a time when we casually associate such logistical tasks 
with the internet, online platforms, mobile apps or smart speakers, it seems worth 
a reminder that the underlying narrative of inter-networked information services 
is actually older than the internet itself and that it once was deeply entangled with 

2 �  While I use the term “productive sounds” in this specific sense, I take the general notion from 
Alix Hui and Joeri Bruyninckx who introduced the term at their workshop “Productive Sounds in 
Everyday Spaces: Sounds at Work in Science, Art, and Industry, 1920–Present” at the Max Planck 
Institute for the History of Science on April 27-28, 2018.
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circuit-switched telecommunications infrastructure. I argue that voice-centered 
AI applications in call centers (now usually referred to as ‘contact centers’) and 
domestic environments can be regarded as a current escalation within the history 
of cooperative sound media and the various attempts to automate the practices 
that revolve around them.

Cooperation always entails practices performed by and between different ac-
tors and groups. To highlight developments in cooperative practices within the 
history of voice automation, I pay particular attention to forms of phone- and 
voice-related work and labor practices. While scholars in the history of media and 
technology have extensively studied the work of telephone operators (e.g., Green 
1995; Lipartito 1994), I follow media and sound scholar Sumanth Gopinath’s work 
on the ringtone industry (Gopinath 2013) by focusing on the significance of sonic 
and telephonic labor within the infrastructural frameworks of the customer ser-
vice industry to trace the formation of networked, speech-based human–machine 
interactions. To this end I examine how changing distributions and delegations 
of work between call center agents and customers as well as between humans and 
machines constitute infrastructures of tele cooperation, parts of which we also find 
in current digital assistants.

In section 1, I take a step back to revisit the ramifications of AT&T’s introduc-
tion of the push-button telephone in the early 1960s. Initially sought to replace 
operators by further automating the initiation and switching of telephone calls, 
push-button telephones featured the new dialing method of dual-tone multi-fre-
quency (DTMF) signaling, which operated on the basis of “in-band”, i.e., audible 
control signals—the dial tones we still hear in landline and mobile phones when 
pushing buttons on the keypad. Sometimes the tones are even simulated on 
smartphones, for instance within messenger apps. I argue that while multi-fre-
quency signaling rendered telephone switching more automatic and efficient, it 
also led to practices of delegating and outsourcing phone work from operators to 
both automatic systems and customers.

More importantly, MF signaling enabled the transmission of sonically coded 
alpha-numerical information over the telephone network and thus formed a fun-
damental condition of possibility for the emergence of automatic phone-based 
information systems in modern call centers. In section 2, I recall some of these 
technological innovations, especially automatic call distributors (ACDs) and inter-
active voice response systems (IVRs), both of which were foundational for the rise 
of the call center industry. I then examine how these contributed to the semi-au-
tomation of telephone calls and the further redistribution of voice and sound work 
by breaking down telephone conversations into common inquiries and sequences 
and how both call center agents and callers had to adjust themselves to these stan-
dardized “boundary objects” (Star/Griesemer 1989) in order to make the automat-
ed systems work.
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In section 3, then, I show how artificial intelligence entered the stage in the 
contact center, as it had come to be called, in the form of speech recognition, un-
derstanding, and synthesis. I argue that decades of semi-automating phone calls 
and adjusting agents and customers to automated systems made the contact cen-
ter particularly receptive to artificial intelligence technology within the industry. 
The implementation of conversational AI is based on a similar logic as IVRs, as it 
mainly breaks down phone conversations into a limited number of categories or 
entities, such as certain key words or presumed emotional states. The same logics 
are present in contemporary voice assistants for the home. By situating contem-
porary voice assistants within the broader history of semi-automation and co-
operative telephonic practices based on productive sounds and voice work in the 
call center industry, I ultimately seek to expand existing histories of the internet 
and digital culture (e.g., Haigh et al. 2015) by considering the evolution of tele-
phone-based telecommunications as an important area for the conception, test-
ing, and mainstreaming of digitally networked media and cooperative practices.

1.	 Push-button Telephones and Touch-Tone Dialing:			 
	 Innovation in General-Purpose Infrastructural Technologies

In the first half of the twentieth century, the handling of telephone calls in the Bell 
System largely remained in the hands of human telephone operators, even though 
a number of solutions for automatic switching, such as the Strowger switch, were 
at hand. Whereas technical issues and a reluctance of Bell System managers to 
license external patents on automatic switching formed the major reasons for 
clinging to manual switching (Green 1995; Lipartito 1994), opponents of automatic 
switching argued that establishing the connection represented a form of technical 
work that should be offered as part of the telephone service and hence done by 
operators. Harris F. Hopkins, the author of an article in the Bell Laboratories Record, 
put it this way: “Oppositionists felt that automatic switching was wrong from the 
customer’s viewpoint. ‘The public will not tolerate doing its own operating,’ they 
said” (Hopkins 1960: 83). After the Second World War, however, rotary-dial tele-
phones to automate the initiation of local phone calls became increasingly com-
mon. This transition to self-operating shows that the central logic of automation 
extended beyond the simple substitution of work by machines to the delegation 
or redistribution of work in general, in this case from service providers to their 
customers. The outsourcing of labor to both machines and customers in order to 
save labor cost, which forms a signature of today’s digital culture, was already an 
economic driving force in the postwar telecommunications sector. 

On November 18, 1963, Bell introduced yet another innovation in dialing au-
tomation: the push-button telephone, which featured not just a different way of 
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manual dialing but an entirely new way of creating dialing signals. Dialing on a 
rotary phone produced a train of electrical impulses, the number of which corre-
sponded to the indicated digit on the rotary dial. Pressing a button on a push-but-
ton telephone, however, created a distinct pair of two audible sine tones generated 
by electronic oscillators. This so-called dual-tone multi-frequency (DTMF) dialing 
method was based on a four-by-four frequency scheme proposed by L. A. Mea-
cham of Bell’s Station Development Department, although initially only seven fre-
quencies (four in the low end of the spectrum and three in the higher range of the 
spectrum) would generate ten unique pairs of tones (Meacham et al. 1958).3

Fig. 1: Four-by-four frequency scheme for the generation of DTMF dialing signals. 
Image source: Noweck 1961: 314. Courtesy of AT&T Archives and History Center.

The method made use of state-of-the-art solid-state technology and was grounded 
in a number of field trials conducted between 1948 and 1960 (Dahlbom et al. 1949; 
Hopkins 1960). When dialing a number, the dual-tones provided a helpful acoustic 
feedback for the caller. Nevertheless, the sounds were not addressed to human 
ears to hear in the first place but to electronic filter banks, which were installed at 
the local switching stations, the so-called “call centers,” for decoding. To prevent 

3 �  The pairing of tones followed a simple rule of construction. Each vertical column has a dif ferent 
tone in the low frequency range assigned (FA = 697 Hz, FD = 770 Hz, FC = 852 Hz und FD = 941 Hz), 
while each horizontal row has a dif ferent higher frequency tone assigned (FE = 1209 Hz, FF = 1336 
Hz, FG = 1447 Hz und FH = 1633 Hz). This way, each key is assigned to a dif ferent combination of a 
high and a low frequency tone. The necessary hardware comprised a keypad encoder and tone 
generator.
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spoken language, noises and other sounds from interfering with the transmission 
of DTMF tones, the microphone was disconnected when pressing down a button. 
Further, because the dialing signals were audible “in-band” frequencies, the Bell 
technicians chose combinations of frequencies that were unlikely to occur in ev-
eryday life so as to prevent false positives and false negatives from occurring in 
the receivers of the switching equipment: “The frequencies that are used mini-
mize interference from harmonics. This permits instantaneous limiting in both 
frequency bands, and satisfactorily guards against possible voice interference” 
(Hopkins 1960: 86). If you ever wondered why push-button tones sound more like 
the otherworldly noises of electronic music than the harmonious sounds of musi-
cal instruments, this is why.

At the 1964 World’s Fair in New York, Bell presented DTMF signaling to the 
public under the brand name Touch-Tone. By means of Touch-Tone calling, sub-
scribers were enabled to initiate, for the first time, long-distance calls directly 
without the need of a human operator as an intermediary. The introduction of 
the push-button telephone was therefore closely related to the more or less si-
multaneous introduction of electronic switching systems (ESSs) to the central 
switching stations. ESSs were based on digital “stored program control” (SPC), an 
automated and computerized method of monitoring telephone switching devel-
oped around 1954 by Bell Labs mathematician Erna Schneider Hoover (Harr et al. 
1964). Electronic switching proved to be more stable and reliable than mechani-
cal methods and eliminated almost entirely the need for human operators. Since 
tone-based dialing was vital for the introduction of digital switching, the use of 
sound was also part of a foundational step in the history of digitization. The main 
advantage of DMTF dialing was the fact that tones could be both generated and 
detected much faster than the pulse signals generated by rotary phones. The in-
creased speed was particularly helpful for long-distance calls and calls to individ-
ual extensions, for instance within larger organizations, since this could greatly 
increase the number of digits to dial and hence demanded time and patience on 
the part of the caller. While Bell promoted Touch-Tone dialing to its customers as 
a more convenient way of initiating calls, the method was particularly tailored to 
unburden the switching centers, where the old step-by-step switches that could 
become serious bottlenecks in the connection process, especially during peak 
calling times. With Touch-Tone signaling, switching centers were able to handle 
many more calls within a much smaller time span.

The adoption of in-band signaling, however, was not intended to improve the 
dialing process and the handling of calls alone but to enable new ways of inter-
acting with electronic, and possibly digital, systems connected to the telephone 
network. As Hopkins (1960) points out, Bell had confidence in offering this “pos-
sible future service” because Touch-Tone dialing would provide “the customer 
with a potential (slow-speed) data transmitter” (87). The first widely distributed 
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push-button telephone was Western Electric’s Model 1500, which came with 10 
buttons corresponding to the digits 0 through 9 (see fig. 1). On later models, but-
tons with the now ubiquitous number (#) and star (*) signs were added to enable 
and control the transmission of symbolic data. Transmogrified into a potential 
remote control or terminal device, the telephone receiver could be used to provide 
alpha-numerical information, such as credit card numbers, or place commands, 
such as vertical service codes (VSCs). VSCs are sequences of digits in combina-
tion with the signals star (*) and, less frequently, number sign (#). Dialled on a 
telephone keypad or rotary dial, a VSC could be used to enable or disable certain 
telephony service features, such as call hold, call forwarding, continuous redial or 
call blocking. The term “vertical” refers to commands pointing to higher-level in-
structions within the local telephone infrastructure rather than regular telephone 
numbers, which point out “horizontally” to another geographic location or switch-
ing center. AT&T began to introduce VSCs under the name “Custom Local Area 
Signaling Services” (CLASS or LASS) codes to subscribers in the 1960s and 1970s.
With Touch-Tone, sound thus became an acoustic interface for interactions with 
automated electronic and digital systems. 

Seen from the perspective of speech act theory (Austin 1975), the DTMF tones 
can be conceptualized as “sonic acts” or “sound acts,” i.e., as sounds that not only 
represent something or contain information but also act and have consequences. 
As audible control signals, designed to communicate with automated electronic 
systems over the network, DTMF tones literally became productive sounds with-
in the telephone system as they triggered switches, transmitted information and 
remote-controlled automatic processes. It was on the basis of productive sounds, 
then, that Bell engineers aimed to prepare the telephone system for the informa-
tion age. Or put another way, Bell engineers realized that a technology conceived 
for optimizing their own infrastructure could also be used to develop and offer 
new information services to both their business and domestic customers. In re-
gard to practice, the growing habit of dialing telephone numbers and using other 
services, such as VSCs, contributed to training subscribers to perform different 
forms of data work. As noted above, Touch-Tone dialing enabled end-to-end sig-
naling, the transmission of control signals not only to the nearest switching cen-
ter but also to switching systems anywhere in the network. Therefore, the DTMF 
method needs to be regarded as an infrastructural medium that played a funda-
mental role in the transformation of the telephone from a special-purpose tech-
nology for talking over distances to a general-purpose technology for speech, data 
transmission and remote control.
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Fig. 2: Dif ferent potential applications for banking, retail, or domestic use interconnect 
customers and digital systems via Touch-Tone telephones. The original caption reads: 

“Many businesses are using the double-duty TOUCH-TONE® telephone and a computer 
to speed customer services and develop new ones as well. Banks use the Touch-Tone 
phone in an information retrieval system known as DIVA (for Digital Inquiry-Voice 
Answer). With this system, for example, a teller can query the bank ‘s central computer 
for a customer’s up-to-elate balance before cashing a check (upper lef t). He dials the 
computer, taps a few buttons to identify the account number (or, if his phone is a 
card-dialer model as shown, inserts a DIVA account card) and the code for current 
balance. The computer responds with a voice answer. Data systems using the Touch-
Tone telephone are being used by clerks in retail stores as well. As shown (upper right), 
the clerk telephones a computer to record each sale she makes. In this case, she sends 
the account number (for credit sales), the price, merchandise code, and her own clerk 
number. Billing and accounting are then handled automatically. Eventually, even a 
house wife (lef t [image not reproduced here]) may use the Touch-Tone telephone to “shop 
by phone,” pay bills, or check her bank balance.” Image source: Soderberg 1969: 203. 
Courtesy of AT&T Archives and History Center.

2.	Speaking to Machines, Speaking in Code: The Rise of the Call		
	 Center Industry and the Semi-automation of Phone Conversations

AT&T began to offer new custom calling services based on Touch-Tone dialing in 
the mid 1960s. These featured new functionalities, such as call waiting, call for-
warding, and three-way service or conference calls. Moreover, automatic data col-
lection and information retrieval systems, such as the digital-inquiry/voice-an-
swer (DIVA) system (see the textbox in fig. 2), were sought to bring new forms 
of distributed cooperation to the business world and domestic subscribers. Bell 
engineers envisioned diverse workf lows of quotidian “infrastructuring” (Star/
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Bowker 2002) in a number of different domains, such as banking, retail, and per-
sonal use (see fig. 2). For J. H. Soderberg, who summarized some of the potential 
commercial applications of Touch-Tone-based services in 1969, the switched tele-
phone network pointed the way into the digital future of networked devices and 
distributed services:

The possibilities for using the Touch-Tone telephone for control purposes are vir-
tually unlimited. Not only can the Touch-Tone telephone bring the computer revo-
lution into every living room or of fice across the nation, but it can perform many 
other simpler control functions. It is even conceivable that future systems will per-
mit you to turn on your home air conditioner so that your home will be comfortable 
when you return from a trip, or let you “shop by phone”—merely by pushing a few 
buttons on your telephone. The result could be a dramatic simplification of every- 
day tasks. (Soderberg 1969: 203)

As Soderberg’s vision shows, Bell engineers and marketers had surprisingly clear 
ideas about the potential of digitally networked, semi-automated services in tele-
phone banking, distributed accounting, home shopping and smart home applica-
tions. Not least due to antitrust laws, which banned cross-subsidizing “enhanced” 
telecommunications services and largely prevented AT&T from venturing into 
computer businesses, many of these possible applications remained for more 
than another decade just that, a technological potential and good publicity for the 
Touch-Tone service. It took well until the 1980s before push button phones reached 
a considerable saturation.4 But watch any Hollywood film from the time featuring 
1980s yuppie culture and you will see Touch-Tone services everywhere and realize: 
the telephone system was the internet of services before the internet of services.

Touch-Tone-based services, however, proved tremendously successful in the 
customer service sector and were deeply connected to the rise of call centers. In 
the late 1950s and early 1960s, call centers began to form in the offices of telephone 
companies for their own customer and operator support. Two technical innova-
tions fostered the spread of premise-based call centers. First, the introduction of 
private automated branch exchanges (PABX), later also referred to as private au-
tomated business exchanges, allowed automatic routing to an extension number 
in a larger organization and hence replaced the work of phone receptionists or 
attendants (see Bodin 2002: 20). Shortly after, automatic call distributors (ACD) 
extended PABX capability to collect incoming calls—for instance, to the central 

4 �  The technology was still considered a “premium” feature until well into the 1990s, when personal 
computers connected to the internet via modems began to challenge the use of the telephone as 
the go-to interface for interacting with distributed online-services.
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office of an organization—and route them to a group of customer service agents.5 
In case all agents were busy, the ACD placed the incoming call in a waiting line 
until an agent became available. The functionality of ACDs is based on sophisti-
cated algorithms, such as Erlang calculations, for predicting how many agents are 
needed and how to best queue and assign large numbers of simultaneous calls. 
ACDs can therefore be seen as the foundation of call centers and represent the first 
kind of artificial intelligence (in the larger sense of the word), because they intro-
duce automatic decision making to the management of calls. However, ACDs are 
not artificial intelligence in the narrow sense of the term but rather “conditional 
call routing solutions, based on if-then conditions, or rules pre-defined by the or-
ganization” (Stanley 2018). Nevertheless, ACDs assure to this day that callers are 
answered as quickly as possible and that the time of all agents is used evenly and 
effectively. 

Both PABXs and ACDs reduced the need for human operators and reception-
ists in central telephone offices and even rendered their work entirely obsolete. 
Moreover, sophisticated ACDs provided reports on various aspects of the call 
transaction (Bodin 2002: 22-23). Automatic call distributors proved particularly 
valuable for organizations that faced large call volumes. However, automatic in-
house routing had the obvious disadvantage, due to algorithmic procedures, of 
not allowing callers to contact an agent directly. Since callers were unlikely to get 
assigned to the same agent twice, it prevented them from forming relationships 
with particular agents and hence resulted in a much less personal calling experi-
ence. AT&T’s introduction of toll-free 1-800 numbers in 1967 basically established 
automatic call distribution on a nationwide scale—the service would first redirect 
calls to a national or local call center, where on-premise ACDs would further route 
the call to available agents.6 Toll-free numbers led to an unprecedented increase 
in customer service call volume and cemented the anonymous user experience 
as a de facto standard. ACDs became the foundation of large-scale, decentralized 
and geographically distributed call centers. Among the early ACD solutions that 
proved economically successful, the US-manufacturer Rockwell is one of the most 
credited. The company’s Galaxy ACD, as the device was called, enabled Continen-
tal Airlines to start offering phone-based f light reservation in 1973.

In the 1970s, the potential of DTMF signaling was recognized by manufac-
turers of call center equipment. So-called interactive voice response (IVR) sys-
tems automated not only the routing of calls but also specific parts of the actual 
phone conversations themselves. ACDs could play welcome messages, but they 

5 �  The job of automatic call distributors, or ACDs, is to filter, order and assign incoming calls to the 
best available agent.

6 �  The inventor of the toll-free number once stated that all he had invented was in fact a pointer in 
a digital directory.
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featured no further functionality other than putting the caller on hold. In IVRs, 
prerecorded messages would inquire about the caller’s needs, acoustically guide 
them through a menu structure and present them with choices for different ser-
vices, which the caller would then be able to select by pressing the corresponding 
buttons on a push-button phone. Typically, these systems were semi-automat-
ed human–machine systems with IVRs at the front end and human agents who 
took over at predefined points or whenever an automated system would come up 
against limits. The division of labor between humans and machines was achieved 
by breaking down phone conversations into parts with greater or lesser degrees 
of redundancy and automating the former. Fixed sets of categories and options 
addressed most customer queries, delivered through prerecorded messages that 
caller callers could respond to using DTMF tones. We can therefore regard the 
relation between the customer and a respective organization, which unfolds with-
in an IVR system, as what Susan Leigh Star and James R. Griesemer have called 
a “cooperation without consensus” based on a common techno-conversational 

“boundary object” (1989).
The self-service functionality of IVRs allowed for substituting, at least in part, 

not only operator work but also the actual voice and transactional work performed 
by customer service agents. Other than the obvious saving of labor cost, automat-
ic call center systems had the advantage of enabling expanded service hours. The 
f lipside, however, was that since callers were not even talking to human agents 
anymore—at least not until the system connected them to one—IVRs rendered 
the phone experience even more anonymous than the seemingly random selection 
process done by automatic call distributors. Over the years, vendors added voice 
recognition to Touch-Tone as an alternative input language. The primary goal of 
introducing voice control had been to extend IVR services to owners of rotary-di-
al telephones but the result was that with voice recognition, whoever preferred 
speaking to typing was now able to interact with the IVR system via spoken lan-
guage. This is the point where AI techniques first enter the stage. 

Most of these circuit-switched telephonic systems have since been replaced by 
packet-switched, IP-based technology. Their story is therefore, at least to some ex-
tent, also an archaeology or reconstruction of media-cultural visions of a semi-au-
tomated future, consisting of human operators and interactive systems. They also 
refer to a hybrid future of cooperative systems that were both analog and digital 
at the same time. George Lucas’ first feature film, THX 1138 (1971), is exemplary of 
the future visions in this period of telephonic information networks. Lucas paints 
a picture of a futuristic underground society permeated by communication and 
surveillance technologies, reminiscent of George Orwell’s novel 1984. He there-
by extrapolates contemporaneous advancements in touch-button telephones and 
semi-automatic systems into a dystopia of total audiovisual mediatization and 
surveillance. The impression of the omnipresence of media-technological media-
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tion and observation is further reinforced by frequently staging technically medi-
ated communication situations in the form of telephone and intercom conversa-
tions, tape announcements, video transmissions, and CCTV images. 

As a response to its cultural moment, THX 1138 forms an artistic ref lection on 
the then-incipient transformation of acoustic media into what Jonathan Sterne 
has termed a “speaker culture” (Sterne 2015: 113). The film’s soundscape of techni-
cal communications and automated announcements, interwoven through mon-
tage, raises the question of whether the characters actually interact with human 
interlocutors or merely with automatically triggered answers stored on tape. Its 
references to telephone technology are inscribed  further in its very scene design, 
with a Pacific Bell circuit switch room serving as a filming location, according to 
the IMDB trivia section: 

The seemingly endless Control Room where the android police try to corner THX 
and SRT, who find out LUH has been consumed for organ reclamation, was the cir-
cuit switch room of the San Francisco location of the Pacific Bell Telephone Com-
pany. Pacific Bell allowed George Lucas to shoot the film there, because the entire 
room and the hardware found there were about to be dismantled, as the phone 
company was switching to touchtone phone technology (IMDB 2019).

Lucas even named the title of the film after his San Francisco telephone number, 
849-1138, where the letters THX correspond to letters found on the buttons for the 
digits 8, 4, and 9. Moreover, many of the electro-acoustic sound effects that popu-
late the soundscape of the film are distilled from telephone dial tones, which edi-
tor and sound editor Walter Murch manipulated by applying compositional meth-
ods derived from musique concrete. The depiction of automatic speech systems as 
inhumane and anonymous is achieved largely by recreating or mimicking the user 
experience of early IVR systems: the messages and public announcements that are 
automatically triggered throughout the movie are repetitive and monotonous and 
leave no room for doubt that the citizens of the future society have to adjust to the 
system and not the other way around. Rewatching the movie almost half a centu-
ry after its initial release, one cannot help but associate it with current AI-based 
public surveillance systems, such as China’s Social Credit System. 

3.	“Speech is an Untapped Goldmine”: The Adoption of AI			 
	 in the Contact Center and Virtual Voice Assistants

Despite their still apparent limitations, recent speech recognition and synthesis 
systems, such as those used for voice assistants, sound more familiar and less ro-
botic and anonymous than the mantra-like reminders and announcements that 
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populate the soundtrack in THX 1138. Early examples of automatic speech rec-
ognition (ASR) include pattern-based models for detecting a limited ensemble of 
spoken sounds such as digits and words, where the recognition of an uttered digit 
or word is determined by its correlation with a set of stored reference patterns 
(Davis et al. 1952: 194). Among the well-known early examples of such applications, 
Bell Laboratories’ “Audrey” (Pieraccini 2012: 55-59) and IBM’s “Shoebox” (Dersch 
1962) were able to recognize spoken digits and, in the case of Shoebox, even a lim-
ited number of commands if spoken by a familiar voice.7 “HARPY,” a speech recog-
nizer developed in the mid 1970s at Carnegie Mellon University as part of the first 
ARPA project on speech understanding research, was already able to recognize a 
vocabulary of 1,011 words (Lowerre 1976). In the late 1970s, IBM’s Dragon system 
heralded a new era of ASR systems based on hidden Markov models, the descen-
dants of which were used in most IVR systems from the 1990s onward (Pieraccini 
2012). 

As noted in the previous section, speech recognition research yielded the po-
tential use of the human voice to control automated systems and to transmit in-
formation to them. Spoken language thus represented an alternative type of pro-
ductive sound alongside DTMF tones in automated telephone systems. Moreover, 
the integration of voice control into major computer operating systems such as 
Windows or MacOS, not least in order to increase accessibility for visually im-
paired users, points toward the conversational systems that we now see used in 
current applications and platforms for smartphones and smart home devices. To-
day, the combination of automatic speech recognition, understanding and syn-
thesis—now largely based on artificial intelligence approaches—is referred to as 
natural language processing. A crucial step toward this stage of extended voice 
agent interaction has been the application of machine learning and deep learn-
ing techniques, which mostly rely on learning algorithms based on deep neural 
networks (DNN). Compared with previous methods, following from the historical 
precursors in speech recognition and synthesis described above, DNNs allow for 
the analysis and processing of voice audio with a much higher level of accuracy 
and naturalness (cf. Mary 2018: 50). The improvements are primarily due to the 
general increase in processing power, the use of cloud computing, and the ac-
cess to vast amounts of training data. This is also the reason why big tech com-
panies have in recent years increasingly developed natural language processing 
and offered AI solutions for call centers and voice assistants for smartphone or 
home use.8 Special apps and platforms, such as Amazon’s Lex, Google’s Dialog-

7 �  The name “Audrey” is a loose acronym of “automatic digit recognition.” 
8 �  These systems are increasingly based on a centralized internet infrastructure dominated by 

cloud-based services provided by a few major market leaders, Amazon (AWS), Google (Google 
Cloud), and Microsof t (Azure). The speech recognition models, the emotion analysis metrics, and 
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f low, Facebook’s Wit.ai, IBM’s Watson, and Microsoft’s LUIS, offer considerably 
straight-forward solutions for creating conversational bots. Not surprisingly, one 
of the major professional domains of AI application is the contact center indus-
try. Google, for instance, boasts that its cloud services provide “AI-powered vir-
tual agents for the contact center, including phone-based conversational agents 
known as interactive voice response (IVR)” (Google 2019).

Call centers offer ideal conditions for the introduction of voice-centered AI 
technologies because they constitute, as shown in section 2, highly compart-
mentalized, process-oriented and automated conversational environments with 
a long history of human–machine integration. From the beginning, developers 
and vendors of IVRs have conceived systems to which both customers and agents 
must adapt. Now with the most recent examples of virtual assistants, we can ob-
serve this logic upheld and transformed into new semi-automated conversational 
settings: to ensure that the systems “understand” them, users need to adapt the 
way they talk and the words they use. Therefore, the processes of automating tele-
phone work through IVRs and conversational AI can be better described in terms 
of what Hamid R. Ekbia and Bonnie A. Nardi (2017) have termed “heteromation,” 
the “extraction of economic value from low-cost or free labor in computer-me-
diated networks”—in this case, labor performed by both call center agents and 
customers.

The contemporary contact center’s core function does not fundamentally dif-
fer from its original, historical task of handling inquiries and improving customer 
satisfaction. However, the increase in online shopping and other forms of e-com-
merce has brought along a huge demand for virtual customer services, which co-
incides with the significant advancement in natural language processing capabil-
ities and synthetic speech models over the past decade (Kopparapu 2015: 5). The 
use of these optimized systems promises the automation of not only call distribu-
tion and routing but also more individual customer interactions, such as complex 
three-factor account authentification, with the effect of further reducing the need 
for direct contact with human service agents—possibly until eventually conversa-
tions between humans will have shifted from the norm to the exception.9 Since 
their emergence, IVR systems, which require long automated spoken menus for 
their extensive decision trees, have incurred criticism for being impersonal and 
annoying (cf. Smith 2016). A second reason for integrating intelligent personal as-

the design of synthetic voices that lie at the core of contemporary and future autonomous con-
versational agents are, thus, all dependent on the protocols and regulations determined by these 
corporates. 

9 �  A parallel development has happened in the field of text-based chatbots, the performance of 
which is now convincing in standard use cases (Sheth et al. 2019), although as of now, most cus-
tomer interactions still happen over the phone.
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sistants is therefore to offer the customer the experience of a “personal,” seeming-
ly individual conversational behavior, with the goal of overcoming the perceived 
shortcomings of IVR systems, by hiding the underlying hierarchical structure 
from the perception of the customer. Apple’s Siri, for example, has been branded 
from the start as a witty and fun-to-use application with personality to dissociate 
it from anonymous automated systems, such as IVRs.10 

The use of automatic speech recognition to augment traditional IVR systems 
and replace human agents, however, is not the main purpose for introducing AI 
technology in the contact center. Rather, it is the tip of the AI iceberg that is gen-
erally visible or perceivable to the customer. In the contemporary contact center, 
we are very likely to find not only one but a growing number of different types of 
artificial intelligence solutions at work simultaneously. According to one of the 
industry’s leading trade magazines, Call Center Helper, artificial intelligence solu-
tions are used not only for the handling of calls but increasingly for the production 
of new insights about customers and call center agents by capturing data from 
customer interactions, applying big data analytics, predicting customer behavior 
or monitoring advisor performance (Call Center Helper 2018). An industry repre-
sentative hence predicts that “our future with machines is going to be (and needs 
to be) one of partnership and enhancement, not sweeping replacement” (Call Cen-
ter Helper 2019). Call centers usually have vast amounts of stored voice recordings 
at their disposal, which make them particularly suited for analytic AI applications, 
especially predictive analytics and speech analytics. As an industry white paper 
frames it, “Speech is an untapped goldmine.” (CallMiner 2019: 5) 

Predictive analytics allows call centers to generate valuable insights in real- 
time, such as a customer’s willingness to pay off a debt, a customer service agent’s 
effectiveness at addressing particular concerns, and a caller’s overall sentiment 
and the actions likely to satisfy them given their history. Speech analytics, in turn, 

goes beyond recognition, interpreting not just the words a caller speaks but also 
the manner in which those words are spoken. [Also known as voice analytics, this 
technology] detects factors such as tone, sentiment, vocabulary, silent pauses, and 
even the caller’s age, analyzing these factors to route callers to the ideal agent ba-
sed on agents’ success rates, specialized knowledge and strengths, as well as the 
customer’s personality and other behavioral characteristics. (Stanley 2018, n.p.) 

In particular, this concerns the backtracking of all available voice recordings for 
all sorts of analyses and the ambition to detect and analyze not only the seman-
tic but also the emotional aspects of the human voice by exploiting methods of 
affective computing (Picard 1997; Jeon 2017). The bottom line of the current shift 

10 �  “Siri” stands for “speech interpretation and recognition interface.”
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toward the integration of AI technology into the contact center is that it works 
only in part for the customer and primarily for the enterprise using it. What I 
want to argue is that the same goes for virtual voice assistants for the home, for 
which contact centers served as a testing ground for early adoption (Davis 2019). 
To this effect, the various uses of AI in the customer service industry point to a 
number of potentially invisible or concealed uses of AI for domestic voice assis-
tants. Smart speakers with voice interfaces are branded as convenient interfaces 
to both local and cloud-based digital services. They are thus designed to simulate 
personality in order to be more fun to use. We should, however, not trick ourselves 
into thinking we are dealing with one and only one artificial intelligence alone—
the workings of which are represented and condensed in the form of the artificial 
voice. Rather, we should realize that there are probably a dozen other AI systems 
listening in and analyzing the information of our voice data being transmitted to 
the providers’ cloud servers. In the end, intelligent personal assistants work not 
merely for the users but on them. Domestic users and office workers embrace voice 
assistants for their convenience and efficiency in performing repetitive tasks such 
as web searches and daily routines. Businesses, tech corporations, surveillance 
states, and other actors, however, are competing to gain access to the users’ voice 
itself, which is seen as a highly valuable data source—a “goldmine”—for AI-based 
analytics.

4. Conclusion

With the introduction of DTMF signaling in the 1960s, special-purpose telephone 
receivers were repurposed into general-purpose remote controls, resulting in a 
fundamental first step toward a long-ranging transformation of the telephone 
system from a mere medium of communication into a versatile medium of co- 
operation. Over the course of roughly two to three decades, Touch-Tone calling 
in conjunction with IVR systems slowly trained users in how to interact with re-
mote automatic and semi-automatic information systems over the telephone net-
work. Given that these technologies almost exclusively relied on all-acoustic inter- 
faces and a small keypad, we can consider the mobilization of productive sounds 
to have ultimately paved the way for what could retroactively be called the first 
generation of everyday “online practices.” Different iterations of productive 
sounds, as I have argued, in this way formed the basis of a slow transition from 
telecommunication to telecooperation: at first, in an essential and operational 
sense in the form of multifrequency signals; later, as voice work performed by 
call center agents, prerecorded messages, hold music and other design elements, 
which formed part of telephonic waiting loops and acoustic interfaces in automat-
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ed interactive voice response systems; and finally, as conversational AI systems 
based on natural language processing. 

As the introduction of Touch-Tone calling has shown, already the “old” media 
industries, especially the telecommunications sector, worked toward realizing 
a future based on networked information technologies and services. The auto-
mation of customer service calls revealed how infrastructural innovations laid 
the foundation for the emergence of new services based on both electronic and 
embodied “data practices” and how these transformations occurred in circuit- 
switched telephone networks before the growth of personal computers and the 
internet and well outside the computer industry. By tracing the relations between 
different technological agents and forms of labor within the cooperative assem-
blages of call centers, I have shown that the development of voice-related artificial 
intelligence systems should be seen as part of a larger history of human–machine 
interaction, the practices of which continue to shape the relations between users 
and contemporary voice assistants. This transformation occured not so much in 
the form of a disruptive revolution but in terms of historical continuities based on 
successive combinations and recombinations of (semi-)automatic man–machine 
systems and the sedulous infrastructuring, networking, and delegation of co-
operative practices, ultimately leading to virtual call center agents and domestic 
voice assistants.

The use of voice assistants and smart speakers is reminiscent of the principles 
and practices of using a self-service call center system. Therefore, I tentatively like 
to frame them as call centers for the home. Moreover, in the coming years, voice 
control, especially in hands-free environments such as moving vehicles, is likely 
to become a ubiquitous and naturalized interface practice. In the contemporary 
contact center, managing and automating conversations to reduce labor cost and 
enhance efficiency is not the only motivation for embracing artificial intelligence 
solutions anymore; equally important is the analysis of user data for making pre-
dictions and producing new commercially exploitable insights. AI in virtual voice 
assistants is therefore used not only to create new ways of conveniently controlling 
our everyday tasks but also to data mine the control signals (i.e., the voice input) as 
exploitable customer data. Studying call center practices can therefore be a way to 
understand voice assistants, and their politics might thus best be explained by an 
uncanny pact of co-operation: One the one hand, voice assistants are devised to 
help us, and they do it well and will even get better as their skills improve. On the 
other hand, because virtual voice assistants transmit our digitized voice signals to 
remote cloud servers for processing, users are, metaphorically speaking, inviting 
into their homes and feeding nameless background AI routines with every conver-
sation. The most common prerecorded pronouncement in call center systems is 
equally valid for virtual voice assistants: “Your call will be monitored.”
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