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This paper is based on the project work carried out by the authors 
at DoclImentation Research and Training Centre. Knowledge 
representation models are used in building intelligent systems 
for problem solving. The paper discusses, a frame based knowl­
edge representation model built for automatic indexing. The 
system assigns POPSI indicators and produces subject strings 
for tilles. The results are given in appendices. 
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1. Introduction 

An Index is designed as a tool for information retrieval. 
To achieve maximum efficiency an index should cater to 
the different approaches of the users. The usual ap­
proaches are by author, title and subject. Subject indexing 
deals with the formulation of subject strings to satisfy the 
subject approach of the users. This process involves 
analysis of the document for its subject content and 
modulation of the indexing string. The earlier attempt in 
subjcct indexing was UNlTERM indexing. As subject 
terminology comprises compound terms, the uniteI'm in­
dex docs not fully justify its role in information retrieval 
especially not in a manual environment (although p08t­
coordination ofterms is much easier in a machine environ­
ment). Compound terms are better dealt with in pre­
coordinate indexing. However, compound terms alone 
without the contextual information may tend to decrease 
precision in information retrieval. 

One of the first attempts in providing context in auto­
matic indexing is the KWIC (Key Word In Context) 
index, which has introduced the concept of permuting the 
constituents of entries in a subject index. However, as the 
KWIC index permutes the titles of documents there is no 
guarantee that the entries carry the contextual information 
sufficiently ifnot fully. This lacuna becomes even more 
apparent in the case of fancy titles which give no clue of 
the subject of the document. In other words, the success 
of KWIC and its variants like KWOC, KWAC etc. de­
pends on the expressiveness of titles and fails when titles 
afe not expressive. 

The next move in context based subject indexing was 
the emergence of PRECIS (PREserved Context Indexing 
System), which uscs the permutation technique ofKW!C, 
but unlike KWIC, the subject strings are based on an 
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analysis of the thought content of a document. POstulate 
based Permuted Subject Indexing, POPSI, propounded 
by G. Bhattacharyya is a context based indexing systcm. 
POPSI has incorporated the principles of classification 
according to the Ranganathan School of Thought, in order 
to give context to terms in subject strings . The present 
work deals with the automation of POPS!. 

2. POPSI 

Postulate-Based Permuted Subject Indexing (POPS!) 
developed by G. Bhattacharya uses the Analytico-Syn­
thetic method for string formulation and permutation of 
the constituent terms in order to satisfy different approach 
points to the document. It is guided by accepted postulates 
and principles. 

2.1 Constituents of POPST 

2.1.1 Lead Heading 

This is the heading of the index entry. The index tcrm 
which appears in the position of a lead heading is called a 
'Lead Term'. The lead term dccides thc position of that 
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entry in the entire subject index and thereby ensures 
precision in search. The lead term is also referred to as 
'Access Term' or 'Approach Term'. The lead heading 
may also contain other terms with or without auxili8ly/ 
function words that further qualify the lead term, making 
its meaning clear. 

Lead terms are generally presented in noun form. They 
may also consist of auxiliary/function word (symbols) as 
and when warranted. The auxiliary symbols serve as 
connectors to constitute words of a lead term, so that the 
lead term becomes readable and conveys a specific mean­
ing. An advantage of connectors is that they resolve 
ambiguity in case of certain noun phrases in natural 
language. An altemative to using the COlmectors is to have a 
predefined order in presenting the components of a lead tenn. 

2.1.2 Context Heading 

A context heading generally appears as a next line to 
the lead heading. A context heading may contain a few 
more subject terms along with auxiliary words. The 
purpose of a context heading is to provide the information 
about the context in which the lead term occurred. 

2.2 Subject Indexing Languages (SIL) 

2.2.1 Structure 

According to the SIL Theory different structures with 
regard to subject indexing language statements are iden­
tified as Semantic Structure, Element8lY Structure, and 
Syntactic Structure 

2.2.2 Semantic Structure 

The semantic structure of a subject, essentially refers to 
its parts, species and different concepts and their relation 
with each other. In other words, the name of a subject 
comprehends all its divisions and subdivisions and what 
they denote. This is essentially due to the expression of 
relations between different concepts. For example, Phi­
losophy as a subject comprehends ethics, epistemology, 
metaphysics etc. The semantic structure is based on 
'Genus-Species', 'Whole-part', 'Broader subject/ nar­
rower subject' or 'Extension' or range of the subject. 

2.2.3 Elementary Structure 

The components of a subject index statement may belong 
to more than one elementary category depending on the 
semantic significance of each categOly. The structure recog­
nized on the basis of elementaty categories to which the 
different components of a subject index statement belongs to 
the 'Elementaty Structure'. This stmcture is artificially 
postulated. For example, S.R. Ranganathan has identified a 
set of fundamental categories viz. 'Personality', 'Matter', 
'Property', 'Energy', 'Space', 'Time'. This categorization is 
similar to that of palis-of speech in natural languages, or 
phrases in phrase structure grammars of linguists. The syntax 
of a natural language is defined in telms of pmis of speech, 
whereas the syntax ofa subject indexing lan!::,'Uage is defined 
in terms of predefined categories. 
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2.2.4 Syntactic Structure 

The syntax of a language prescribes lUles for valid or 
acceptable sentences. In a way, it expresses the relation of 
elementmy categories to each other, in a given language. 
The syntax of subject indexing languages also sets I11les 
for the construction of valid subject indexing statements. 

In natural languages, for a given set of elementary 
categories, the syntax may allow a number of valid sen­
tences to be formed, resulting sometimes in ambiguity. 
However, in the subjcct index languages the syntax should 
not allow ambiguous statements. As SILs are artificial 
languages, they are supposed to have well-defined rules 
for the construction of valid statements. The syntax of 
Subject Indcxing Languages should clearly state the order 
of its elementary categories. 

The concept of deep structure, has attracted many 
researchers in the field of Subject Indexing. If the same 
advantages are promised in the case of subject indexing 
languages, itcan well be concluded that a subject indexing 
statement of a given subject indexing language can well 
be translated into a statement of another subject indexing 
language. 

To achieve this, G. Bhattacharyya has attempted to 
study various subject indexing languages in order to 
identify the dcep structure of SIL. The Phrase Structure 
Grammar identifies some basic categories of words like 
Noun phrase, Verb Phrase, Noun, Verb, Determiner etc. 
In the case of subjcct indexing languages Bhattacharyya 
arrived at elementary categories, viz. Discipline, Entity, 
Property and Action (Acronym DEPA), and a special 
component called 'Modifier', 

Discipline (D) 
Discipline is an elementalY category that includes con­
ventional ficlds of study or any aggregate of such fields or 
artificially created analogous ficlds. For example: Li­
brary Science, Artificial Intelligence, Computer Science, 
Radiology etc. 

Entity (E) 
Entity includes manifestations of having perceptual cor­
relates, or only conceptual existence, and distinct from the 
properties and actions performed by them or on them. For 
examplc: Libr31Y Collection , Lung, Patent, etc. 

Property (P) 
Property includes manifestations denoting the concept of 
attribute-qualitative or quantitative. For example: Effi­
ciency, Specific Gravity, Precision, Disease. 

Action (A) 
Action includes manifestations denoting the concept of 
doing. Action may manifest as self action or as external 
action. For example: Function, Migration are self actions; 
Selection, Evaluation are external actions. 

Modifier (M) 
In relation to the manifestation of any one of the elemen­
tmy categories, 'Modifier' refers to qualify the manifesta-
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tions without disturbing its conceptual wholeness. For 
Example: 'Subject' in Subject Classification. 
A modifier can modify a manifestation of any of the 
fundamental categories as well as a combination of two or 
more manifestations of two or more elementary catego­
ries. Modifiers generally create speeies/types. Modifiers 
can be either Common modifiers like Form, Time, Envi­
ronment and Place or Special modifiers which are Disci­
pline-based, Properly-based or Action-based. 

2.3 The Syntax of the Deep Structure (DS) ofa Subject 

Indexing Language 

The basic rule of syntax associated with the DS ofa SIL 
is that 'Discipline' should be followed by 'Entity' (either 
modified or unmodified) appropriately interpolated or 
extrapolated wherever warranted by 'Property' and/or 
'Action' (both modified or unmodified). 

A manifestatiou of Property follows immediately the 
manifestation in relation to which it is a property. A 
manifestation of Action follows immediately the manifes­
tation in relation to which it is an action. Property and 
Action can have another property and / or Action directly 
related. In other words, the rules of syntax relating to 
Property and Action of another property or action is that 
their positions must always follow the Property or Action 
to which they are related. 

The Rules of Syntax relating to species / Part and 
Modifiers according to POPSI are: 

A species or part follows immediately the manifesta­
tion in relation to which it is a species or part. A modifier 
follows immediately the manifestation in relation to which 
it is a modifier. This rule also applies to cases where there 
are more than one modifier to the same manifestation. If 
more than one sequence of modifiers to the same modifyee 
is equally valid (in terms of its representation in natural 
language), according to the above rule, the choice of any 
sequence is acceptable (3). 

In general, the rules of syntax give rise to the following 
syntactical structure. 

DISCIPLINE followed by ENTITY followed by PROP­
ERTY and lor ACTION. PROPERTY and lor ACTION 
may further be followed by PROPERTY and/or ACTION 
as the case may be. Each of the above components may 
further admit of, and be followed immediately by their 
respective SPECIES/TYPES and/or PARTS and/orSPE­
CIAL MODIFIERS. The COMMON MODIFIERS gen­
erally occur last in thc sequence. These rules of syntax are 
in total conformity with Ranganathan's theory of Class i­
fication, (especially with the Principle offaeet sequence) 
based on the principle of decreased concreteness, (wall 
picture principle) and its derivations like Actand-Action­
Actor-Tool principle. 

3. An AI Model for Subject Indexing 

To solve complex problems in artificial intelligence 
there is a need for a large amount of knowledge and some 
mechanisms for manipulating that knowledge to create 

solutions to new problems. The different ways of rep­
resenting knowledge show that specific knowledge repre­
sentation models allow for more specific and powerful 
inference mechanisms that operate on them. 

The three major models of knowledge representation 
can be enlisted as 
I )  Rule-based models, 2) Semantic Nets, and 3) Frame­
based models 

3.1 Rule-based Models 

Rule-based Imowledge representation depends on a 
number of mles and works deductively. A set of if/then 
lules are incorporated and identification of facts/tmths is 
done by definite prestated combinations of such mles. 

3.2 Semantic Nets 

Semantic Nets are knowledge representation models 
where information is represented as a set of nodes con­
nected to each other by a set of labeled arcs, which 
represent relationships among nodes. These nets are 
represented internally using some kind of attribute-value 
memory structure. 

3.3 Frame-Based Knowledge Representatioll 

A frame is a data structure for representing a stere­
otyped situation. It is basically a network of nodes and 
relations. The top levels ofa frame are fixed and represent 
things that are always true about the supposed situation. 
The lower levels have many terminal-slots that must be 
fiIIed by specific instances of data. 

Two different kinds of entities dealt with in knowledge 
representation arc; 

(a) Facts: Things that we want to represent 
(b) Formalism: Representations of facts in a 

chosen formalism. 

The present work adopts Frame Based Knowledge 
Representation for representing the facts in the system. 
Inheritance in frames is used in assigning categories to the 
constituents terms of the subject heading. 

4. Objectives of the Project 

The objectives are a) to build an Intelligent System for 
information retrieval based on POPSI, b) to incorporate 
Artificial Intelligence techniques in the design of the 
system, aand c) to demonstrate the viability afIntelligent 
Indexing systems. 

4.1 Hypotheses 
A. Knowledge is expressed in Natural language and knowledge 
representation is nothing but semantic representation. 
B. A frame-based knowledge representation model is ideal for 
semantic representation. 
C. The Analytico-Synthetie approach is amenable to frame­
based knowledge representation. 
D. Every noun phrase has a definite role to play in a subject 
string that is used as a surrogate to a document. 
E. The modulated subject string provides context to each indi­
vidual key term in a subject string and this modulation could be 
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achieved by using a hierarchical representation of key term. 
F. Each individual word knowledge representation can be treated 
as an object. In an object oriented approach to knowledge 
representation, the main task is to identify the objects, their 
properties and the relation among objects to each other. 

4.2 System 

The present work aims at building a frame-based rep­
resentation model to generate the subject strings in D E P 
A (POPS!) syntax. The program is written in PROLOG. 
The steps through which the system was developed arc as 
follows: 

a) Compilation of a system knowledge base 
(Appendix 1) 

b) Design of an Inference Engine (Appendix 2) 
c) Sample of Output Subject Strings 

(Appendix 3) 

The input for this arc noun phrases from selected titles 
in Library Science. The noun phrases collected are passed 
on to a knowledge based system in order to represent the 
semantics. The knowledge based system comprises a 
frame-based knowledge representation, modeled on the 
lines of subject classification; to be specific: with a deep 
structure of the indexing language as represented by the 
DEPA sequence. 

Actions, operations and processes are stated as nouns 
rather than verbs, e.g. design, application, production, 
acquisition, execution, elimination, implementation, vali­
dation, substitution, determination, measurement, syn­
chronization etc; or are stated as activity nouns derived 
form verbs like: programming, editing, processing/ in­
structing, indexing, estimating, coding, etc. The basic 
parsing task in query analysis is the recognition of noun 
phrases and the relation between them ( l 0). 

Representation of categories is attempted by building a 
frame based representation for semantics. Therefore, the 
basic approach is to build a Frame Based Knowledge 
Representation model, where each term (noun phrase) is 
treated as an object. The primary task is to express each 
object (noun phrase), its properties, and its relation to 
others objects. 

4.3 Frame Formulation 

The objective in interpretation of a sentence is to get a 
set ofinterrc1ated frames, in which each frame represents 
a verb or noun and its associated modifiers. Frames 
contain slots that can be unified or filled. Filled slots 
represent facts. 

Unirying means finding substitutions afterlTIs far vari­
abIes to make logical formulae identical. A matching 
operation is carried out between frames to fill in the value 
of the frame necessary for representation. For example, 

frame- l  : Cataloguing 
category : action 

frame-2 : Cataloguing 
category : X 

This goal frame can be interpreted as the query 'To 
which category 'Cataloguing' belongs?' Matching it 
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against the fact frame above yields the substitution 
X = action 

which is the answer to the query. 

5. Knowledge Representation of Elementary 
Categories 

5.1 Discipline 

The natural language processing system developed 
here is domain specific. The subject index entries belong 
to the discipline 'Library Science'. The frame-based 
knowledge representation model intended to represent the 
semantics of subject index entries belong to the discipline 
'Library Science'. Accordingly the system fills in the 
discipline slot, the value 'Library Science'. The predicate 
fillin' in the program adds the necessaty list stmcture [ I ,  
Library Science] where ' I '  i s  the indicator value of the 
discipline category. 

5.2 Entity 

The eategOlY entity includes all kinds of libraries. The 
relation among different isolate ideas in this category or 

that of part-of relation. For example 
value(acquisition section , part_of, library). 
value(library,eategory, entity). 

The input strings for the system are taken in the area of 
Library Science. These are essentially noun phrases taken 
after parsing selected titles. 

5.3 Property 

The property category includes all belongings oflibrar­
ies like library collection, library rules etc. The relation 
between different types of documents is represented by 
the kind_of relation. The facts in property look like 

value (Reference books, kind_of, books). 
value (books, kind _ of,library collection). 
value(library collection, part-of,library). 
value(library collection, category, property). 
value(property, indicator, [ '  6 " , .2 ' ] )  . 

The system gathers all the information for the noun 
phrase such as, what are its super-ordinates, to what 
category it belongs, and what is the value of the indicator. 
For example, ifthenoun phrase Reference books' is encoun­
tered, further information is filled in the property slot, 

(6.2 library collection 6.2 books 6.2 reference books) 

However, ifthe document does not explicitly deal with 
a particular kind of document the system produces the 
following string to be filled in the property slot. 

(6.2 library collection) 

5.4 Action 

The system emphasizes this category specially when 
compared to entity or property. The other categories are 
dealt in order to give context to this category. 

value (administration, usc, management). 
value (administration, category, action). 
value (action, indicator, 6.2.9). 
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If the syntactic parser produces a noun phrase 
(managementAtechniques) then, the system produccs the 
following string to be filled in the action slot. 

(6.2.9 administration) 

5.5 Modifiers to Action 

The modifiers mostly belong to the modifiers of kind I 
category, which form complex terms like 'management 
using linear programming'. For which the system pro­
duces 

(6.2 .9 management 6.2.9.5 (using) linear programming) 
from the following facts in frame representation. 

value (management, category, action). 
value (linearAprogramming , category, 

modifier_to _action). 
value ( modifier_ to_action, indicator, 6.2 .9.5). 

However, a problem arises when the expressive title 
contain more than one isolate belonging to the modifier 
category. However, thc program factors such a composite 
term (where the components belong to more than one 
categOly). Hcre, it should be emphasized that the order of 
quasi isolates decides the order of the elements. 

6. Formulation of Subject Entries 

Thc system adopts the following steps in order to arrive 
at the POPSI subject strings. 

Step 1,' Preparation of expressive title 

This step is done manually. The expressive titles thus 
prepared are input to the system for the generation of 
subject strings. The titles have been input in list structures 
as shown below: 
[a, practical, manual, of, colon, classification] 
[administration, of, technical, libraries] 
[a, physical, bibliography, for, librarians] 

Step 2: Factoring the expressive titles for constituent 
terms. 

This step involves the construction of noun-phrases 
which include unitenns, compound and composite terms. 
It is hypothesized that every noun phrase has a definite 
role to play in a subject string that is used as a surrogate to 
a document. For example: 

Title: 'A Practical manual of Colon Classification' 

Represented as: [a, practical, manual, of, colon,classification] 
Noun phrases generated: practicalAmanuaI 

co I onllclassi fi cation 

Step 3: Standardisation of terms 

Standardisation of non-standard terms is done by in­
corporating the information in facts in representation. 
Reference is given from a non-standard term to a standard 
tcnn. The system picks up the standard term and then assigns 
the category and the indicator accordingly. For example: 

Title: 
Representation: 

'administration of technical libraries' 
[administration, of, technical,libraries] 
(administration, use,management). 

The system picks up the term 'management' for the 
subject strings in place of the term 'administration'. 

Step 4: Modulation 

In this step the system adds on the additional informa­
tion such as the basic subject and then arranges the 
constituent terms according to the DEP A syntax pre­
scribed by POPSI. Since the titles chosen for input are 
from the field of Library Science the system fills the data 
as follows 

Disciplinc = Library Science 

Further it assigns each of the constituent term to its 
category and then arranges the terms by either extrapolat­
ing or intrapolating for broader or narrower terms in the 
subject string. For example: 

Title: 
Noun Phrases: 
Representation: 

Modulated String: 

[administration, of, libraries] 
administration library 
(administration, use, management). 
(management,category, action). 
(library, category, entity). 
Library Science, library, management 

Step 5: Assignment a/indicators 

POPSI assigns indicators to each constituent term to 
facilitate the sequence of arrangement of terms in the 
subjectstring. The system assigns the presta ted indicators 
to the constituent of the modulated string. For example: 

Title: [administration, of, libraries] 
Noun Phrases: administration library 
Representation: (administration, usc, managcment). 

(management,catcgory, action). 
(library, category, entity). 
(action, indicator, ['6', ' . 1  'J). 
(entity, indicator,['G']). 

From the above facts the systems assigns the indicators 
to the constituent terms as shown below: 

6 library 
6 . 1  management 

Step 6: Generation of subject entries lIsing the syntax as 
prescribed by POPS1. 

Finally the subject string is formulated in which the 
constituent terms are assigned indicators and the output is 
consistent with the syntax DEPA o[POPSI. For example: 
Title: [administration, of, librarics] 
Noun Phrases: administration library 
Representation: (administration, use, management). 

(management,category, action). 
(library, category, entity). 
(action,indicator, [ '6 ' , ' . 1  'D. 
(entity, indicator. ['6']). 

Index- string: Library Science, 6 library, 6.1 management 

7. Conclusion 

The system tackles the different steps in indexing after 
the formulation of the expressive title which is the only 
step done manually. Standardisation of non-standard 
terms to standard terms is taken care of by the system. The 

166 Know!. Org. 22( 1995)No.3/4 
D.V.Aptagiri/M.A.Gopinath/A.R.D.Prasad: Frame-based Knowledge Representation Paradigm 

https://doi.org/10.5771/0943-7444-1995-3-4-162 - am 13.01.2026, 03:21:51. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/0943-7444-1995-3-4-162
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb


frame-based knowledge representation system assigns 
the indicators according to the categories DEPA pre­
scribed by POPS! and automatically generates the subject 
strings as given in the appendix 3 .  
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APPENDIX I 

THE SYSTEM KNOWLEDGE BASE 

% Indicators 
value (time, 
value (space, 
value (property, 
value (entity, 
value(action, 

indicator, 
indicator, 
indicator, 
indicator, 
indicator, 

[' I ']), 
['3 ']), 
[',2']), 
['6']), 
[', I ']), 

% Space 
value (world, 
value (asia, 
value (europe, 
valuc (india, 

% Entity 

category, 
bt, 
bt, 
bt, 

% Types of libraries 
value(library, 
value(archivc, 
val u e( info rrna ti on"cen tre, 
val ue( referral"cen tre, 
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entity), 
world), 
world), 
world), 

category, 
usc; 
usc, 
usc, 

entity), 
library), 
library), 
library), 

category, entity). 
% Sections of a library 
value(library"divisions, 
value( circulation"section, 
value(periodical"section, 
val ue( acq uisi tio n "secti on, 

bt library"divisions). 
bt, library"divisions). 
bt, library"divisions). 

%Types of documcnts 
value (document, 
value (newspaper, 
value (standard, 
value (patent, 

% Action 

category, 
bt, 
bt, 
bt, 

entity), 
document). 
document). 
document). 

% Technical Processing 
value (technical "processing, 
value (documcnt"acquisition, 
value (cataloguing, 

category, action). 

value (classification, 

% Information Service 

bt, technical"processing). 
bt, technical"processing). 
bt, technical"processing). 

value(information"serrvice, category, action). 
value( documentation"service, usc, infonnation"service). 
value(reference"scrvice, bt, information"scrvice). 

APPENDIX 2 

SAMPLES OF SUBJECT STRINGS GENERATED 

Title: A history of library associations. 
[a,history,of,library ,associations] 
history 
1 ibrarY"association 

Library Science. 6 1carned"body professional"association 

Title: A physical bibliography for librarians. 
[a,physical,bibliography for librarians] 
physical"bibliography 
librarian 

Library Science 6 document bibliography. 
physical"bibliography 

Title: A practical manual for Colon Classification. 
[ a,practical,manua I , for, colon, c 1 assi fica ti on J 
practical "manual 
colon "classification 

Library Science 6.1 technical"processing classification. 
faceted"c1assification. colon classification 

Title: Academic libraries 
[academic, libraries] 
academic " library 

Library Science 6 Library academicAlibrary 

Title: Administration of technical libraries. 
[ administrati on, a f, technical,li brari es J 
administration 
technical"library 

Library Science 6 library. special library 6.1 management 
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