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Abstract: Automatic subject prediction is a desirable feature for modern digital library systems, as manual in-
dexing can no longer cope with the rapid growth of digital collections. It is also desirable to be able to identify a
small set of entities (e.g,, authors, citations, bibliographic records) which are most relevant to a query. This gets
more difficult when the amount of data increases dramatically. Data sparsity and model scalability are the major
challenges to solving this type of extreme multi-label classification problem automatically. In this paper, we pro-
pose to address this problem in two steps: we first embed different types of entities into the same semantic space,
where similarity could be computed easily; second, we propose a novel non-parametric method to identify the
most relevant entities in addition to direct semantic similarities. We show how effectively this approach predicts
even very specialised subjects, which are associated with few documents in the training set and are more prob-
lematic for a classifier.
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1.0 Introduction

Because of the ever-increasing number of documents that
information systems deal with, automatically identifying
most relevant entities, such as authors, subjects, citations,
or other documents is one of the most desirable features
for many such systems. The size of search space is nor-
mally enormous. For example, many knowledge organisa-
tion systems (e.g., thesauri, subject heading systems) that
are used in digital libraries to describe the subjects of the
bibliographic records often contain tens or hundreds of
thousands of terms. The number of authors or citations
in a medium-to-large scale bibliographic collection reaches
hundreds of thousands easily. Automatically identifying a
small set of highly relevant entities from such huge search
spaces—the Extreme Multi-label Text Classification
(XMTC) problem—is, therefore, very difficult. Data spar-
sity and scalability are the major challenges.

In this paper, we describe our two-step approach to ad-
dressing this problem. First, we propose a novel embed-

ding method which embeds different types of entities in-
cluding documents themselves in the same semantic space.
This method extends random projection by projecting raw
entity embeddings orthogonally to an average vector, thus
improving the discriminating power of resulting entity em-
beddings, and build more meaningful document embed-
dings by assigning appropriate weights to individual enti-
ties. Secondly, we propose a novel non-parametric method
to predict more relevant entities for unseen documents in
addition to leveraging direct semantic similarities. We com-
pare this method with the state-of-the-art deep learning
method and the direct entity-document-similarity based
method.

2.0 Related work

Our goal is to automatically identify a small subset of highly
relevant entities from tens or hundreds of thousands of
candidates. This remains a difficult problem and is a form
of Extreme Multi-label Text Classification (XMTC)
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(Prabhu and Varma 2014, Bhatia et al. 2015; Liu et al. 2017),
where the prediction space normally consists of hundreds
of thousands to millions of labels and data sparsity and
scalability are the major challenges. Different from tradi-
tional binary or multi-class classification problems, this
problem of extreme multi-label text classification cannot as-
sume that the target labels are independent or mutually ex-
clusive. Scalable solutions became available only in recent
years (Bhatia et al. 2015, Prabhu and Varma 2014). There
are four categories of solutions: 1) 1-vs-all (Prabhu et al.
2018); 2) embedding-based (Bhatia et al. 2015); 3) tree-based
(Prabhu and Varma 2014); and, 4) deep learning methods
(Joulin et al. 2016; Liu et al. 2017). However, the perfor-
mance on large-scale datasets remains low according to

Bhatia el al. (2019).
3.0 Method

In our study, there are two categories of entities: 1) simple
entities, such as terms (words or phrases), authors, subjects
or citations; and, 2) composite entities, such as documents
ot bibliographic records that simple entities are associated
with. Our task is to predict the most relevant simple enti-
ties to a composite entity. We propose to embed these two
categories of entities in a single semantic space. This al-
lows us to use semantic similarity to identify the most rel-
evant simple entities to a composite query document. In
addition, we propose a non-parametric prediction method
that computes similarities between the query document
and previously seen documents to better assess the rele-
vance of an entity to the query document.

all entities

o
terms{
subjects+_

authors
=
c
citations=
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nE an

3.1 Ariadne semantic embedding

Let a document be a set of words and entities for which
co-occurrence is relevant. In general, a document could,
therefore, be a sentence, a paragraph, a fixed-size window,
of, in our case, a composite bibliographic record. Let ng
be the total number of “frequent” simple entities—which
could be terms (words or phrases), subjects, authors, cita-
tions—we want to embed, and D the chosen dimensional-
ity of the embedding vectors. An entity is considered fre-
quent when it occurs in more than K documents in the
cotpus, where K is flexible depending on the size of the
cotrpus.

Building on the previous work (Koopman et al. 2015,
2017, 2019) we embed the relevant entities by Random
Projection (Achlioptas 2003, Johnson and Lindenstrauss
1984) of their weighted co-occurrences, as shown in Fig-
ure 1.

Here, C is the co-occurrence matrix of different types
of simple entities, R is a random matrix and C' is the ma-
trix of final embedding vectors. Traditional random pro-
jection starts by computing the co-occurrence matrix C of
size ng X ng. This matrix contains, for each pair of enti-
ties the number of documents (or paragraphs, or sen-
tences) of the corpus in which both entities occur. Using
a matrix of random projection vectors R of size ng X
D ,we can then project our ng dimensional representation
of each entity to a lower D dimensional space. By leverag-
ing the linear nature of the matrix multiplication, we can
update C' directly as we go through the corpus, without
ever explicitly representing C. Koopman et al. (2019) has

N ” - r - ™
~terms
j-subjects
~authors
x|R|=]|C
=citations
-’ . y \
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Figure 1. Random projection.
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shown that this method is simple but highly efficient and
scalable compared to other complicated methods while the
competitive results are achieved at a fraction of the com-
putational cost.

3.2 Orthogonal projection

Traditional models discard both very infrequent words
(because they are too rare for the model to be able to cap-
ture their semantics from the training data) and very fre-
quent words (so-called “stop words” because they do not
provide any semantically useful information). In our ap-
proach, we give a continuous weight to entities based on
how frequently they occur and compute the “average vec-
tor” of the corpus, v, , the sum of all the rows of C'. Un-
surprisingly, this vector is very similar to the average vector
of stop words. Intuitively, entities are increasingly more in-
formative as they differ more from the average vector. By
this reasoning, we project entity vectors U, on the orthog-
onal hyperplane to Ug:

5 —  — —
Ve =Ve — (Ve - Va) Va »

resulting in a representation where the uninformative com-
ponent of entities is eliminated and normalise the vectors
to have unit length. When computing document vectors,
we down-weight entities according to their similarity to V.
This step is crucial to get distinctive document embed-
dings.

3.3 Weight assignment

Using the projection described above, the component that
differentiates an entity from the average vector is kept as
its final embedding, Similarly, how different an entity is
from v, also indicates how much that it contributes to the
semantics of a document it is part of. In fact, we can in-
terpret the cosine similarity as a lower bound on the mutual
information (MI) between the two vectors (Foster and
Grassberger 2011). In order to give a higher weight to the
most informative entities, we assign a higher weight to en-
tities with lower MI to U, by setting the final weight of
each term to be: W, = 1 — cos(V,, Uy).

3.4 Document embedding

With the embeddings of the frequent simple entities and
their proper weights, we can compute document embed-
ding as the weighted average of its component entities’
embeddings. Note, entities and document vectors all have
unit length, making similarity computations elegant and ef-
fective.

3.5 Prediction by entity-document similarity

Once simple entities and documents ate all embedded in
the same semantic space, it is straightforward to calculate
the similarity between any simple entity and any document.
Our naive assumption is that such similarity reflects the
relevance of an entity to a document.

3.6 NPP: non-parametric prediction

We now propose a non-parametric algorithm for predic-
tion. The algorithm returns a ranked list of entities, where
the entities are sorted according to a summation of: 1) the
similarity of each entity to the document; and, 2) the sim-
ilarity of those of the k most similar documents from the
training set which are associated with the entity. This com-
bination provides us with a robust ranking measure, which
combines the direct embedding of the entity in the seman-
tic space where the documents also live and an extra com-
ponent which lets the k nearest neighbour documents of
the new document vouch for the validity of the entity. The
idea is that the embedding of each document is more pre-
cise than the embedding of the individual entities (since
that is done based on a combination of many documents),
making the similarity computation more trustworthy and
the entities those documents are associated with reflect
more likely to fit the target document.

4.0 Dataset and experiments

The ASTRO dataset (available via http://www.topic-chal-
lenge.info/) contains bibliographic information of
111,616 articles published between 2003-2010 in fifty-nine
astronomy and astrophysics journals indexed by the Web
of Science and assigned by Journal Citation Reports to the
astronomy and astrophysics subject field. This data set was
split into the training set (containing 102,869 articles) and
the testing set (containing 5,455 articles). In the training
set, each article has a title, an abstract, a journal ISSN, in
average 7.6 authors, 39.5 citations and 10.1 subjects. Be-
fore embedding, infrequent entities that occur in less than
ten articles were discarded. Table 1 lists some stats about

these entities.

Entity #Total  #Frequent #HFrequent per record

Subject 93,566 10,624 8.7
Author 87,637 17,765 6.7
Citation 891,827 88,510 239
Term 105,062 25292 45.0

Table 1. ASTRO dataset stats.
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Different types of entities including terms extracted from
the titles and abstracts, authors, citations and subjects were
all embedded as 256-dimensional vectors using “random
projection” based on their co-occurrences. The embed-
ding of each entity was projected orthogonal to the aver-
age vector and its weight was assigned based on its similar-
ity to the average vector as described above. When calcu-
lating the embedding for each article in the training set, we
computed the weighted average of all the component sim-
ple entities. Now different types of entities and articles
were embedded in the same semantic space, where their
similarity could be computed easily.

Each unseen article in the testing set was also embed-
ded into the same semantic space, as the weighted average
of all the component simple entities except those that need
to be predicted. For example, when predicting authors, we
compute the embedding of an article based its subjects,
citations and the terms in its title and abstract.

We then used entity-document similarity and the NPP al-
gorithm to predict the most relevant entities to the articles
in the testing dataset. We also applied fastText (Joulin et al.
2016) which is a state-of-the-art multi-label text classifier to
the training set and used the trained model to predict the
most relevant entities for the articles in the testing set. We
compared the predictions from these three methods.

All the experiments were carried out on the same server
with two Intel Xeon Silver 4109T 8-core processors and
384GB memory. The training process took fastText more
than forty minutes to finish, while it only took our embed-
ding method thirteen seconds to embed both simple (terms,
authors, citations, subjects) and composite entities (articles).
This further demonstrates the high efficiency of our em-
bedding method as reported by Koopman et al. (2019).

5.0 Evaluation

Our task is to provide a shortlist of potentially relevant en-
tities to the document at hand. It is important to present a
ranked shortlist of candidate entities and to evaluate the
quality of the prediction with an emphasis on the relevance
of the top portion of such lists. Therefore, we use rank-
based evaluation metrics such as precision and recall at top
n. Precision@n is the proportion of the predicted entities
in the top n list that are actual entities of the test document,
while Recall@n is the propottion of the correctly predicted
entities over all actual entities of the test document.

Figure 2 shows the Precision@n and Recall@n of
three methods, where Ariadne represents the straightfor-
ward predictions based on entity-document similarities
and Ariadne+NPP represents the non-parametric algo-
rithm on top of Ariadne embeddings.

We can see the similar patterns across three types of
predictions. Both precision and recall of the entities pre-

dicted by Ariadne is higher than those generated by
fastText. The clear winner is however the Ariadne+NPP
method. The precision and recall are both significantly
higher than those of the other two methods, especially in
terms of recall. For subject prediction, the Recall@100 is
22% higher than FastText and 11% higher than Ariadne.
The advantage over FastText is more prominent for cita-
tion and author prediction (37% and 27% higher in terms
of Recall@100, respectively).

For subject prediction, the Recall@100 of the Ari-
adne+NPP method reaches 81.3%, which is much higher
than those of author and citation prediction which are
slightly above 50%. In terms of Precision@?20, although
the absolute value of 30%, the citation prediction is nearly
10% and 20% better than subject and author prediction,
respectively.

5.1 A closer look

Let us look more carefully at one concrete example article

(Willis et al. 2010):

Title: The International DORIS Service (IDS): To-
ward maturity

Abstract: DORIS is one of the four space-geodetic
techniques participating in the Global Geodetic Ob-
serving System (GGOS), particularly to maintain
and disseminate the Terrestrial Reference Frame as
determined by International Farth rotation and Ref-
erence frame Service (IERS). A few years ago, under
the umbrella of the International Association of Ge-
odesy, a DORIS International Service (IDS) was cre-
ated in order to foster international cooperation and
to provide new scientific products. This paper ad-
dresses the organizational aspects of the IDS and
presents some recent DORIS scientific results. It is
for the first time that, in preparation of the
ITRF2008, seven Analysis Centers (AC’s) contrib-
uted to derive long-term time series of DORIS sta-
tions positions. These solutions were then combined
into a homogeneous time series IDS-2 for which a
precision of less than 10 mm was obtained. Orbit
comparisons between the various AC’s showed an
excellent agreement in the radial component, both
for the SPOT satellites (e.g. 0.5-2.1 cm RMS for
SPOT-2) and Envisat (0.9-2.1 cm RMS), using dif-
ferent software packages, models, corrections and
analysis strategies. There is now a wide international
participation within IDS that should lead to future
improvements in DORIS analysis strategies and
DORIS-derived geodetic products.
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Figure 2. Precision/Recall @ n for author, citation and subject prediction.

Table 2 lists its actual subjects and the predictions by the
three methods. The first column gives the raw document
counts of the actual subjects in the training set. Half of
the actual subjects occurred in less than thirty articles in
the training set, some of which only occurred in a handful
of articles or never occurred before. These extremely in-
frequent subjects are difficult to predict in general.

FastText tends to predict common subjects, such as
“model” correctly, but “earth” and “system” incorrectly
(see the document counts in the last column). Even if pre-
dicted correctly, these common subjects are less informa-
tive about the article itself. Ariadne successfully predicts
more specific infrequent subjects, such as “doris” and “ter-
restrial reference frame” but misses common ones such as

https://dol.org/10.5771/0843-7444-2018-5-364 - am 13.01.2026, 14:40:56. https://www.inlibra.com/de/agb - Open Access - ) Em


https://doi.org/10.5771/0943-7444-2019-5-364
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb

Knowl. Org. 46(2019)No.5
S. Wang and R. Koopman. Embed First, Then Predict

369

dy Actual subjects Ariadne Ariadne + NPP (k=25) dy FastText dy
27 doris doris doris 25 ops 94
1 geodetic applications terrestrial reference topex/poseidon 22 carth 587
frame
0 global geodenc topex/poseidon terrestrial reference 12 system 1717
observing system frame
35 information service orbit determination 67 reference systems 121
3 itrf2005 geodesy service 23 doris 25
664 | mission P reclse.orb}t model 4739 | astrometry 778
determination
4739 | model polar motion system 1717 | gaia 28
204 | network orbit determination P reclse.orb%t 15 model 4739
determination
67 orbit determination thermospheric model geodesy 13 precession 128
15 | precise orbit grace network 204 | otbit 188
determination
129 | pressure envisat 2ps 94 topex/poseidon 22
302 | satellite sea level polar motion 11 methods:data analysis 1734
1o | terrestrial reference gps pressure 129 | radiation belts 25
frame
22 topex/poseidon tracking sea level 19 space 1024
champ envisat 14 service 23

Table 2. Comparison between fourteen actual subjects versus the top fifteen predicted ones by Ariadne, Ariadne + NPP (k = 25), and
FastText, whete the ones in bold match the actual subjects. The raw document counts of the actual subjects in the training set and those

predicted by Ariadne + NPP and FastText are also given.

“model.” Our Ariadne+NPP method manages to predict
more specific but infrequently subjects as well as the com-
mon ones too. This makes the Recall@15 as 50%, and Pre-
cision@15 as 46.7%.

We realise that this evaluation has its limitations. As
shown in Table 2, highly related subjects such as “geod-

2« 2

esy,” “gps,
Satellite) are predicted as good candidates for this article.

polar motion” and “envisat” (Environmental

These subjects are reasonable and potentially useful, but
since they are not the subjects that the authors and human
indexers have chosen, their value cannot be easily assessed.
This illustrates how precision/recall may not be a very
meaningful evaluation metric in this application.

That being said, we believe our predictions are still use-
ful in practice when the predicted subjects are presented
to authors or human indexers as candidate subjects to
choose from. A high recall is more important as it would
greatly reduce the search space and also provide opportu-
nities for the authors and human indexers to find more
suitable subjects that they probably have not thought of
themselves. We believe this is also the case for author and
citation prediction. In the future, we will involve subject
specialists and domain experts to conduct such qualitative

evaluations.

6.0 Conclusion

In this paper, we proposed a two-step approach to ad-
dressing the problem of identifying most relevant entities
to a query document. We have shown that a similarity-
based method based on a suitable semantic space that al-
lows for the embedding of different types of entities is
very competitive with the state-of-the-art multi-label clas-
sifier. We have described such an embedding and have
shown how effective this specific semantic space really is.
In addition, we proposed a novel, non-parametric, similar-
ity-based method with the documents instead of the indi-
vidual entities. We have shown that this method substan-
tially improves the quality of the predictions, both in com-
parison to the state-of-the-art and to the bare similarity-
based method. We also showed how our non-parametric
method is particularly effective at correctly predicting very
specialised subjects, which are associated with few docu-
ments in the training set and are more problematic for a
classifier.

In the future, we will evaluate our method using the
multi-label datasets available from the Extreme Classifica-
tion Repository (Bahtia et al. 2019) and conduct more hu-
man-involved qualitative evaluation.
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